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SOME REMARKS ON LOCAL MARTINGALES
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Let (Q, F, P) be a basic probability space where F is complete with
respect to P and let {F(#)}ost<. be an increasing family of Borel subfields of F.
In what follows, we suppose that the family {F(#)}sst< is right continuous
and has no time of discontinuity.

We call a family T = {F(t), 7.}est<e @ time change function with respect
to the family {F(¢)} ist<eo, 1f

(1) for each u<[0, o), 7, is a stopping time with respect to the family

{F(¢)} o=t<e and 7, << o0,

(2) for almost all o, [0, ©)>u—7(w) is a continuous and strictly

increasing function with +(e)=0.

For a right continuous stochastic process X = {x,, F(#)}¢st<. and a time
change function T = {F(¢), 7.}<t<=, We can define a new stochastic process
TX={x., F(7,)}1=t<. and we call it the stochastic process obtained from X by a
time change with respect to 7. In particular, if X*= {zf, F(#)}ost<e, @ € A,
where A is an arbitrary set, is a collection of continuous stochastic processes
such that

sup{|af —xf|; 0=s=t, ac A}
is continuous, then we call the time change function

0= {F(t), 0;} Vst <ocoy

the stopping process or the brake of the processes X*, where 0,=inf {u; N, >t}
and N, =¢t+supf{|xf—25]; 0=s5s=t, ac A}.

In the followings we assume that x,=0 and X is quasi-continuous from
the left. We call a martingale X= {z,, F(¢)}¢<t< an L¥%-martingale if for each ¢

P{SUP]Iu! écl} = 1
0sust

where ¢, is some constant with ¢, = ¢, =0. Let M designate the set of all right
continuous local martingales which can be transformed into L¥X-martingales
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[y}

by means of time changes.

K. E. Dambis [1, 1965] has proved that any g¢-martingale (that is to say,
any continuous local martingale [2, 1968]) belongs to M. The purpose of this
note is to give a necessary and sufficient condition for the assertion that a right
continuous local martingale belongs to M.

The author wishes to thank Professor T. Tsuchikura for his kind suggestions
in the presentation of this paper.

_ THEOREM 1. In order that a right continuous local martingale
X = {z, F(t)}ost< belongs to M, it is necessary and sufficient that there
exists a continuous stochastic process Y = {y, F(t)}ost<ec with y,=0 such
that we have

P Y u = ‘ u' =1
(up) @i = sup vl
for each t. Here we need not assume that vy, is integrable.

PROOF. Necessity. If X = {x,,F(¢)}ost<. belongs to M, by the definition
of M there exist non negative constant ¢, and some time change function
T ={F(t), 7} ost< satisfying ¢, = co, =0 and

P{sup jz~n|=c*} =1
osust

3t
for each ¢. We put ¢, =infc,, ¢;'=lim ¢,, and ¢} =— c. du. Then cf
’ 13 t
tsu hlio t

is continuous in ¢ and clearly we have
Plsup |zr|=cf} =1
osust

for each t. Therefore we have P{ ngugc |xu| =cg} =1, where ¢, =inf{u;r,>¢},

and {c}, F(t)}ost< is a continuous stochastic process satisfying c} =c5 =0.
Put y, = ¢} and we have the desired.

Sufficiency. Let Y = {y, F(¢)}¢gt<~. be a continuous stochastic process
satisfying y, =0 and P{fupzlxul :_._Eosuptlyul} =1 for each ¢. Then the brake of
SUS SUS!

Y,® = {F(¢), 0,} ¢st<=, is a time change function and it is easy to see that

<< < 3
P{o§3§ | ou | = sup lyu| =t} =1
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for each ¢ and ® X= {xy, F(0,)}est<e is an LZ%-martingale.” This implies that
X = {z;, F(#)}ost<- is an element of M.
This completes the proof.

It is easy to show that aX® +8X® belongs to M for any X%
={z,%, F(t)}ost<w € M, k=1,2 and any real numbers «, 8. Let F™ be a
sequence of o-fields. By lim F¢® we mean the o-field of all sets A for which

n—o0

there exists an A™ ¢ F™ for each n such that lin P(AAA™)=0.

Let X = {x,, F™(£)}oecor 7=1,2,+++ and X= {2, F(£)}ost< be stochastic
processes. We say that the sequence X‘™ converges uniformly almost surely to
X if F¢)=F'(¢t+0) where F'(¢)=lim F‘(¢) and there exist continuous processes

Y = {y,™, F™(t)}osice and Y = {y, F()} ost<m
such that for each ¢

lim sup‘max{lx,“"’ = Zuly (Y™ =} =0,

n—oo 02US

) — )| < )| g = PN
27 =0, spln@lSgp @l n=12
with probability 1.

THEOREM 2. In order that the stochastic process X = {x;, F(t)}ost<w
belongs to M, it is necessary and sufficient that there exists a sequence
X = {2, F(t)}osi<w 0f right continuous martingales converging uniformly
almost surely to X.

PROOF. Sufficiency. We shall divide the proof into three portions.

Case(1l). First we shall consider the simple case that z,™ is uniformly
integrable with respect to 7, for fixed .

Let A e F(s). Then for each »

f x,”"dP=f x,dP, s=t¢t.

4 A

Passing to the limit, we see, in view of the uniform integrability of x;" and
x,™, that X = {x;, F{#)}4s<= is a martingale. It is easy to see that we have

sup| 2, | = su ) =0 a.s.
osugl ul “‘oSuselyul Yo
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In view of Theorem 1, X = {z,, F(t)}os:<. belongs to M.
Case (2). Assume that we can define the brake O = {F(¢), 0,}¢5:< Of
(Y™ Y;n=1,2-+-}. As M, =¢ +ossupt max(|¥.®|, |y.]), clearly we have

nsiz, ee

P{sup max[|y,, ™|, |ys,|1=2} =1.
osu<t

That is to say, x4, is uniformly integrable with respect to n, for fixed ¢.
As Y™, n=1,2,--- and OY are continuous stochastic processes and @X‘™
converges uniformly almost surely to ®X, we have ®X € M in view of case (1).
Hence X is an element of M.

Case (3). Let us go over to the general case. Let @™ = {F(£), 6,}ist<w
and © = {F(¢), 0,}9st<.. be the brakes of {Y**,Y} and Y respectively. It is easy
to show that we have with probability 1

et(n) é 0!) Supl:r‘ul é t,
osust

hl(") =1+ sup Max(‘yu(n)l’ lyul)
O=sust

tends to A, =¢ +°s$ur;1yul by the converg:nce property of X‘* and then

lim 02(‘") = 0;

N0

for each t. We put 6% =inf{0y*>; k=n}. Then each 6%™ is a stopping
time with respect to the family {F(¢)}ost<e, and

P{F™ 1 0x(n 1 o0)} =1

for each N=1,2,.--.
By the triangle inequality we have

| 2wy — Togat| = | 2B gt — Zompe | + | ZogMpe — Toyne
015 = 2] | = .
and we have
Pllim 2§ » o= Zogud = 1

for each N, because X ccnverges uniformly almost surely to X and the
process X is quasi-continuous from the left. For each » and N, {Z) o pe

F(6%™ At)}osisw is a martingale and from the fact | 2fmp | =N, 2w s is uniformly
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integrable with respect to n, for fixed ¢£. On the other hand, by the assumption
that the family {F(#)}y<t<. has no time of discontinuity, for any A € Feyas there
exists A™ € Fo, m),such that P(AAA™) converges to 0. Therefore for each

n we have

f ZGw g szf x@BmydP, s=t.
A A

In view of the Lebesgue bounded coavergence theorem we have

f.ToN/\gdP‘:-f .fCaN/\zdP, Sét-
4 A

Thus for fixed N, {x,NM,F(0N/\t)}o§¢<,, is' a martingale. On the other hand, as
Al6,>s]e F(Oy\s) forA e F(s), we have for s <t

!
ng/\g dP+ f on/\s dP

Algy>3)

j; Zoyns dP=f

418y 58]

f .’rgN/\,; dP'l‘f on/\t dP

40y Aoy >s]

=f on/\th.
4

Therefore {xg,n;, F(£)}ost<= is a martingale.
Now we put X™ = {on/\t; F(t)}ost<o and Y = {yaN/\z, F(t)} Tost<e-

Then the brake of {Y™,Y; N=12---} exists and coincides with
the brake ® of Y. As X converges uniformly almost surely to X, from the
case (2) we see that X is an element of M. This completes the proof of the
sufficiency.

Necessity. Let X = {z;, F(¢)}o<t<. Le an element of M, that is to say, we
assume that there exists a continuous stochastic process Y* = {y*, F (t)} ost<e With
¥o = 0 satisfying

Sup, | .| ésm IyZ:I' ‘a.s.

for each ¢. If ®= {F(¢), 0,}osi< is the brake of Y*, then X = {x;,¢, F\t)}1st<e
satisfies that
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sup |xip | = n a.s.
0=t<oo )

for each »=1,2,--- From this fact we may deduce that X is a martingale
for each n.
We put x,*>=ux;40,. Then clearly we have for each ¢

sup |2, | = sup|yipe, | = Sup |9 aul = 7aM as.
osust Tos

where N, =inf{u; 6,>t}. If we put y™=nAN and y,=n, then Y™
={y,", F(t)}¢st< and Y = {y,, F{#)}<i<. are continuous stochastic processes and

lim sup [ =3, =0, y™ =935,=0 a.s.

n—oo 0=Sus

As lim Sup |2, ™ —x,| =0 a.s., X™ = {x,, F(¢t)}sst<e converges uniformly
n—oo ISUS

almost surely to X. This completes the proof.

THEOREM 3. If a sequence X‘™ = {x,™, F(t)}ost< 0f M satisfies that
for each t

Jlim sup max (| 2™ — 2™ |, |y =™} = 0

almost surely, then X converges uniformly almost surely to some element

= {zy, F(t)}ost<e of M.

PROOF. It is easy to see.that X‘™ convergss- uniformly almost surely to
some process X = {Z;. F(£)}y<t<ey Where x,=1lim x, a.s., and there exists

n—o0

a brake O = {F(#),0}octc.. of {Y®;n=1,2,---}. Then a sequence ® X™
= {x5,™, F(6,)}os1<.. Of right coatinuoas martingiles coavergzs uniformly almost
surely to ® X= {x4, F9,)}¢<t<e- In view of Theorem 2, ® X belongs to M and
therefore X belongs to M. This completes the proof.

We can generalize Theorem 1 as the follows:
THEOREM 4. Let X = {x;,, F#)}¢<t<. e a right continuous stochastic

process (not necessary x,=0).
In order that for some time change function T = {F(t), T} ozi<ws

sup |&.,| =c, + & a.s.
Isu=t

where {C}ost<e 1S a constant process and &, is a Fymeasurable random
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variable, it is necessary and sufficient that there exists a continuous process
Y = {5, F(t)}ost<w (n0t necessary y,=0) satisfying the inequality

sup |z,| = sup |yl a.s.
osust osust

for each t.

PROOF. Sufficiency. Let Y = {y,, F(¢)}¢si<» be a continuous stochastic
process satisfying for each ¢

sup |z,| = sup |y.|
osust osust

with probability 1. Then the brake ® = {F(¢), 6,}o<t<. Of the process {y,—y,,
F(#)}osi<. is a time change function and it is easy to check

Sup | z, | éoggsg |ys, = Yol + 30| =2+ 13| a.s.

Necessity. We put cZ=£r51f ¢ and ¢ =ciy0—cos. Then {c}}o<t<. Where
. =u

N/
1 " . . .
ct = e c.du, is a continuous process with ¢f =0 and we have
t
sup |x..| = cf + &F a.s.
osust

where &F = &, + ¢y, (this is clearly F,-measurable).
Therefore we have

sup |z, | = cf + & a.s.
osust

where ¢, =inf{u; 7,>1¢}, and {c} + &, F(t)}osi<. is a continuous stochastic
process. This completes the proof.

REMARK. We may assume that ¢, is coatinuous. Then &, =0 if and only
if y, =0. Moreover for each p, £, is L,-integrable if and only if y, is so.
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