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1. Introduction. Let $E$ be a Banach space with norm $|\cdot|_{E}$ and let $J=[\sigma, \sigma+a), 0<a \leqq \infty$. If $x:(-\infty, \sigma+a) \rightarrow E$, then for any $t \in$ $(-\infty, \sigma+a)$ we define $x_{t}:(-\infty, 0] \rightarrow E$ by $x_{t}(\theta)=x(t+\theta),-\infty<\theta \leqq 0$. In this paper we consider the initial value problem for functional differential equations with infinite delay (IP);

$$
\begin{align*}
& \frac{d x}{d t}=f\left(t, x_{t}\right), \quad t>\sigma  \tag{1.1}\\
& x_{\sigma}=\varphi \in \mathscr{B}, \tag{1.2}
\end{align*}
$$

where $f$ is an $E$-valued mapping defined on $J \times \mathscr{B}$ and $\mathscr{B}$ is an abstract phase space with semi-norm or quasi-norm $|\cdot|_{G}$ satisfying suitable axioms introduced by Hale and Kato [2].

The purpose of this paper is to give sufficient conditions for the global convergence of successive approximations for (IP): main results are Theorems 4.1, 4.2, 4.3 and 4.4, which extend results obtained in [1], [6], [7], [11]. Needless to say, our results ensure the global existence of a unique solution to (IP).

Recently, the author [9] has proved the uniqueness and the global convergence of successive approximations of solutions for functional integral equations under some Perron-type conditions. For (1.1) these conditions become

$$
\begin{equation*}
|f(t, \varphi)-f(t, \psi)| \leqq \omega_{1}\left(t,|\varphi-\psi|_{\varnothing}\right) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \omega_{2}\left(t, \sup _{\sigma \leq s \leq t}|x(s)-y(s)|\right), \tag{1.4}
\end{equation*}
$$

where real-valued functions $\omega_{i}, i=1,2$, are integrable and satisfy some uniqueness conditions. On the other hand, the author [10] has proved Kamke's uniqueness theorems of solutions for (IP). In this paper we shall show the global convergence of successive approximations for (IP)
under Kamke's uniqueness conditions with (1.3) or (1.4), provided $\omega_{i}(t, s)$ is nondecreasing in $s$. Theorems 4.1, 4.2 and 4.3 are related to the inequality (1.3) and Theorem 4.4 is concerned with (1.4). In general, Theorem 4.3 is a generalization of Theorems 4.1 and 4.2 under the additional axioms on the phase space. Theorem 4.2 depends on a quantity $\beta_{\nu}$ defined by

$$
\beta_{\nu}=\limsup _{h \rightarrow 0+} \frac{1}{h}\{\|S(h)\|-1\}
$$

(for the definition of $\|S(h)\|$ see Section 2 below). Theorem 4.4 is essentially a corollary to Theorem 4.1 (cf. [9]). However, both Theorems 4.3 and 4.4 are useful in showing the convergence of the successive approximations of solutions for (IP). Such examples will be given in Section 6. When the delay is finite, that is, $\mathscr{B}=C([-r, 0], E), 0 \leqq r<\infty$, Theorems 4.1, 4.2 and 4.3 are equivalent to one another and Theorem 4.3 is contained in Theorem 4.4. Finally, we note that our results apply to linear systems, though the results obtained in [7], [11] do not.
2. Phase space $\mathscr{B}$ and assumptions. Let $R^{-}=(-\infty, 0], R^{+}=$ $[0, \infty), R=(-\infty, \infty)$ and let $\mathscr{B}=\mathscr{B}\left(R^{-}, X\right)$ be a linear space of functions mapping $R^{-}$into $X$ with semi-norm or quasi-norm $|\cdot|_{B}$, where $X=E$ or $R$. If we wish to emphasize the dependence on the space $X$, we write $\mathscr{B}^{X}$. So far as there is no fear of confusion, we denote various kinds of norms and semi-norms (or quasi-norms) by the same symbol $1 \cdot /$. For $\varphi$ and $\psi$ in $\mathscr{B}, \varphi=\psi$ means that $\varphi(\theta)=\psi(\theta)$ for all $\theta \in R^{-}$. For $\varphi \in \mathscr{B}$, let $X_{\sigma}^{\varphi}[\delta]$ (or $X_{\sigma}^{\varphi}(\delta)$ ) be the set of all functions $x$ mapping ( $-\infty$, $\sigma+\delta]$ (or $(-\infty, \sigma+\delta)$ ), $\delta>0$, to $X$ such that $x_{\sigma}=\rho$ and $x(t)$ is continuous on $[\sigma, \sigma+\delta]$ (or $[\sigma, \sigma+\delta)$ ). Throughout this paper we assume that the following axioms on the phase space $\mathscr{B}$ are always satisfied:
$\left(\mathrm{B}_{1}\right)$ If $x \in X_{\sigma}^{\varphi}(A)$, then $x_{t}$ also lies in $\mathscr{B}$ for all $t \in[\sigma, \sigma+A)$ and $x_{t}$ is continuous in $t$ on $[\sigma, \sigma+A)$.
$\left(\mathrm{B}_{2}\right) \quad$ There exist functions $K(t)>0$ and $M(t) \geqq 0$ with the following properties:
(i) $K(t)$ is continuous for $t$ in $R^{+}$.
(ii) $M(t)$ is locally bounded on $R^{+}$.
(iii) For every function $x \in X_{o}^{\varphi}(A)$, it holds that

$$
\left|x_{t}\right| \leqq K(t-\sigma) \sup \{|x(s)|: \sigma \leqq s \leqq t\}+M(t-\sigma)\left|x_{\sigma}\right| \quad \text { for } \quad t \in[\sigma, \sigma+A) .
$$

$\left(\mathrm{B}_{3}\right)$ There is a positive constant $L$ such that $|\varphi(0)| \leqq L|\varphi|_{\infty}$ for all $\varphi \in \mathscr{B}$.

Two examples of the phase space $\mathscr{B}$ below were given in [2].
Example 2.1. Let $\gamma \in R$. The space $\mathscr{C}_{r}^{E}$ is the space of continuous functions $\varphi$ mapping $R^{-}$into $E$ having the limit $\lim _{s \rightarrow-\infty} e^{\gamma s} \varphi(s)$ with the norm $|\varphi|_{\varepsilon_{T}^{F}}=\sup _{s \in R^{-}} e^{\gamma s}|\varphi(s)|_{E}$.

Example 2.2. Let

$$
\begin{gathered}
\mathscr{L}^{E}=\left\{\varphi: R^{-} \rightarrow E: \text { measurable on }(-\infty,-r],\right. \text { continuous on } \\
[-r, 0] \text { and }|\varphi|, E<\infty\},
\end{gathered}
$$

where $0 \leqq r<\infty$ and

$$
|\varphi|_{\mathscr{C} E}=\sup _{-r \leq s \leq 0}|\varphi(s)|_{E}+\int_{-\infty}^{0} e^{s}|\varphi(s)|_{E} d s
$$

For the other examples of the phase space $\mathscr{B}$, refer to [8], [9]. Hereafter, let $K_{\delta}=\sup \{K(s): 0 \leqq s \leqq \delta\}$ and $X_{\sigma}^{\varphi}[\delta, \gamma]=\left\{x \in X_{\sigma}^{\varphi}[\delta]: \sup \{\mid x(s)-\right.$ $x(\sigma) \mid: \sigma \leqq s \leqq \sigma+\delta\} \leqq \gamma\}$.

Next, we assume that $f$ in (IP) is a mapping from $J \times \mathscr{B}$ into $E$ satisfying the following conditions:
$\left(\mathrm{F}_{1}\right) f(\cdot, \varphi)$ is strongly measurable in $t \in J$ for each fixed $\varphi \in \mathscr{B}$.
$\left(\mathrm{F}_{2}\right) \quad f(t, \cdot)$ is continuous in $\varphi \in \mathscr{B}$ for a.a. $t \in J$.
$\left(\mathrm{F}_{8}\right)$ For every closed bounded set $B \subset \mathscr{B}$ there exists a locally integrable function $\beta_{B}(t)$, defined on $J$, such that $|f(t, \psi)| \leqq \beta_{B}(t)$ for a.a. $t \in J$ and all $\psi \in \mathscr{B}$.

In order to give conditions for the convergence of successive approximations for (IP), we introduce a Kamke-type function $\omega$ as follows. A function $\omega$ is said to be a Kamke-type function with domain $\left(t_{0}, t_{0}+d\right] \times[0,2 r]$ if the following conditions hold:
$\left(\omega_{1}\right) \omega=\omega(t, s)$ is a real-valued function, defined on $\left(t_{0}, t_{0}+d\right] \times[0,2 r]$, which is Lebesgue measurable in $t$ for each fixed $s \in[0,2 r]$ and is continuous and nondecreasing in $s$ for a.a. $t \in\left[t_{0}, t_{0}+d\right]$.
$\left(\omega_{2}\right)$ There exists a function $\alpha$, defined on $\left(t_{0}, t_{0}+d\right]$ and locally integrable there, such that $|\omega(t, s)| \leqq \alpha(t)$ for a.a. $t \in\left(t_{0}, t_{0}+d\right]$ and all $s \in[0,2 r]$.
In case that the function $\alpha$ arising in ( $\omega_{2}$ ) is integrable over ( $\left.t_{0}, t_{0}+d\right]$, we say that $\omega$ is a Perron-type function.

Now, we present some conditions on a Kamke (or Perron)-type function $\omega$ with domain ( $\left.t_{0}, t_{0}+d\right] \times[0,2 r]$, which are essential in this paper.
$\left(\Omega_{1}\right) \quad z \equiv 0$ is the unique absolutely continuous function which satisfies the initial condition $z\left(t_{0}\right)=0$ and

$$
\begin{equation*}
\frac{d z}{d t}=\omega\left(t, K\left(t-t_{0}\right) z(t)\right) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{2.1}
\end{equation*}
$$

$\left(\Omega_{2}\right) \quad z \equiv 0$ is the unique absolutely continuous function which satisfies the initial condition $z\left(t_{0}\right)=0$ and

$$
\begin{equation*}
\frac{d z}{d t}=\omega(t, z(t)) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{2.2}
\end{equation*}
$$

Define linear operators $S(t): \mathscr{B} \rightarrow \mathscr{B}, t \geqq 0$, by

$$
[S(t) \varphi](\theta)= \begin{cases}\varphi(t+\theta) & \text { if } t+\theta \leqq 0  \tag{2.3}\\ \varphi(0) & \text { if } t+\theta>0\end{cases}
$$

Then we define a quantity $\beta_{\nu}$ by the relation

$$
\begin{equation*}
\beta_{\nu}=\lim _{h \rightarrow 0+} \frac{1}{h}\{\|S(h)\|-1\} \tag{2.4}
\end{equation*}
$$

where $-\infty \leqq \beta_{\nu} \leqq \infty$ and $\|S(t)\|=\sup \left\{|S(t) \varphi|_{\mathscr{S}}:|\varphi|_{\mathscr{Q}} \leqq 1\right\}$. Throughout this paper we assume that $\beta_{\nu} \in R$ (cf. [10]).
$\left(\Omega_{3}\right) \quad z \equiv 0$ is the unique absolutely continuous function which satisfies the initial condition $z\left(t_{0}\right)=0$ and

$$
\begin{equation*}
\frac{d z}{d t}=K(0) \omega(t, z(t))+\beta_{\nu} z(t) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{2.5}
\end{equation*}
$$

$\left(\Omega_{4}\right) \quad z \equiv 0$ is the unique absolutely continuous function mapping $\left(-\infty, t_{0}+d\right]$ into $R$, which satisfies the initial condition $z_{t_{0}}=0 \in \mathscr{B}^{R}$ and

$$
\begin{equation*}
\left|\frac{d z}{d t}\right| \leqq \omega\left(t,\left|z_{t}\right|_{\mathscr{B}} R\right) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{2.6}
\end{equation*}
$$

$\left(\Omega_{5}\right) \quad z \equiv 0$ is the unique absolutely continuous function mapping ( $-\infty, t_{0}+d$ ] into $R$, which satisfies the initial condition $z_{t_{0}}=0 \in \mathscr{B}^{R}$ and

$$
\begin{equation*}
\frac{d z}{d t}=\omega\left(t,\left|z_{t}\right|_{\mathscr{\theta}} R\right) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{2.7}
\end{equation*}
$$

Furthermore, we say that the function $\omega$ satisfies the condition $\left(\Omega_{i}\right)$, $i=1, \cdots, 5$, with $\left(D^{+} z\right)\left(t_{0}\right)=0$ if the condition $\left(D^{+} z\right)\left(t_{0}\right)=0$ is added to the initial condition in $\left(\Omega_{i}\right)$, where $\left(D^{+} z\right)\left(t_{0}\right)=\lim _{t \rightarrow t_{0}+0} z(t) /\left(t-t_{0}\right)$. Here we note that the condition $\left(\Omega_{i}\right)$ is slightly stronger than the condition $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$. The relationship among the conditions $\left(\Omega_{i}\right)$, $i=1, \cdots, 5$, are given in Section 3.

Remark 2.1. If $\omega$ is a Perron-type function with domain $\left(t_{0}, t_{0}+d\right] \times$ [ $0,2 r$ ], then (2.1) in the condition $\left(\Omega_{1}\right)$ can be replaced by a Volterra integral equation

$$
z(t)=K\left(t-t_{0}\right) \int_{t_{0}}^{t} \omega(s, z(s)) d s
$$

(cf. [9]).
Remark 2.2. If the function $K(t)$ in ( $\mathrm{B}_{2}$ ) is continuously differentiable, then (2.1) in the condition $\left(\Omega_{1}\right)$ is equivalent to the equation $d z / d t=$ $K^{\prime}(t) z(t) / K(t)+K(t) \omega(t, z(t))$, where the prime denotes the differentiation with respect to $t$. Indeed, if we set $w(t)=K(t) z(t)$, where $z(t)$ is a solution of (2.1), then $w(t)$ is a solution of the above equation. In particular, if $K(t) \equiv K$ in $\left(\mathrm{B}_{2}\right)$, then (2.1) is reduced to the equation $d z / d t=K \omega(t, z(t))$.

Definition 2.1. Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ are satisfied. Then a function $u:(-\infty, \sigma+b] \rightarrow E$ is said to be a solution of (IP) on $[\sigma, \sigma+b]$ if $u$ is an absolutely continuous function on $[\sigma, \sigma+b]$ with a strong derivative $d u / d t$ satisfying (1.1) and (1.2) for a.a. $t \in[\sigma, \sigma+b]$.

Definition 2.2. Let $f$ be a continuous mapping from $J \times \mathscr{B}$ into $E$. If a function $u:(-\infty, \sigma+b] \rightarrow E$ satisfies (1.1) and (1.2) for all $t \in$ $[\sigma, \sigma+b]$, then it is said to be a $C^{1}$-solution of (IP) on $[\sigma, \sigma+b]$.
3. Comparison results. In this section we present several comparison results related with the axioms on the phase space in order to show the convergence of successive approximations for solutions of (1.1). Further we state relationship among the conditions $\left(\Omega_{i}\right)$ or $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$, $i=1, \cdots, 5$. Let $\bar{D}_{+}$and $D_{+}$denote the right hand upper derivative and the right hand derivative, respectively. Let $C(I, E)$ be the space of continuous functions mapping $I, I \subset R$, into $E$ with the supremum norm.

Lemma 3.1. Suppose $\mathscr{B}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$ and let $x$ belong to $X_{\sigma}^{\varphi}(A)$. Then it holds that for any fixed $t \in[\sigma, \sigma+A)$,

$$
\begin{equation*}
\bar{D}_{+}\left|x_{t}\right|_{\theta} \leqq K(0)\left|D_{+} x(t)\right|+\beta_{\nu}\left|x_{t}\right|_{\infty}, \tag{3.1}
\end{equation*}
$$

whenever $D_{+} x(t)$ exists. In particular, in case $\mathscr{B}=C([-r, 0], E), 0 \leqq$ $r<\infty$, (3.1) is reduced to

$$
\begin{equation*}
\bar{D}_{+}\left|x_{t}\right|_{\theta} \leqq\left|D_{+} x(t)\right| . \tag{3.2}
\end{equation*}
$$

Lemma 3.2. Let $x(t)$ be an absolutely continuous function from $[a, b]$ into $E$. Then the following inequality holds:

$$
\begin{equation*}
\frac{d}{d t}\left(\sup _{a \leq s \leq t}|x(s)|\right) \leqq\left|\frac{d}{d t}\right| x(t)| | \leqq\left|\frac{d x(t)}{d t}\right| \quad \text { for a.a. } \quad t \in(a, b) \tag{3.3}
\end{equation*}
$$

For a proof of Lemmas 3.1 and 3.2 see [10, Lemmas 3.1 and 3.2].
Lemma 3.3. Let $\omega$ be a Kamke-type function with domain $\left(t_{0}, t_{0}+d\right] \times$
[0, 2r]. Assume that the condition $\left(\Omega_{2}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is satisfied. If $u:\left[t_{0}, t_{0}+d\right] \rightarrow[0,2 r]$ is an absolutely continuous function satisfying the condition $u\left(t_{0}\right)=\left(D^{+} u\right)\left(t_{0}\right)=0$ and the differential inequality

$$
\frac{d u(t)}{d t} \leqq \omega(t, u(t)) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right]
$$

then $u(t) \equiv 0$ on $\left[t_{0}, t_{0}+d\right]$.
For a proof of this lemma see [10, Lemma 4.1].
Lemma 3.4. Let $\omega$ be a Kamke-type function with domain $\left(t_{0}, t_{0}+d\right] \times$ $[0,2 r]$. Assume that the condition $\left(\Omega_{1}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is satisfied. If $u:\left[t_{0}, t_{0}+d\right] \rightarrow\left[-2 r / K_{d}, 2 r / K_{d}\right]$ is an absolutely continuous function satisfying the condition $u\left(t_{0}\right)=\left(D^{+} u\right)\left(t_{0}\right)=0$ and the differential inequality

$$
\begin{equation*}
\left|\frac{d u}{d t}\right| \leqq \omega\left(t, K\left(t-t_{0}\right) \sup _{t_{0} \leq s \leq t}|u(s)|\right) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right] \tag{3.4}
\end{equation*}
$$

then $u(t) \equiv 0$ on $\left[t_{0}, t_{0}+d\right]$.
Proof. Set $\tilde{u}(t)=\sup _{t_{0} \leq s \leq t}|u(s)|$. Then by Lemma 3.2, (3.4) is reduced to

$$
\frac{d \widetilde{u}}{d t} \leqq \omega\left(t, K\left(t-t_{0}\right) \widetilde{u}(t)\right) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right]
$$

Thus it follows from Lemma 3.3 that $\widetilde{u}(t) \equiv 0$, and hence $u(t) \equiv 0$. q.e.d.
Lemma 3.5. Suppose $\mathscr{B}^{R}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{3}\right)$ and let $\omega$ be a Kamke-type function with domain ( $\left.t_{0}, t_{0}+d\right] \times[0,2 r]$. Assume that either the condition $\left(\Omega_{1}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ or the condition ( $\Omega_{3}$ ) with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is satisfied. If $w:\left(-\infty, t_{0}+d\right] \rightarrow\left[-2 r / K_{d}, 2 r / K_{d}\right]$ is an absolutely continuous function satisfying the initial conditions $w_{t_{0}}=$ $0 \in \mathscr{B}^{R}$ and $\left(D^{+} w\right)\left(t_{0}\right)=0$ and (2.6), then $w(t) \equiv 0$ on $\left[t_{0}, t_{0}+d\right]$.

Proof. Assume that the condition $\left(\Omega_{1}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is satisfied. Then, by the axiom $\left(\mathrm{B}_{2}\right)$ and the property that $\omega(t, s)$ is nondecreasing in $s$, we have

$$
\left|\frac{d w}{d t}\right| \leqq \omega\left(t,\left|w_{t}\right|_{s \theta}\right) \leqq \omega\left(t, K\left(t-t_{0}\right) \sup _{t_{0} \leq s \leq t}|w(s)|\right) .
$$

By Lemma 3.4, we see that $w(t) \equiv 0$.
Next, Assume that the condition $\left(\Omega_{3}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is satisfied. By Lemma 3.1, we have

$$
\bar{D}_{+}\left|w_{t}\right|_{\circledast} R \leqq K(0) \omega\left(t,\left|w_{t}\right|_{\circledast} R\right)+\beta_{\nu}\left|w_{t}\right|_{\circledast R} \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right]
$$

Thus, setting $z(t)=\left|w_{t}\right|_{\circledast R}$, we reduce the above inequality to

$$
\frac{d z(t)}{d t} \leqq K(0) \omega(t, z(t))+\beta_{\nu} z(t) \quad \text { for a.a. } \quad t \in\left(t_{0}, t_{0}+d\right]
$$

because $z(t)$ is absolutely continuous on $\left[t_{0}, t_{0}+d\right]$ (see [10, Lemma 3.3]). It is easy to show that $\left(D^{+} z\right)\left(t_{0}\right)=0$. Therefore we can obtain $z(t) \equiv 0$ by Lemma 3.3, which implies that $w(t) \equiv 0$ by $\left(B_{3}\right)$. q.e.d.

In order to state the following lemma, in addition to $\left(B_{1}\right)-\left(B_{3}\right)$, we must impose the following axiom $\left(\mathrm{B}_{4}\right)$ on the phase space $\mathscr{B}^{R}$ :
$\left(\mathrm{B}_{4}\right)$ If $\varphi$ and $\psi$ are in $\mathscr{B}^{R}$ and $|\varphi(\theta)| \leqq|\psi(\theta)|$ for a.a. $\theta \in R^{-}$, then the inequality $|\varphi|_{\mathscr{F} R} \leqq|\psi|_{\mathscr{G} R}$ holds.

Lemma 3.6. Suppose the phase space $\mathscr{B}^{R}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)$ $\left(\mathrm{B}_{4}\right)$ and let $\omega$ be a nonnegative and Perron-type function with domain $\left(t_{0}, t_{0}+d\right] \times[0,2 r]$. Assume further that the condition $\left(\Omega_{5}\right)$ is satisfied. If $m:\left(-\infty, t_{0}+d\right] \rightarrow R^{+}$is an absolutely continuous function satisfying the initial condition $m_{t_{0}}=0 \in \mathscr{B}^{R}$ and the differential inequality

$$
\frac{d m}{d t} \leqq \omega\left(t,\left|m_{t}\right|_{\circledast R}\right) \quad \text { for } \text { a.a. } \quad t \in\left(t_{0}, t_{0}+d\right]
$$

then $m(t) \equiv 0$ on $\left[t_{0}, t_{0}+d\right]$,
Proof. Let $\varepsilon^{n}: R^{-} \rightarrow R^{+}, n=1,2, \cdots$, be continuous and nondecreasing. Suppose that
(1) $\operatorname{supp} \varepsilon^{n} \subset[-1,0]$ for all $n$;
(2) $\left|\varepsilon^{n}\right|_{[-1,0]} \rightarrow 0$ as $n \rightarrow \infty$, where $\left|\varepsilon^{n}\right|_{[-1,0]}=\sup _{-1 \leq \theta \leq 0}\left|\varepsilon^{n}(\theta)\right|$;
(3) $\varepsilon^{n+1}(\theta) \leqq \varepsilon^{n}(\theta)$ for each $\theta \in(-\infty, 0)$ and for each $n$;
(4) $0<\varepsilon^{n+1}(0)<\varepsilon^{n}(0)$ for each $n$.

Denote by $u^{n}(t)$ any solution of the scalar differential equation

$$
\frac{d u}{d t}=\omega\left(t,\left|u_{t}\right|_{\infty} R\right), \quad u_{t_{0}}=\varepsilon^{n} \in \mathscr{B}^{R}
$$

Then, it is not difficult to show that $0 \leqq u^{n+1}(t) \leqq u^{n}(t)$ on $\left[t_{0}, t_{0}+d\right]$ for a sufficiently large $n$ and that $\left|u^{n}\right|_{\left.t_{0}, t_{0}+d\right]} \rightarrow 0$ as $n \rightarrow \infty$. To complete the proof, it is enough to prove that $m(t) \leqq u^{n}(t)$ for $t \in\left[t_{0}, t_{0}+d\right]$. Suppose, for a contradiction, that $\mathscr{Z}=\left\{t \in\left[t_{0}, t_{0}+d\right]: m(t)>u^{n}(t)\right\}$ is nonempty, and let $t_{1}=\inf \mathscr{\mathscr { R }}$. Since $m\left(t_{0}\right)<\varepsilon^{n}(0)=u^{n}\left(t_{0}\right)$, we have $t_{1}>t_{0}, m\left(t_{1}\right)=u^{n}\left(t_{1}\right)$ and $m(t) \leqq u^{n}(t)$ for $t \in\left[t_{0}, t_{1}\right]$. Thus we have $0 \leqq$ $m(t+\theta) \leqq u^{n}(t+\theta)$ for $t \in\left[t_{0}, t_{1}\right]$ and $\theta \in R^{-}$, which implies that $\left|m_{t}\right|_{\sigma^{R}} \leqq$ $\left|u_{t}^{n}\right|_{\mathscr{F}^{R}}$ for $t \in\left[t_{0}, t_{1}\right]$ by the axiom $\left(\mathrm{B}_{4}\right)$. Since $m(t)$ is absolutely continuous on $\left[t_{0}, t_{0}+d\right], d m(t) / d t$ exists for a.a. $t \in\left[t_{0}, t_{0}+d\right]$ and is an integrable function. Thus, by the property that $\omega(t, s)$ is nondecreasing in $s$, we have

$$
0=u^{n}\left(t_{1}\right)-m\left(t_{1}\right)=\varepsilon^{n}(0)+\int_{t_{0}}^{t_{1}}\left[\omega\left(s,\left|u_{s}^{n}\right|_{\nrightarrow R} R\right)-\omega\left(s,\left|m_{s}\right|_{\mathscr{\theta}} R\right)\right] d s \geqq \varepsilon^{n}(0)>0,
$$

which is a contradiction. Thus the set $\mathscr{\mathscr { Z }}$ is empty.
q.e.d.

Finally, for special spaces we summarize relationship among the conditions $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0, i=1, \cdots, 5$. Let $\omega$ be a Kamke-type function.
(1) In general, the condition $\left(\Omega_{1}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ or the condition $\left(\Omega_{3}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is stronger than the condition $\left(\Omega_{4}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$, because of Lemma 3.5. Though the condition $\left(\Omega_{5}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$ is weaker than the condition $\left(\Omega_{4}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$, the converse remains open. However if $\omega$ is a Perron-type function, the conditions ( $\Omega_{4}$ ) and $\left(\Omega_{5}\right)$ are equivalent to each other by Lemma 3.6.
(2) Consider the case $\mathscr{B}=C([-r, 0], R), 0 \leqq r<\infty$. It is clear that $K(t) \equiv 1$ in ( $\mathrm{B}_{2}$ ) and $\beta_{\nu}=0$ in (2.4) (see [10]). In this case, the conditions $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0, i=1, \cdots, 5$, are equivalent to one another.
(3) Consider the case $\mathscr{B}=\mathscr{C}_{r}^{R}$. It is clear that $K(t)=\sup _{-t \leq \theta \leq 0} e^{\gamma \theta}$ in $\left(B_{2}\right)$ and $\beta_{\nu}=-\gamma$ if $\gamma<0$ while $\beta_{\nu}=0$ if $\gamma \geqq 0$ in (2.4) (see [2], [10]). Thus if $\gamma \geqq 0$, then the condition $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0, i=1, \cdots, 5$, are equivalent to one another, because $\left|z_{t}\right|_{\theta}=z(t)$, provided $z(t)$ : $\left(-\infty, t_{0}+d\right] \rightarrow R^{+}$is nondecreasing in $t$ and $z_{t_{0}}=0 \in \mathscr{B}^{R}$.
4. Convergence of successive approximations. We define the successive approximations for (IP) as follows:

$$
y^{n}(t)= \begin{cases}\rho(t-\sigma) & \text { for } t \in(-\infty, \sigma]  \tag{4.1}\\ \rho(0)+\int_{\sigma}^{t} f\left(s, y_{s}^{n-1}\right) d s & \text { for } t \in[\sigma, \sigma+a),\end{cases}
$$

for $n \geqq 1$, where $y^{0} \in X_{o}^{\varphi}(a)$.
Now, we get the main results in this paper.
TheOrem 4.1. Suppose the phase space $\mathscr{B}^{E}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{3}\right)$ and suppose the conditions $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ are satisfied. Then the successive approximations $\left\{y^{n}(t)\right\}$ defined above converge uniformly on every compact interval of $J$ to a unique solution of (IP) if the following conditions are satisfied:
(i) The successive approximations $\left\{y^{n}(t)\right\}$ defined on $J$ are uniformly bounded on $[\sigma, \gamma]$ for every $\gamma \in(\sigma, \sigma+a)$.
(ii) For each $t_{0} \in J$ and $\xi \in X_{\sigma}^{\varphi}\left[t_{0}-\sigma\right]$, there exist positive constants $d, r$ and a Kamke-type function $\omega$ with domain $\left(t_{0}, t_{0}+d\right] \times[0,2 r]$ for which the condition ( $\Omega_{1}$ ) and the following condition holds:
( $\mathrm{F}_{4}$ ) If $x, y \in X_{\sigma}^{\varphi}\left[t_{0}+d-\sigma\right], x_{t}, y_{t} \in S\left(\xi_{t_{0}}, r\right)$ and $|x-y|_{[\sigma, t]} \leqq 2 r$ for $t \in\left[t_{0}, t_{0}+d\right]$, then

$$
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \omega\left(t,\left|x_{t}-y_{t}\right|_{\mathscr{\theta}} R\right) \quad \text { for a.a. } t \in\left(t_{0}, t_{0}+d\right]
$$

where $S(\psi, r)$ denotes a closed ball with center at $\psi \in \mathscr{B}^{x}$ and radius $r$, and $|x|_{[\sigma, t]}=\sup _{o \leq s \leq t}|x(s)|$.

Theorem 4.2. The conclusion of Theorem 4.1 remains true if the condition $\left(\Omega_{1}\right)$ is replaced by the condition $\left(\Omega_{3}\right)$.

Before stating the following theorem, we observe that from the axiom $\left(\mathrm{B}_{1}\right)$ the phase space $\mathscr{B}^{E}$ contains all the continuous functions on $R^{-}$into $E$ with compact support.

Theorem 4.3. Suppose the phase space $\mathscr{B}^{E}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{3}\right)$ while the phase space $\mathscr{B}^{R}$ satisfies the axioms $\left(\mathrm{B}_{1}\right)-\left(\mathrm{B}_{4}\right)$. Suppose further that $\mathscr{B}^{E}$ and $\mathscr{B}^{R}$ are related to each other as follows:
(A) If $\varphi: R^{-} \rightarrow E$ is a continuous function with compact support, then the inequality $|\varphi|_{\mathscr{B}^{E}} \leqq|\langle\varphi\rangle|_{\text {® }^{R} R}$ holds, where the function $\langle\varphi\rangle: R^{-} \rightarrow R^{+}$ is defined by $\langle\varphi\rangle(\theta)=|\varphi(\theta)|_{E}$ for $\theta \in R^{-}$.

If all the hypotheses of Theorem 4.1 are satisfied except that the condition $\left(\Omega_{1}\right)$ is replaced by the condition $\left(\Omega_{4}\right)$, then the conclusion of Theorem 4.1 remains valid.

The following result is a modification of Theorems 4.1 and 4.2, which is very useful in studying delay differential equations (see Section 6).

Theorem 4.4. Suppose that all the hypotheses of Theorem 4.1 are satisfied except that the conditions $\left(\Omega_{1}\right)$ and $\left(\mathrm{F}_{4}\right)$ are replaced by the condition $\left(\Omega_{2}\right)$ and the following condition:
$\left(\mathrm{F}_{5}\right)$ If $x, y \in X_{\sigma}^{\varphi}\left[t_{0}+d-\sigma\right], x_{t}, y_{t} \in S\left(\xi_{t_{0}}, r\right)$ and $|x-y|_{[\sigma, t]} \leqq 2 r$ for $t \in\left(t_{0}, t_{0}+d\right]$, then

$$
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \omega\left(t,|x-y|_{[\sigma, t]}\right)
$$

for a.a. $t \in\left(t_{0}, t_{0}+d\right]$.
Then the conclusion of Theorem 4.1 remains valid.
Remark 4.1. If $\omega$ is a Perron-type function, then the condition $\left(\Omega_{4}\right)$ in Theorem 4.3 can be replaced by the condition ( $\Omega_{5}$ ). Theorem 4.3 is a generalization of Theorems 4.1 and 4.2 under the additional axiom ( $\mathrm{B}_{4}$ ) and the condition (A). However, we showed in [9] that there exists an example for the phase space which does not satisfy the axiom $\left(B_{4}\right)$. Theorem 4.4 is essentially a corollary to Theorem 4.1 (see [9]). So, the proof of Theorem 4.4 is omitted. We emphasize that both Theorems 4.3
and 4.4 are useful in showing the convergence of successive approximations for (IP). For more detailed discussion see examples in Section 6 of the present paper.

Remark 4.2. In general, Theorem 4.4 is different from Theorem 4.1. In fact, it follows from $\left(\mathrm{F}_{4}\right)$ and $\left(\mathrm{B}_{2}\right)$ that

$$
\omega\left(t,\left|x_{t}-y_{t}\right|_{\nrightarrow R}\right) \leqq \omega\left(t, K(t-\sigma)|x-y|_{[\sigma, t]}\right)
$$

for $x, y \in X_{o}^{\varphi}\left[t_{0}+d-\sigma\right]$. The condition $\left(\Omega_{1}\right)$, however, is an assumption on the equation (2.1); it says nothing about the equation

$$
\frac{d z}{d t}=\omega(t, K(t-\sigma) z(t))
$$

Thus we cannot apply Theorem 4.4 to prove Theorem 4.1.
When $f$ in (1.1) is continuous, the following theorem holds.
TheOrem 4.5. Let $f$ be a continuous mapping from $J \times \mathscr{B}^{E}$ into $E$ and satisfy the condition $\left(\mathrm{F}_{3}\right)$. If the condition $\left(\Omega_{i}\right), i=1,3,4,2$, in Theorems 4.1-4.4 are replaced by the condition $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$, $i=1,3,4,2$, respectively, then the successive approximations $y^{n}(t)$ are well defined on $J$ and the sequence $\left\{y^{n}(t)\right\}$ converges uniformly on every compact interval of $J$ to a unique $C^{1}$-solution of (IP).

Finally, we shall give some sufficient conditions for the condition (i) in Theorem 4.1.
(1) There exists a locally integrable function $\beta(t)$ such that

$$
|f(t, \psi)| \leqq \beta(t) \quad \text { for a.a. } \quad t \in[\sigma, \infty) \quad \text { and all } \psi \in \mathscr{B}^{E} .
$$

For a proof see [9, Lemma 5.1] (see also [7], [11]).
(2) There exist locally integrable functions $\rho(t)$ and $l(t)$ such that

$$
|f(t, \psi)| \leqq \rho(t)|\psi|_{\mathscr{\mathscr { E }}} E+l(t) \quad \text { for a.a. } t \in[\sigma, \infty) \quad \text { and all } \psi \in \mathscr{B}^{E}
$$

(3) There exists a function $\omega(t, s)$ such that

$$
|f(t, \psi)| \leqq \omega\left(t,|\psi|_{\mathscr{O}} E\right) \quad \text { for a.a. } \quad t \in[\sigma, \infty) \quad \text { and all } \psi \in \mathscr{B}^{E}
$$

where $\omega(t, s)$ satisfies the following condition:

$$
|\omega(t, s)-\omega(t, \tau)| \leqq l(t)|s-t| \quad \text { for a.a. } t \in[\sigma, \infty) \quad \text { and } \quad s, \tau \in R^{+}
$$

where $l(t)$ is locally integrable.
It is not difficult to prove (2) and (3).
Remark 4.3. Our results apply to linear systems, though the results in [7], [11] do not.
5. Proofs of theorems. Before proving the main theorems we present some lemmas.

Lemma 5.1. $f_{n}:[a, b] \rightarrow E, n=1,2, \cdots$, be continuous, where $E$ is a Banach space. If the sequence $\left\{f_{n}(t)\right\}$ is equicontinuous on $[a, b]$ and convergent on a dense subset of $[a, b]$, then the sequence $\left\{f_{n}(t)\right\}$ converges uniformly on $[a, b]$.

For a proof of this lemma refer to Theorem 2.2 in [3].
Lemma 5.2. Suppose that the conditions $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ are satisfied. Then the following results on the successive approximations $y^{n}(t)$ are true.
(i) For each $y^{0} \in X_{o}^{\varphi}(a)$ the sequence $\left\{y^{n}(t)\right\}$ is well defined on $[\sigma, \sigma+a)$.
(ii) If the sequence $\left\{y^{n}(t)\right\}, y^{0} \in X_{o}^{\varphi}(a)$, is uniformly bounded on $[\sigma, \gamma]$, $\gamma \in(\sigma, \sigma+a)$, then $\left\{y_{t}^{n}\right\}$ is uniformly bounded on $[\sigma, \gamma]$, and $\left\{y^{n}(t)\right\}$ and $\left\{y_{t}^{n}\right\}$ are equicontinuous on $[\sigma, \gamma]$.

For a proof of this lemma see [9, Lemma 5.1].
Proof of Theorem 4.1. Let $b=\sup \left\{\tau \geqq \sigma:\left\{y^{n}(t)\right\}\right.$ converges uniformly on $[\sigma, \tau]\}$. Then the inequality $b \geqq \sigma$ holds, since $y^{n}(\sigma)=\varphi(0)$. Assume $b<\sigma+a$; we show that this yields a contradiction. By Lemma 5.2 the sequence $\left\{y^{n}(t)\right\}$ is equicontinuous on $[\sigma, b]$ and by the definition of $b$ the sequence $\left\{y^{n}(t)\right\}$ converges to a continuous function uniformly on every compact interval of $[\sigma, b)$, provided $\sigma<b$. Thus the sequence $\left\{y^{n}(t)\right\}$ converges uniformly on $[\sigma, b]$ to a continuous function $y^{*}(t)$ by Lemma 5.1. If we set

$$
y(t)= \begin{cases}\varphi(t-\sigma) & \text { for } t \in(-\infty, \sigma]  \tag{5.1}\\ y^{*}(t) & \text { for } t \in[\sigma, b]\end{cases}
$$

then $\left\{y_{b}^{n}\right\}$ converges to $y_{b} \in \mathscr{B}^{E}$, because of $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$. By the assumption of this theorem, in correspondence with $(b, y) \in J \times X_{\sigma}^{\varphi}[b-\sigma]$, there exist positive constants $c, r$ and a Kamke-type function $\omega(t, s):(b, b+c] \times$ $[0,2 r] \rightarrow R^{+}$satisfying the condition ( $\Omega_{1}$ ) on ( $\left.b, b+c\right] \times[0,2 r]$ and the condition ( $\mathrm{F}_{4}$ ). Since $y_{b}^{n} \rightarrow y_{b}$ as $n \rightarrow \infty$, and since $\left\{y_{t}^{n}\right\}$ and $\left\{y^{n}(t)\right\}$ are equicontinuous on $[b, b+c]$ by Lemma 5.2 , there are $d, 0<d \leqq c$, and $N_{0}$ such that $\left\{y_{t}^{n} \in \mathscr{B}^{E}: t \in[b, b+d], n \geqq N_{0}\right\}$ is contained in $S\left(y_{b}, r\right)$ and that $\left|y^{m}-y^{n}\right|_{[a, t]} \leqq 2 r$ for $t \in[b, b+d]$ and $m, n \geqq N_{0}$. Relabeling the numbers if necessary, we can assume $N_{0}=1$.

Next, we shall show that the sequence $\left\{y^{n}(t)\right\}$ converges uniformly on $[b, b+d]$. Put $\quad w^{m, n}(t)=\left|y^{m}(t)-y^{n}(t)\right|, \quad w^{k}(t)=\sup \left\{w^{m, n}(t): m, n \geqq k\right\}$, $z^{m, n}(t)=\left|y_{t}^{m}-y_{t}^{n}\right|$, and $z^{k}(t)=\sup \left\{z^{m, n}(t): m, n \geqq k\right\}$ for $t \in[b, b+d]$. Since
$\left\{y^{n}(t)\right\}$ and $\left\{y_{t}^{n}\right\}$ are uniformly bounded and equicontinuous on $[b, b+d]$ by Lemma 5.2, $\left\{w^{k}(t)\right\}$ and $\left\{z^{k}(t)\right\}$ are also uniformly bounded and equicontinuous on $[b, b+d]$. Moreover, it is obvious that $0 \leqq w^{k}(t) \leqq w^{k-1}(t)$ and $0 \leqq z^{k}(t) \leqq z^{k-1}(t)$ for each $t \in[b, b+d], k=1,2, \cdots$, and hence, the sequences $\left\{w^{k}(t)\right\}$ and $\left\{z^{k}(t)\right\}$ converge pointwise on $[b, b+d]$. Therefore, by using Lemma 5.1, we see that the sequences $\left\{w^{k}(t)\right\}$ and $\left\{z^{k}(t)\right\}$ converge uniformly to functions $w(t)$ and $z(t)$ defined on $[b, b+d]$, respectively.

The limit function $w(t)$ is an absolutely continuous function defined on $[b, b+d]$. Indeed, from ( $\mathrm{F}_{3}$ ) there exists a locally integrable function $\beta_{S}(t)$ defined on $J$, where $S=S\left(y_{b}, r\right)$. Then $H(t)=\int_{b}^{t} \beta_{S}(\tau) d \tau$ is an absolutely continuous function on $[b, b+d]$. From the definition of $w^{k}(t)$, we have

$$
\left|w^{k}(t)-w^{k}(s)\right| \leqq \sup _{m, n \geq k}\left|w^{m, n}(t)-w^{m, n}(s)\right| \leqq 2|H(t)-H(s)|
$$

which implies $|w(t)-w(s)| \leqq 2|H(t)-H(s)|$. Hence $w(t)$ is absolutely continuous on $[b, b+d]$.

From the condition ( $\mathrm{F}_{4}$ ) and the nondecreasing property of $\omega$, we have $\left|f\left(s, y_{s}^{m-1}\right)-f\left(s, y_{s}^{n-1}\right)\right| \leqq \omega\left(s,\left|y_{s}^{m-1}-y_{s}^{n-1}\right|\right) \leqq \omega\left(s, z^{k-1}(s)\right)$ for a.a. $s \in(b, b+d]$. The condition ( $\omega_{2}$ ) says that, if $[t, t+\Delta t] \subset(b, b+d)$, then $\omega\left(s, z^{k-1}(s)\right) \leqq$ $\alpha(s)$ for a.a. $s \in[t, t+\Delta t]$ and $\alpha(s)$ is integrable over $[t, t+\Delta t]$. Thus for $t \in(b, b+d)$ and for sufficiently small $\Delta t>0$ we have

$$
\begin{align*}
\left|\Delta y^{m}(t)-\Delta y^{n}(t)\right| & \leqq \int_{t}^{t+\Delta t}\left|f\left(s, y_{s}^{m-1}\right)-f\left(s, y_{s}^{n-1}\right)\right| d s  \tag{5.2}\\
& \leqq \int_{t}^{t+\angle t} \omega\left(s, z^{k-1}(s)\right) d s \quad \text { for } \quad m, n \geqq k
\end{align*}
$$

where $\Delta y^{i}(t)=y^{i}(t+\Delta t)-y^{i}(t), i=m, n$. Therefore

$$
\begin{equation*}
\left|w^{k}(t+\Delta t)-w^{k}(t)\right| \leqq \int_{t}^{t+\langle t} \omega\left(s, z^{k-1}(s)\right) d s \tag{5.3}
\end{equation*}
$$

Letting $k \rightarrow \infty$, we obtain, by the Lebesgue dominated convergence theorem,

$$
|w(t+\Delta t)-w(t)| \leqq \int_{t}^{t+\Delta t} \omega(s, z(s)) d s
$$

Dividing both sides by $\Delta t>0$ and letting $\Delta t \rightarrow 0$, we have

$$
\begin{equation*}
\left|\frac{d w}{d t}\right| \leqq \omega(t, z(t)) \quad \text { for a.a. } \quad t \in(b, b+d) \tag{5.4}
\end{equation*}
$$

On the other hand, we have by $\left(B_{2}\right)$,

$$
z^{m, n}(t) \leqq K(t-b) \sup \left\{w^{m, n}(s): b \leqq s \leqq t\right\}+M(t-b) z^{m, n}(b),
$$

so that

$$
z^{k}(t) \leqq K(t-b) \sup \left\{w^{k}(s): b \leqq s \leqq t\right\}+M(t-b) z^{k}(b)
$$

Letting $k \rightarrow \infty$ in the above inequality, we obtain

$$
\begin{equation*}
z(t) \leqq K(t-b) \sup \{w(s): b \leqq s \leqq t\} \tag{5.5}
\end{equation*}
$$

Thus, it follows from (5.4), (5.5) and ( $\omega_{1}$ ) that

$$
\begin{equation*}
\left|\frac{d w}{d t}\right| \leqq \omega\left(t, K(t-b) \sup _{b \leq s \leq t} w(s)\right) \tag{5.6}
\end{equation*}
$$

Since $w(b)=0$, we see that $w(t) \equiv 0$ on $[b, b+d]$ by Lemma 3.4. This implies that the sequence $\left\{y^{n}(t)\right\}$ converges uniformly on $[b, b+d]$, which contradicts the definition of $b$. Thus we have $b=\sigma+a$.

Since the sequence $\left\{y^{n}(t)\right\}$ converges uniformly to a function $y^{*}(t)$ on every compact interval of $J$, a function $y(t)$ is defined on $(-\infty, \sigma+b)$ in the same way as in (5.1). Then, from the dominated convergence theorem for vector-valued functions, it follows that

$$
\lim _{n \rightarrow \infty} \int_{\sigma}^{t} f\left(s, y_{s}^{n}\right) d s=\int_{\sigma}^{t} f\left(s, y_{s}\right) d s \quad \text { for each } \quad t \in[\sigma, \sigma+a) .
$$

This implies that

$$
y(t)= \begin{cases}\varphi(t-\sigma) & \text { for } t \in(-\infty, \sigma] \\ \varphi(0)+\int_{\sigma}^{t} f\left(s, y_{s}\right) d s & \text { for } t \in[\sigma, \sigma+a) .\end{cases}
$$

Thus the function $y(t)$ is a solution of (IP).
Finally, we shall show that $y(t)$ is the unique solution of (IP) on $J$. Let $x(t)$ be another solution of (IP) on $[\sigma, \sigma+h), 0<h \leqq a$. Suppose $\sigma \leqq \zeta \leqq \sigma+h$, where $\zeta=\sup \{t \geqq \sigma: x(s)=y(s)$ for $s \in(-\infty, t]\}$. From the assumption of the theorem, in correspondence with $\left(\zeta, y_{\zeta}\right) \in J \times \mathscr{B}^{E}$ there exist positive constants $h_{1}, 0<h_{1}<h, r$ and a Kamke-type function $\omega:\left(\zeta, \zeta+h_{1}\right] \times[0,2 r] \rightarrow R^{+}$satisfying the condition $\left(\Omega_{1}\right)$ and the condition $\left(\mathrm{F}_{4}\right)$. If we set $u(t)=|x(t)-y(t)|$ for $t \in\left(-\infty, \zeta+h_{1}\right]$ then we have

$$
\begin{equation*}
\left|\frac{d u}{d t}\right| \leqq\left|\frac{d x}{d t}-\frac{d y}{d t}\right|=\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \omega\left(t,\left|x_{t}-y_{t}\right|_{\circledast} E\right) \tag{5.7}
\end{equation*}
$$

and hence $|d u / d t| \leqq \omega(t, K(t-\zeta) \sup \{u(s): \zeta \leqq s \leqq t\})$ as long as $\left|x_{s}-y_{\xi}\right|<r$, $\left|y_{s}-y_{6}\right|<r$ and $u(s) \leqq 2 r / K_{h_{1}}$ for $s \in[\zeta, t]$, where $\zeta<t \leqq \zeta+h_{2}$ for some $h_{2} \leqq h_{1}$. Thus it follows from Lemma 3.4 that $u(t) \equiv 0$ on $\left[\zeta, \zeta+h_{2}\right]$, and hence, $u(t) \equiv 0$ on $J$.

Since the argument for the proof of the theorems below is similar
to that in Theorem 4.1, we shall only sketch the parts that need modifications by using the same notation as in the proof of Theorem 4.1.

Proof of Theorem 4.2. We shall consider the estimate for $z^{m, n}(t+\Delta t)$ instead of the difference $\left|y^{m}(t)-y^{n}(t)\right|$ in (5.2). For $t \in$ $(b, b+d)$ and for sufficient small $\Delta t>0$ we have

$$
\begin{aligned}
z^{m, n}(t+\Delta t) & \leqq\left|y_{t+\Delta t}^{m}-S(\Delta t) y_{t}^{m}+S(\Delta t) y_{t}^{n}-y_{t+\Delta t}^{n}\right|+\|S(\Delta t)\| z^{m, n}(t) \\
& \leqq K(\Delta t) \sup _{t \leq s \leq t+\Delta t}\left|y^{m}(s)-y^{m}(t)+y^{n}(t)-y^{n}(s)\right|+\|S(\Delta t)\| z^{m, n}(t) \\
& \leqq K(\Delta t) \int_{t}^{t+\Delta t} \omega\left(s, z^{m-1, n-1}(s)\right) d s+\|S(\Delta t)\| z^{m, n}(t)
\end{aligned}
$$

and hence, we have

$$
z^{k}(t+\Delta t) \leqq K(\Delta t) \int_{t}^{t+\Delta t} \omega\left(s, z^{k-1}(s)\right) d s+\|S(\Delta t)\| z^{k}(t)
$$

that is,

$$
z^{k}(t+\Delta t)-z^{k}(t) \leqq K(\Delta t) \int_{t}^{t+\Delta t} \omega\left(s, z^{k-1}(s)\right) d s+\{\|S(\Delta t)\|-1\} z^{k}(t)
$$

Since $z^{k}(t) \rightarrow z(t)$ as $k \rightarrow \infty$, we have

$$
z(t+\Delta t)-z(t) \leqq K(\Delta t) \int_{t}^{t+\Delta t} \omega(s, z(s)) d s+\{\|S(\Delta t)\|-1\} z(t)
$$

Dividing both sides by $\Delta t$ and letting $\Delta t \rightarrow 0+$, we obtain

$$
\left(\bar{D}_{+} z\right)(t) \leqq K(0) \omega(t, z(t))+\beta_{\nu} z(t),
$$

because of (2.4) and ( $\mathrm{B}_{2}$ ). Moreover, $z(t)$ is absolutely continuous on $[b, b+d]$ since $w(t) \equiv 0$ on $(-\infty, b]$ and $w(t)$ is absolutely continuous on $[b, b+d]$ (see [10, Lemma 3.3]). Thus we have

$$
\frac{d z}{d t} \leqq K(0) \omega(t, z(t))+\beta_{\imath} z(t) \quad \text { for a.a. } \quad t \in(b, b+d]
$$

By using Lemma 3.5, we can see that $z(t) \equiv 0$ on $[b, b+d]$. This contradicts the definition of $b$.

Next, setting $v(t)=x(t)-y(t)$, we have, by (5.7) and Lemma 3.1,

$$
\bar{D}_{+}\left|v_{t}\right| \leqq K(0)\left|\frac{d v}{d t}\right|+\beta_{\nu}\left|v_{t}\right| \leqq K(0) \omega\left(t,\left|v_{t}\right|\right)+\beta_{\nu}\left|v_{t}\right|
$$

Thus it follows from Lemma 3.5 that $\left|v_{t}\right| \equiv 0$ on $\left[\xi, \xi+h_{2}\right]$, and so $v(t) \equiv 0$ on $\left[\xi, \xi+h_{2}\right]$ by $\left(\mathrm{B}_{3}\right)$. This implies that (IP) has a unique solution, which completes the proof of Theorem 4.2.
q.e.d.

Proof of Theorem 4.3. Put $\widetilde{z}^{m, n}(t)=\left|w_{t}^{m, n}\right|$ and $\tilde{z}^{k}(t)=\sup \left\{\widetilde{z}^{m, n}(t)\right.$ :
$m, n \geqq k\}$ for all $t \in[b, b+d]$, where $w^{m, n}(t)=\left|y^{m}(t)-y^{n}(t)\right|$ for all $t \in$ $(-\infty, b+d]$. By $\left(\mathrm{B}_{1}\right),\left(\mathrm{B}_{4}\right)$ and (A), it is not difficult to show that the relation

$$
\begin{equation*}
z^{k}(t) \leqq \widetilde{z}^{k}(t) \leqq\left|w_{i}^{k}\right| \quad \text { on } \quad[b, b+d] \tag{5.8}
\end{equation*}
$$

holds. Further, since $\left\{w^{k}(t)\right\}$ converges to a function $w(t)$ uniformly on $(-\infty, b+d]$, it follows that $\left\{\left|w_{t}^{k}\right|\right\}$ converges to a function $\left|w_{t}\right|$ for every $t \in[b, b+d]$. Thus by (5.2) and (5.8) we have

$$
\left|w^{k}(t+\Delta t)-w^{k}(t)\right| \leqq \int_{t}^{t+\Delta t} \omega\left(s, z^{k-1}(s)\right) d s \leqq \int_{t}^{t+\Delta t} \omega\left(s,\left|w_{s}^{k-1}\right|\right) d s
$$

as long as $\left|w_{s}^{k-1}\right| \leqq 2 r$ for all $s \in[b, b+d]$. Consequently, it follows that

$$
\begin{equation*}
\left|\frac{d w}{d t}\right| \leqq \omega\left(t,\left|w_{t}\right|\right) \quad \text { for a.a. } \quad t \in(b, b+c) \tag{5.9}
\end{equation*}
$$

Hence $w(t) \equiv 0$ on $[b, b+d]$ by $\left(\Omega_{4}\right)$.
Next, by (5.7), we have $|d u / d t| \leqq \omega\left(t,\left|x_{t}-y_{t}\right|\right) \leqq \omega\left(t,\left|\langle x-y\rangle_{t}\right|\right) \leqq$ $\omega\left(t,\left|u_{t}\right|_{\varnothing} R\right)$. Thus, by $\left(\Omega_{4}\right)$, (IP) has a unique solution. q.e.d.

Proof of Theorem 4.5. We shall only show that $\left(D^{+} w\right)(b)=0$ and $\left(D^{+} z\right)(b)=0$. By the continuity of $f$, for any $\varepsilon>0$, there exist positive numbers $\delta$ and $\eta$ such that $\left|f(t, \psi)-f\left(b, y_{b}\right)\right|<\varepsilon / 2$ for all $(t, \psi) \in$ $[b, b+\delta] \times S\left(y_{b}, \eta\right)$, where $0<\delta \leqq d$ and $0<\eta \leqq r$. Since the sequence $\left\{y_{t}^{n}\right\}$ is equicontinuous on $[b, b+\delta]$ and $y_{b}^{n} \rightarrow y_{b}$ as $n \rightarrow \infty$, there exist a positive number $l, 0<l \leqq \delta$, and an integer $N_{1} \geqq N_{0}$ such that $\left\{y_{t}^{n} \in \mathscr{B}^{E}\right.$ : $\left.n \geqq N_{1}\right\} \subset S\left(y_{b}, \eta\right)$ for all $t \in[b, b+l]$. Thus, we have,

$$
w^{k}(t) \leqq \sup _{m, n \geqq k}\left\{\int_{b}^{t}\left|f\left(s, y_{s}^{m-1}\right)-f\left(b, y_{b}\right)\right| d s+\int_{b}^{t}\left|f\left(s, y_{s}^{n-1}\right)-f\left(b, y_{b}\right)\right| d s\right\}+w^{k}(b),
$$

which implies $w^{k}(t) \leqq \varepsilon(t-b)+w^{k}(b)$, and hence, letting $k \rightarrow \infty$, we get $w(t) \leqq \varepsilon(t-b)$. This implies $\left(D^{+} w\right)(b)=0$.

Moreover, in view of (5.5) and the above result, we have $z(t) \leqq$ $\varepsilon(t-b) K(t-b)$, which implies that $\left(D^{+} z\right)(b)=0$. q.e.d.
6. Examples. In this section, the results on the uniqueness of solutions and the global convergence of successive approximations obtained in Section 4 are illustrated in examples. In particular, we note that Examples 6.1 and 6.2 stated below imply that, in general, both Theorems 4.3 and 4.4 are useful in showing the uniqueness and the convergence of successive approximations of solutions for (IP), provided the conditions $\left(\Omega_{i}\right), i=2,4$, are replaced by the conditions $\left(\Omega_{i}\right)$ with $\left(D^{+} z\right)\left(t_{0}\right)=0$. It is easy to see that the following result holds (cf. [4]).

Proposition 6.1. Let $\varepsilon(t)$ be a positive and continuous function defined on $\left(t_{0}, t_{0}+d\right]$ such that

$$
\int_{t_{0}}^{t_{0}+d} \frac{\varepsilon(t)}{t-t_{0}} d t<\infty
$$

Then the initial value problem

$$
\begin{aligned}
& \frac{d z}{d t}=\frac{1+\varepsilon(t)}{t-t_{0}} z(t) \\
& \lim _{t \rightarrow t_{0}+0} z(t)=\left(D^{+} z\right)\left(t_{0}\right)=0
\end{aligned}
$$

has only zero solution.
Example 6.1. We consider the scalar functional differential equation

$$
\begin{align*}
& \frac{d x}{d t}=\frac{3}{2}(t-\sigma-2) \sin \frac{x((t+\sigma) / 2)}{(t-\sigma-2)^{2}},  \tag{6.1}\\
& x_{\sigma}=\varphi \in \mathscr{C}_{r}^{R}
\end{align*}
$$

where the phase space $\mathscr{C}_{r}^{R}, \gamma=\log (2 / 3)<0$, is as in Example 2.1 with $R$ as $E$. Let $f(t, \psi):[\sigma, \infty) \times \mathscr{C}_{r}^{R} \rightarrow R$ be defined as follows:

$$
f(t, \psi)=\frac{3}{2}(t-\sigma-2) \sin \frac{\psi((\sigma-t) / 2)}{(t-\sigma-2)^{2}}
$$

Clearly, $f(t, \psi)$ is continuous in $(t, \psi) \in[\sigma, \infty) \times \mathscr{C}_{r}^{R}$ and $|f(t, \psi)| \leqq$ $3|t-\sigma-2| / 2$. It is sufficient to examine the conditions in the theorems when $t_{0}=\sigma+2$. Corresponding to $\left(\mathrm{F}_{4}\right)$ and ( $\mathrm{F}_{5}$ ), we have

$$
\begin{aligned}
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| & \leqq \frac{3}{2}\left|x_{t}\left(\frac{\sigma-t}{2}\right)-y_{t}\left(\frac{\sigma-t}{2}\right)\right| /(t-\sigma-2) \\
& \leqq \frac{3}{2} e^{-\gamma(\sigma-t) / 2}\left|x_{t}-y_{t}\right|_{\delta_{r}^{R}}^{R} /(t-\sigma-2) \\
& \leqq \frac{3}{2} e^{r}\left|x_{t}-y_{t}\right|_{\varepsilon_{r}^{R}} /(t-\sigma-2) \\
& \leqq\left|x_{t}-y_{t}\right|_{\varepsilon_{r}^{R}} /(t-\sigma-2)
\end{aligned}
$$

and

$$
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \frac{3}{2}|x-y|_{[\sigma, t]} /(t-\sigma-2)
$$

respectively. Then (2.1), (2.5), (2.6) and (2.2) become

$$
\begin{equation*}
\frac{d z}{d t}=e^{r(\sigma+2-t)} z(t) /(t-\sigma-2), \quad\left(K(t)=e^{-\gamma t} \text { in }\left(\mathrm{B}_{2}\right)\right) \tag{6.2}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d z}{d t}=\frac{z(t)}{t-\sigma-2}-\gamma z(t), \quad\left(\beta_{\nu}=-\gamma\right)  \tag{6.3}\\
& \left|\frac{d z}{d t}\right| \leqq\left|z_{t}\right|_{\delta_{r}^{R}}^{R} /(t-\sigma-2)
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d z}{d t}=\frac{3}{2} z(t) /(t-\sigma-2) \tag{6.4}
\end{equation*}
$$

respectively. Therefore it follows from (6.3) (or (6.2)) that the condition $\left(\Omega_{3}\right)$ with $\left(D^{+} z\right)(\sigma+2)=0$ is satisfied, and hence the conclusion of Theorem 4.2 for $\operatorname{IP}(6.1)$ holds. However, from (6.4) the condition $\left(\Omega_{2}\right)$ with $\left(D^{+} z\right)(\sigma+2)=0$ is not satisfied.

EXAMPLE 6.2. We consider the scalar integro-differential equation

$$
\begin{equation*}
\frac{d x}{d t}=(t-\sigma)\left\{\sin \frac{x(t)}{(t-\sigma)^{2}}+\left(1+e^{-(t-\sigma)}\right) \int_{-\infty}^{t} e^{-(t-s)} \sin \frac{x(s)}{(t-\sigma)^{2}} d s\right\} \tag{6.5}
\end{equation*}
$$

$$
x_{o}=\varphi \in \mathscr{L}^{R}
$$

where $\mathscr{L}^{R}$ is as in Example 2.2 with $r=0$. Let $f(t, \psi):[\sigma, \infty) \times$ $\mathscr{L}^{R} \rightarrow R$ be defined as

$$
f(t, \psi)=(t-\sigma)\left\{\sin \frac{\psi(0)}{(t-\sigma)^{2}}+\left(1+e^{-(t-\sigma)}\right) \int_{-\infty}^{0} e^{\theta} \sin \frac{\psi(\theta)}{(t-\sigma)^{2}} d \theta\right\}
$$

Evidently, $f(t, \psi)$ is continuous in $(t, \psi) \in[\sigma, \infty) \times \mathscr{L}^{R}$ and $|f(t, \psi)| \leqq$ $3|t-\sigma|$. Corresponding to $\left(\mathrm{F}_{4}\right)$ and $\left(\mathrm{F}_{5}\right)$ with $t_{0}=\sigma$, we have

$$
\begin{aligned}
\mid f(t, & \left.x_{t}\right)-f\left(t, y_{t}\right) \mid \\
& \leqq\left\{|x(t)-y(t)|+\left(1+e^{-(t-\sigma)}\right) \int_{-(t-\sigma)}^{0} e^{\theta}|x(t+\theta)-y(t+\theta)| d \theta\right\} /(t-\sigma) \\
& \leqq \frac{1+e^{-(t-\sigma)}}{t-\sigma}\left|x_{t}-y_{t}\right|_{\mathscr{\ell} R}
\end{aligned}
$$

and

$$
\left|f\left(t, x_{t}\right)-f\left(t, y_{t}\right)\right| \leqq \frac{2-e^{-2(t-a)}}{t-\sigma}|x-y|_{[\sigma, t]}
$$

respectively. Then (2.1), (2.5), (2.6) and (2.2) become

$$
\begin{gather*}
\frac{d z}{d t}=\frac{2+e^{-(t-\sigma)}-e^{-2(t-\sigma)}}{t-\sigma} z(t), \quad\left(K(t)=2-e^{-t} \text { in }\left(\mathrm{B}_{2}\right)\right),  \tag{6.6}\\
\frac{d z}{d t}=\frac{1+e^{-(t-o)}}{t-\sigma} z(t)+\beta_{\nu} z(t), \quad\left(0 \leqq \beta_{\nu} \leqq 1\right)
\end{gather*}
$$

$$
\left|\frac{d z}{d t}\right| \leqq \frac{1+e^{-(t-\sigma)}}{t-\sigma}\left|z_{t}\right|_{\nsim R}
$$

and

$$
\begin{equation*}
\frac{d z}{d t}=\frac{2-e^{-2(t-\sigma)}}{t-\sigma} z(t) \tag{6.8}
\end{equation*}
$$

respectively. Therefore it follows from (6.8) that the condition $\left(\Omega_{2}\right)$ with $\left(D^{+} z\right)(\sigma)=0$ is satisfied, and hence the conclusion of Theorem 4.4 for IP (6.5) holds. However, from (6.7) the condition $\left(\Omega_{3}\right)$ with $\left(D^{+} z\right)(\sigma)=0$ is not satisfied.
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