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#### Abstract

We investigate the heat-diffusion and Poisson integrals for expansions with respect to three different systems of Laguerre functions. The main achievements of the paper are the weak type $(1,1)$ estimates for the associated maximal functions.


1. Introduction. Muckenhoupt [Mu 1] studied Poisson integrals for Hermite and Laguerre polynomial expansions. The aim of this paper is to go further and discuss Poisson integrals for expansions with respect to three different systems of Laguerre functions. More specifically, we successively consider the systems of functions $l_{n}^{a}(x)$, $\mathscr{L}_{n}^{a}(x)$ and $\varphi_{n}^{a}(x), n=0,1, \ldots$, (cf. the beginnings of the sections that follow for the definitions and the range of the parameter $a$ ) forming an orthonormal basis in $L^{2}\left(\mathscr{R}_{+}, x^{a} d x\right)$ in the first, and in $L^{2}\left(\mathscr{R}_{+}, d x\right)$ in the second and third cases.

Muckenhoupt [Mu 1] proved that if the Poisson integral $g(r, x)$ of a function $f(x)$ in $L^{1}\left(\mathscr{R}_{+}, e^{-x} x^{a} d x\right)$ is defined by

$$
g(r, x)=\int_{0}^{\infty} K(r, x, y) f(y) e^{-y} y^{a} d y, \quad 0<r<1,
$$

with the Poisson kernel

$$
K(r, x, y)=\sum_{0}^{\infty} r^{n} \frac{n!}{\Gamma(n+a+1)} L_{n}^{a}(x) L_{n}^{a}(y),
$$

then $g(r, x)$ converges to $f(x)$ almost everywhere and in $L^{p}$-norm as $r \rightarrow 1^{-}$whenever $f \in L^{p}\left(\mathscr{R}_{+}, e^{-x} x^{a} d x\right), 1 \leq p<\infty$.

A similar question concerning a.e. and $L^{p}$-convergence may be raised when discussing Poisson integrals for expansions with respect to a system of Laguerre functions. One could expect an interplay between these and the Laguerre polynomial expansion and, in fact, this is the case at least when the a.e. convergence is concerned. To show how it goes consider, for instance, the expansion with respect to the system $l_{n}^{a}(x), a>-1, n=0,1, \ldots$, and for any $f_{1} \in L^{p}\left(x^{a} d x\right), 1 \leq p \leq \infty$, define its Poisson integral
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g_{1}(r, x)=\int_{0}^{\infty} K_{1}(r, x, y) f_{1}(y) e^{-y} y^{a} d y, \quad 0<r<1
$$
with the Poisson kernel
$$
K_{1}(r, x, y)=\sum_{0}^{\infty} r^{n} l_{n}^{a}(x) l_{n}^{a}(y)=K(r, x, y) e^{-(x+y) / 2}
$$

Now, setting $f(x)=f_{1}(x) e^{x / 2}$, by Hölder's inequality $f$ is in $L^{1}\left(e^{-x} x^{a} d x\right)$ and the corresponding Poisson integrals are related by

$$
g(r, x)=e^{x / 2} g_{1}(r, x)
$$

Therefore, Muckenhoupt's result immediately gives $e^{x / 2} g_{1}(r, x) \rightarrow e^{x / 2} f_{1}(x)$ almost everywhere and thus also $g_{1}(r, x)$ converges to $f_{1}(x)$ a.e. as $r \rightarrow 1$. It is however difficult to imagine the existence of a similar argument when considering $L^{p}$-convergence (it would be probably possible when having a suitable weighted result for the $L^{p}$-convergence of Poisson integrals in the polynomial case).

The main achievements of this paper are the weak type $(1,1)$ estimates for maximal functions associated with the heat-diffusion and the Poisson integrals for all Laguerre function expansions we consider. Such estimates give a.e. convergence as an immediate by-product but at the same time they are important for its own sake. Also, as one can note following our arguments, proving $L^{p}$-convergence of Poisson integrals requires equivalent amount of efforts by using identical estimates as for the weak type ( 1,1 ) result.

In this paper we consequently look at considered expansions through the fact that they are spectral decompositions of a suitable second order differential operators. This explains an apparent ambiguity between the semigroup terminology we use (the heatdiffusion and Poisson integrals) and that used by Muckenhoupt [Mu 1] (the Poisson and alternate Poisson integrals correspondingly). Also, we would like to emphasise that in this paper we closely follow Muckenhoupt's ideas from [Mu 1]. However, the polynomial case had some advantages (also some disadvantages to be fair) and therefore considering Laguerre function cases requires additional efforts.

The weak type $(1,1)$ estimate for the maximal Poisson function in the polynomial case was obtained by majorizing Poisson integrals by suitable Hardy-Littlewood maximal function. To do this Muckenhoupt used the following simple but insightful device.

Lemma 1.1 ([Mu 1, p. 233]). Let $\mu$ be a positive absolutely continuous measure on $(0, \infty)$ and for any $f \in L^{p}(d \mu), 1 \leq p \leq \infty$, let $h(x)=\int_{0}^{\infty} K(x, y) f(y) d \mu(y)$ with the kernel $K(x, y)$ making the integral absolutely convergent and satisfying the properties:
(a) $|K(x, y)| \leq L(x, y)$;
(b) $\int_{0}^{\infty} L(x, y) d \mu(y) \leq C$ with $C$ independent of $x$;
(c) $L(x, y)$ is monotone increasing in $y$ for $y \leq x$ and monotone decreasing for $y \geq x$.

Then $|h(x)| \leq C f^{*}(x)$ where

$$
\begin{equation*}
f^{*}(x)=\sup _{x \neq z>0}\left(\int_{x}^{z}|f(y)| d \mu(y) / \int_{x}^{z} d \mu(y)\right) . \tag{1.1}
\end{equation*}
$$

Originally it was assumed that $\mu$ is a finite measure but it may be checked that this assumption is irrelevant.

To prove the weak type $(1,1)$ result in $\S 2$ we will use the Hardy-Littlewood maximal function (1.1) with $d \mu(y)=y^{a} d y$, where $a>-1$ is a fixed parameter. If we denote $B_{\varepsilon}(c)=\{y \in(0, \infty):|x-y|<\varepsilon\}$ then the measure $\mu$ satisfies the doubling condition

$$
\mu\left(B_{2 \varepsilon}(x)\right) \leq C \mu\left(B_{\varepsilon}(x)\right)
$$

with $C>0$ independent of $x \in(0, \infty)$ and $\varepsilon>0$. This implies that the maximal function.

$$
M f(x)=\sup _{\varepsilon>0} \mu\left(B_{\varepsilon}(x)\right)^{-1} \int_{B_{\varepsilon}(x)}|f| d \mu
$$

is of weak type $(1,1)$. It may be also easily proved that $M f$ dominates $f^{*}$. Therefore we obtain:

Lemma 1.2. Let $a>-1$ and $f^{*}$ be given by (1.1) with $d \mu(y)=y^{a} d y$. Then

$$
\mu\left(\left\{x: f^{*}(x)>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{0}^{\infty}|f| d \mu,
$$

that is, $f \rightarrow f^{*}$ is of weak type $(1,1)$.
We will also need the following weak version of a density result proved by Muckenhoupt.

Lemma 1.3 ([Mu 2, Lemma 1]). If $1 \leq p<\infty$ and $d$ is a fixed real number, then the functions $x^{d} \exp (-x / 2) P(x), P(x)$ being polynomial, are dense in $L^{p}\left(\mathscr{R}_{+}, d x\right)$.

The expansions with respect to the Laguerre polynomials (as well as those of Hermite) in some way behave very badly. For instance, not only do partial sums fail to converge in $L^{p}$-norm unless $p=2$, which was proved by Pollard [Po], but even Cesàro means of any order $\delta>0$ fail to converge unless $p=2$, as proved by Askey and Hirschman [A-H]. A deep reason for such bad behavior of polynomial expansions is due to the fact that for $p>2, L^{p}$-norms of $L^{2}$-normalized Laguerre (or Hermite) polynomials grow exponentially. More precisely, if $(n!/ \Gamma(n+a+1))^{1 / 2} L_{n}^{a}(x), a>-1$, is the $n$-th normalized Laguerre polynomial of order $a$ it may be read off from [Po], that for $p>2$ and every $1<A<p-1$

$$
\limsup _{n \rightarrow \infty} \frac{1}{A^{n}}\left(\int_{0}^{\infty}\left|\left(\frac{n!}{\Gamma(n+a+1)}\right)^{1 / 2} L_{n}^{a}(x)\right|^{p} e^{-x} x^{a} d x\right)^{1 / p}=\infty
$$

Here are details. Assuming that for all $n$

$$
\left\|(n!/ \Gamma(n+a+1))^{1 / 2} L_{n}^{a}(x)\right\|_{L^{p}\left(e^{-x_{x}}{ }^{a} d x\right)} \leq C A^{n}
$$

we have for any $f \in L^{q}\left(e^{-x} x^{a} d x\right), 1 / p+1 / q=1$,

$$
\begin{align*}
|\hat{f}(n)| & =\left|(n!/ \Gamma(n+a+1))^{1 / 2} \int_{0}^{\infty} L_{n}^{a}(x) f(x) e^{-x} x^{a} d x\right|  \tag{1.2}\\
& \leq\left\|(n!/ \Gamma(n+a+1))^{1 / 2} L_{n}^{a}\right\|_{p}\|f\|_{q} \leq C A^{n}\|f\|_{q} .
\end{align*}
$$

Meanwhile, the function $f(x)=e^{c x}, 1 / 2<c<1 / q$, belongs to $L^{q}\left(e^{-x} x^{a} d x\right)$ and, as one can check,

$$
\hat{f}(n)=(-1)^{n} \frac{1}{(1-c)^{a+1}}\left(\frac{\Gamma(n+a+1)}{\Gamma(n+1)}\right)^{1 / 2}\left(\frac{c}{1-c}\right)^{n} .
$$

Choosing $c, 1 / 2<c<1 / q$, such that $c /(1-c)>A$ we get a contradiction with (1.2).
In this paper, for any of the three systems of functions we consider, $l_{n}^{a}(x), \mathscr{L}_{n}^{a}(x)$ and $\varphi_{n}^{a}(x), n=0,1,2, \ldots$, the $L^{p}$-norms of corresponding Laguerre functions have polynomial growth, as opposed to the polynomial expansion case. This, for instance, allows us to define heat-diffusion and Poisson integrals by using series and speak about the Abel-Poisson summability instead of convergence of Poisson integrals. In the polynomial expansion case, for the reason described above, merely defining Poisson integral by a suitable series is not satisfactory and an integral definition must be used. As pointed out by Muckenhoupt, the function considered by Pollard $f(x)=e^{c x}$, $1 / 2<c<1 / q$, is, for every $1 \leq q<2$, an example of function in $L^{q}\left(e^{-x} x^{a} d x\right)$ such that for all $r<1$ sufficiently close to 1 the series $\sum r^{n} a_{n} L_{n}^{a}(x)$ diverges for every $x$. Here

$$
a_{n}=\frac{n!}{\Gamma(n+a+1)} \int_{0}^{\infty} f(x) L_{n}^{a}(x) e^{-x} x^{a} d x .
$$

Finally, we would like to note that for ranges of parameter $a$ smaller than what we consider, some of the results contained in this paper were proved by different authors using different, sometimes sophisticated and involved methods (cf. remarks in the following sections). In this paper, in each case discussed, we consider the largest possible range of parameter $a$. Furthermore, purely real-variable method we use following Muckenhoupt's ideas, is in our opinion the most elementary and straightforward.

The author would like to thank Ryszard Szwarc for a valuable remark.
2. The Laguerre functions $l_{n}^{a}(x)$. Throughout this section it will be assumed that $a$ is a fixed number greater than -1 . The symbol $\|f\|_{p}$ will be used to denote $p$-th norm of a function $f(x)$ on $(0, \infty)$ with respect to the measure $x^{a} d x$. The functions

$$
l_{n}^{a}(x)=(n!/ \Gamma(n+a+1))^{1 / 2} L_{n}^{a}(x) e^{-x / 2},
$$

$n=0,1, \ldots$, form an orthonormal basis in $L^{2}\left(\mathscr{R}_{+}, x^{a} d x\right)$. Expansions with respect to
this system were considered by the author in [St 1], [St 2] and by Thangavelu, for instance, in [T2]. We will need the following estimate

$$
\begin{equation*}
\left\|l_{n}^{a}\right\|_{p} \leq C n^{\varepsilon(p, a)} \tag{2.1}
\end{equation*}
$$

$1 \leq p \leq \infty$, which is a consequence, after a correction, of an estimate by Markett [Ma, Lemma 1]. More precisely, from [Ma] we have ( $a_{n} \sim b_{n}$ will stand for $a_{n}=O\left(b_{n}\right)$ and $b_{n}=O\left(a_{n}\right)$ as $\left.n \rightarrow \infty\right)$ :
(A) Case $1 \leq p<4$ :
(a) If $a>0$

$$
\left\|l_{n}^{a}\right\|_{p} \sim\left\{\begin{array}{lr}
n^{(a+1)(1 / p-1 / 2)}, & 1 \leq p<4(a+1) /(2 a+1), \\
n^{-1 / 4}(\log n)^{1 / p}, & p=4(a+1) /(2 a+1), \\
n^{(a+1)(1 / 2-1 / p)-1 / 2}, & 4(a+1) /(2 a+1)<p<4 .
\end{array}\right.
$$

(b) If $-1<a \leq 0$

$$
\left\|l_{n}^{a}\right\|_{p} \sim n^{(a+1)(1 / p-1 / 2)} .
$$

(B) Case $p=4$ :

$$
\left\|l_{n}^{a}\right\|_{4} \sim \begin{cases}n^{-(a+1) / 4}(\log n)^{1 / 4}, & a \leq 0, \\ n^{(a+1) / 4-1 / 2}, & a>0\end{cases}
$$

(C) Case $4<p \leq \infty$ :
(a) If $a \geq 0$

$$
\left\|l_{n}^{a}\right\|_{p} \sim n^{(a+1)(1 / 2-1 / p)-1 / 2} .
$$

(b) If $-1 / 3 \leq a<0$

$$
\left\|a_{n}^{a}\right\|_{p} \sim\left\{\begin{array}{lr}
n^{(a+1)(1 / p-1 / 2)+(1-4 / p) / 6}, & 4<p \leq 2(3 a+2) /(3 a+1), \\
n^{(a+1)(1 / 2-1 / p)-1 / 2}, & p>2(3 a+2) /(3 a+1) .
\end{array}\right.
$$

(c) If $-1<a<-1 / 3$

$$
\left\|l_{n}^{a}\right\|_{p} \sim n^{(a+1)(1 / p-1 / 2)+(1-4 / p) / 6} .
$$

We take $\alpha=2 a / p$ and $\beta=(1-2 / p) a, 1 \leq p<\infty$, in Lemma 1 of [Ma] to obtain Case (A), Case (B) part $a>0$ and Case (C) except $p=\infty$. When $p=\infty$ then the case $a \geq 0$ is covered by Lemma 1 of [Ma] and remaining part $a<0$ is proved by using exactly the same arguments. Part (B), Case $a \leq 0$, comes from our correction of Lemma 1, [Ma] (there the second line in (2.9) with $p=4$, i.e. the case $\beta<0$, should read $n^{\alpha / 2-1 / 4}(\log n)^{1 / 4}$ rather than $n^{\alpha / 2-1 / 4}$ only).

The function $l_{n}^{a}$ is an eigenfunction of the differential operator $L=x d^{2} / d x^{2}+$ $(a+1) d / d x-x / 4$ with eigenvalue $-(n+(a+1) / 2)$. The operator $-L$ is positive and symmetric in $L^{2}\left(x^{a} d x\right)$. For any function $f(x)$ in $L^{p}\left(x^{a} d x\right), 1 \leq p \leq \infty$, with the expansion
$\sum b_{n} \dot{l}_{n}^{a}(x)$, where

$$
b_{n}=\int_{0}^{\infty} f(y) l_{n}^{a}(y) y^{a} d y
$$

we define its heat-diffusion integral $g(t, x), t>0$, by

$$
\begin{equation*}
g(t, x)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right) b_{n} l_{n}^{a}(x) \tag{2.2}
\end{equation*}
$$

For any fixed $t>0$ the series in (2.2) converges uniformly. This is because $\left\|l_{n}^{a}\right\|_{\infty} \leq C n^{\varepsilon(a)}$ and by Hölder's inequality and (2.1)

$$
\left|b_{n}\right| \leq\|f\|_{p}\left\|l_{n}^{a}\right\|_{q} \leq C n^{\varepsilon(q)}
$$

Equivalently,

$$
\begin{equation*}
g(t, x)=\int_{0}^{\infty} P(t, x, y) f(y) y^{a} d y \tag{2.3}
\end{equation*}
$$

where

$$
P(t, x, y)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right) l_{n}^{a}(x) l_{n}^{a}(y)
$$

Interchanging the order of integration and summation in (2.3) is justified by the dominated convergence theorem, since, by (2.1)

$$
\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right)\left\|l_{n}^{a}\right\|_{\infty}\left\|l_{n}^{a}\right\|_{q}\|f\|_{p}<\infty
$$

In particular, for $f$ equal to 1 identically, by use of

$$
\int_{0}^{\infty} L_{n}^{a}(y) e^{-y / 2} y^{a} d y=(-1)^{n} 2^{a+1} \frac{\Gamma(a+n+1)}{n!}
$$

(cf. [GR, p. 845]) and the fact that

$$
\sum_{0}^{\infty} z^{n} L_{n}^{a}(x)=(1-z)^{-a-1} \exp \left(\frac{x z}{z-1}\right)
$$

we obtain

$$
\begin{equation*}
\int_{0}^{\infty} P(t, x, y) y^{a} d y=\frac{1}{(\cosh t / 2)^{a+1}} \cdot \exp \left(-\frac{x}{2} \tanh t / 2\right) \tag{2.4}
\end{equation*}
$$

Lemma 2.1. For every $f(x)$ in $L^{p}\left(x^{a} d x\right), 1 \leq p \leq \infty$, the heat-diffusion integral $g(t, x)$ is a $C^{\infty}$-function satisfying the differential equation

$$
\begin{equation*}
\left(L_{x}-\frac{\partial}{\partial t}\right) g(t, x)=0 \tag{2.5}
\end{equation*}
$$

Proof. Simple calculus shows that for $k=1,2, \ldots$

$$
\left\|(d / d x)^{k} l_{n}^{a}\right\|_{\infty} \leq C n^{\varepsilon}
$$

with an $\varepsilon$ depending on $k$ and $a$ only. This is because

$$
(d / d x) l_{n}^{a}=-n^{1 / 2} l_{n-1}^{a+1}-\frac{1}{2} l_{n}^{a}
$$

and similarly for higher derivatives. Therefore, we can differentiate the series in (2.2) term by term with respect to the $x$-variable. Differentiation with respect to the $t$-variable is even easier so $g(t, x)$ is a $C^{\infty}$-function satisfying (2.5).

It is now convenient to switch to the kernel

$$
R(r, x, y)=\sum r^{n} l_{n}^{a}(x) l_{n}^{a}(y)
$$

$0<r<1$, rather than work with $P(t, x, y)$. A formula from [Sz, p. 102], then gives

$$
R(r, x, y)=\frac{1}{1-r} \frac{1}{(r x y)^{a / 2}} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)\right) I_{a}\left(\frac{2(r x y)^{1 / 2}}{1-r}\right)
$$

where $I_{a}(x)=i^{-a} J_{a}(i x)$ is the usual Bessel function of an imaginary argument. Note that this gives positivity of $P(t, x, y)$. Applying Muckenhoupt's argument, [Mu 1, p. 238], then produces

$$
c H(r, x, y) \leq R(r, x, y) \leq C H(r, x, y)
$$

with positive constants $c$ and $C$ depending only on $a$ where

$$
H(r, x, y)=\left\{\begin{array}{l}
\frac{1}{(1-r)^{a+1}} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)\right) \\
\frac{(4 r x y)^{-(a+1 / 2) / 2}}{e(1-r)^{1 / 2}} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)+\frac{2(r x y)^{1 / 2}}{1-r}\right)
\end{array}\right.
$$

for $y \leq(1-r)^{2} / 4 r x$ and $y \geq(1-r)^{2} / 4 r x$ correspondingly.
The following lemma is crucial in what follows.
Lemma 2.2. There exists a function $L(r, x, y)$ satisfying the following properties:
(i) $H(r, x, y) \leq L(r, x, y)$;
(ii) for every $0<r<1$ and $x>0, L(r, x, y)$ as a function of $y$ is monotone increasing on $[0, x]$ and monotone decreasing on $[x, \infty)$;
(iii) $\int_{0}^{\infty} L(r, x, y) y^{a} d y \leq C$ independently of $x>0$ and $0<r<1$.

Proof. We simply define $L(r, x, y)$ to be the least majorant of $H(r, x, y)$ satisfying
(ii). Therefore $L(r, x, y)$ is the largest of $H(r, x, y)$ and any maxima of $H(r, x, t)$ occurring for $t$ on the opposite side of $y$ from $x$. So we have to check (iii) only.

For fixed $r, x$ the function $H(r, x, y)$ is decreasing on $0<y \leq(1-r)^{2} / 4 r x$ and continuous at $y=(1-r)^{2} / 4 r x$. Therefore, if $m$ is a point where a local maximum of $H(r, x, y)$ is taken then $m>(1-r)^{2} / 4 r x$. By differentiating the second function in the definition of $H(r, x, y)$ one can check that possible local extrema occur at

$$
\left(\frac{(r x)^{1 / 2} \pm\left(r x-(a+1 / 2)\left(1-r^{2}\right)\right)^{1 / 2}}{1+r}\right)^{2} .
$$

By analysing the sign of the derivative we then conclude that, if exists, the single local maximum of $H(r, x, y)$ is taken at

$$
\begin{equation*}
m=\left(\frac{(r x)^{1 / 2}+\left(r x-(a+1 / 2)\left(1-r^{2}\right)\right)^{1 / 2}}{1+r}\right)^{2} \tag{2.6}
\end{equation*}
$$

It is clear now that

$$
\int_{0}^{\infty} L(r, x, y) y^{a} d y \leq \int_{0}^{\infty} H(r, x, y) y^{a} d y+I_{0}+I_{m}
$$

where $I_{0}=H(r, x, 0) \int_{0}^{x} y^{a} d y$, and $I_{m}=H(r, x, m)\left|\int_{x}^{m} y^{a} d y\right|$.
Using (2.4) we are now reduced to showing that $I_{0}, I_{m}$ are bounded independently of $r$ and $x$. Estimating $I_{0}$ gives

$$
I_{0}=\frac{1}{(1-r)^{a+1}} \exp \left(-\frac{1}{2} \frac{1+r}{1-r} x\right) x^{a+1} /(a+1) \leq C\left(\frac{x}{1-r}\right)^{a+1} \exp \left(-\frac{1}{2} \frac{x}{1-r}\right)
$$

which is less than a constant depending only on $a$. The estimate of $I_{m}$ is more elaborate. We start with recalling that

$$
\begin{equation*}
m>(1-r)^{2} / 4 r x \tag{2.7}
\end{equation*}
$$

By elementary inspection one can find that this implies

$$
\begin{equation*}
x>\frac{1}{6} \frac{1-r^{2}}{r} \tag{2.8}
\end{equation*}
$$

(if we assume the opposite inequality then $m \leq 6(1-r) / 4(1+r)$ and together these would give a contradiction). Consequently, (2.8) produces

$$
\frac{r x}{(1+r)^{2}} \leq m \leq 9 \frac{r x}{(1+r)^{2}}
$$

or, rather,

$$
\begin{equation*}
\frac{1}{4} r x \leq m \leq 9 r x \tag{2.9}
\end{equation*}
$$

A bit of calculus also shows that $\exp (-(1-r) x / 2(1+r))$ is the maximum value of

$$
f(y)=\exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)+\frac{2(r x y)^{1 / 2}}{1-r}\right)
$$

attained at $y=4 r x /(1+r)^{2}$. This and (2.9) now shows that $I_{m}$ is less than

$$
\begin{equation*}
\frac{C}{(1-r)^{1 / 2}(r x)^{a+1 / 2}} \cdot \exp \left(-\frac{1}{2} \frac{1-r}{1+r} x\right)|m-x| \cdot \max \left\{m^{a}, x^{a}\right\} . \tag{2.10}
\end{equation*}
$$

Now we need also a good estimate for $|m-x|$ which is

$$
\begin{equation*}
|m-x| \leq C(1-r)[1+x(1-r)] . \tag{2.11}
\end{equation*}
$$

To get this we write

$$
\left|m-\frac{4 r}{(1+r)^{2}} x\right|=\left|\sqrt{m}+\frac{2 \sqrt{r x}}{1+r}\right|\left|\sqrt{m}-\frac{2 \sqrt{r x}}{1+r}\right|
$$

and by (2.9) the first term is bounded by $C(r x)^{1 / 2}$. Using (2.6) the second part is estimated by

$$
\begin{aligned}
\left|\frac{(r x)^{1 / 2}-\left(r x-(a+1 / 2)\left(1-r^{2}\right)\right)^{1 / 2}}{1+r}\right| & =\frac{|a+1 / 2|\left(1-r^{2}\right)}{(1+r)\left[(r x)^{1 / 2}+\left(r x-(a+1 / 2)\left(1-r^{2}\right)\right)^{1 / 2}\right]} \\
& \leq C \frac{1-r}{(r x)^{1 / 2}}
\end{aligned}
$$

Together this gives

$$
\left|m-\frac{4 r}{(1+r)^{2}} x\right| \leq C(1-r)
$$

Next,

$$
\left|\frac{4 r}{(1+r)^{2}} x-x\right|=x\left(\frac{1-r}{1+r}\right)^{2} \leq x(1-r)^{2}
$$

so by triangle inequality we get (2.11). Coming back to (2.10) the estimate of $I_{m}$ becomes

$$
I_{m} \leq C(1-r)^{1 / 2}(1+x(1-r)) \exp \left(-\frac{1}{4}(1-r) x\right) \max \left\{m^{a}, x^{a}\right\} /(r x)^{a+1 / 2}
$$

To show that the above is bounded independently on $x$ and $r$ we consider two cases.
Case 1: $x<m$. Then by (2.9) $r \geq 1 / 9$ and hence

$$
\max \left\{m^{a}, x^{a}\right\} \leq C x^{a} .
$$

Therefore using (2.8) gives $(1-r) / x \leq C$, so

$$
I_{m} \leq C\left(\frac{1-r}{x}\right)^{1 / 2}(1+x(1-r)) \exp \left(-\frac{1}{4}(1-r) x\right) \leq C
$$

since the function $(1+t) \exp (-t / 4)$ is bounded.
Case 2: $x \geq m$. If $a<0$ then $\max \left\{m^{a}, x^{a}\right\}=m^{a} \leq C(r x)^{a}$ and therefore

$$
I_{m} \leq C\left(\frac{1-r}{r x}\right)^{1 / 2}(1+x(1-r)) \exp \left(-\frac{1}{4}(1-r) x\right) \leq C
$$

If $a \geq 0$ then $\max \left\{m^{a}, x^{a}\right\}=x^{a}$, so
(i) for $r \geq 1 / 2, I_{m} \leq C((1-r) / r x)^{1 / 2}(1+x(1-r)) \exp (-x(1-r) / 4) \leq C$;
(ii) for $0<r<1 / 2, r x>\left(1-r^{2}\right) / 6>C$ and

$$
I_{m} \leq C(1+x(1-r)) x^{a} \exp \left(-\frac{1}{4}(1-r) x\right) \leq C(1+x) x^{a} \exp \left(-\frac{x}{8}\right) \leq C
$$

This completes the proof of Lemma 2.2.
We are now ready to prove the main theorem concerning heat-diffusion integrals for expansions we consider.

Theorem 2.3. Let $a>-1,1 \leq p \leq \infty$ and $f \in L^{p}\left(x^{a} d x\right)$. Let $g(t, x)$ denote its heat-diffusion integral (2.1) and $f^{*}(x)$ the maximal function (1.1) with $d \mu(x)=x^{a} d x$. Then

$$
\begin{equation*}
|g(t, x)| \leq C \exp (-t(a+1) / 2) f^{*}(x) \tag{2.12}
\end{equation*}
$$

and, consequently, the associated maximal function is of weak-type $(1,1)$, i.e.

$$
\mu\left(\left\{x: \sup _{t>0}|g(t, x)|>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{0}^{\infty}|f| d \mu
$$

which implies that $\lim _{t \rightarrow 0} g(t, x)=f(x)$ almost everywhere. Moreover

$$
\begin{equation*}
\|g(t, x)\|_{p} \leq(\cosh t / 2)^{-(a+1)}\|f\|_{p} \tag{2.13}
\end{equation*}
$$

which gives $\|g(t, x)-f(x)\|_{p} \rightarrow 0$ as $t \rightarrow 0$, for $1 \leq p<\infty$.
Proof. (2.12) is an immediate consequence of Lemma 2.2, Lemma 1.1 and the identity

$$
P(t, x, y)=\exp \left(-t \frac{a+1}{2}\right) R\left(e^{-t}, x, y\right)
$$

Then the weak type ( 1,1 ) estimate follows by Lemma 1.2. To prove (2.13) we note that by Hölder's inequality, using (2.4), we get

$$
|g(t, x)|^{p} \leq\left((\cosh t / 2)^{-(a+1)}\right)^{p / q} \int_{0}^{\infty}|f(y)|^{\dot{p}} P(t, x, y) y^{a} d y
$$

Integrating with respect to $x$ and interchanging the order of integration gives (2.13), $1 \leq p<\infty$. The case $p=\infty$ is obvious. To prove a.e. and $L^{p}$-convergence we consider the linear space of polynomials multiplied by $e^{-x / 2}$ which is dense in $L^{p}\left(x^{a} d x\right), 1 \leq p<\infty$. This easily follows by applying Lemma 1.3 with $d=a / p$. For any function of this type the series in (2.1) is finite and converges to this function both, in $L^{p}$-norm, $1 \leq p<\infty$, and almost everywhere.

We now pass to the Poisson integrals. For a function $f(x)$ in $L^{p}\left(x^{a} d x\right), 1 \leq p \leq \infty$, with the expansion $\sum b_{n} l_{n}^{a}(x)$ we define its Poisson integral $f(t, x), t>0$, by

$$
\begin{equation*}
f(t, x)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)^{1 / 2}\right) b_{n} l_{n}^{a}(x) \tag{2.14}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
f(t, x)=\int_{0}^{\infty} Q(t, x, y) f(y) y^{a} d y \tag{2.15}
\end{equation*}
$$

where

$$
\begin{align*}
Q(t, x, y) & =\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)^{1 / 2}\right) l_{n}^{a}(y) l_{n}^{a}(x)  \tag{2.16}\\
& =\frac{t}{\sqrt{4 \pi}} \int_{0}^{\infty} P(s, x, y) s^{-3 / 2} e^{-t^{2} / 4 s} d s
\end{align*}
$$

The last identity is obtained by using the well-known formula

$$
e^{-\beta}=\frac{\beta}{\sqrt{4 \pi}} \int_{0}^{\infty} s^{-3 / 2} e^{-s} e^{-\beta^{2} / 4 s} d s
$$

Interchanging the order of integration and summation in (2.16) as well as in (2.15) is justified by the dominated convergence theorem.

Corollary 2.4. Let $f \in L^{p}\left(x^{a} d x\right), 1 \leq p \leq \infty, a>-1$ and $f(t, x)$ denote its Poisson integral. Then $f(t, x)$ is a $C^{\infty}$-function satisfying the differential equation

$$
\left(L_{x}+\frac{\partial^{2}}{\partial t^{2}}\right) f(t, x)=0
$$

Moreover the conclusions of Theorem 2.3 are valid with $g(t, x)$ replaced by $f(t, x)$ and the factors $\exp (-t(a+1) / 2)$ and $(\cosh t / 2)^{-(a+1)}$ replaced by 1 .

Proof. Using (2.16) and interchanging the order of integration produces

$$
f(t, x)=\frac{t}{\sqrt{4 \pi}} \int_{0}^{\infty} s^{-3 / 2} e^{-t^{2} / 4 s} g(s, x) d s
$$

This, the fact that

$$
\frac{t}{\sqrt{4 \pi}} \int_{0}^{\infty} s^{-3 / 2} e^{-t^{2} / 4 s} d s=1
$$

and Minkowski's integral inequality together imply (2.12) and (2.13) in Theorem 2.3 with $g(t, x)$ replaced by $f(t, x)$ and the factors $\exp (-t(a+1) / 2)$ and $(\cosh t / 2)^{-(a+1)}$ dropped.

Remark 2.5. In case $a \geq 0$ the results from Theorem 2.3 where proved by the author in [St 1], [St 2] (cf. also [T2]) by using a generalized convolution structure defined in $L^{1}\left(x^{a} d x\right)$. That approach did not allow to cover the case $-1<a<0$.
3. The Laguerre functions $\mathscr{L}_{n}^{a}(x)$. In this section we work with the Laguerre functions

$$
\mathscr{L}_{n}^{a}(x)=(n!/ \Gamma(n+a+1))^{1 / 2} L_{n}^{a}(x) e^{-x / 2} x^{a / 2},
$$

forming an orthonormal basis in $L^{2}(0, \infty)$. Since these functions belong to all $L^{p}$-spaces, $1 \leq p \leq \infty$, only if $a \geq 0$, it will be assumed now that $a$ is a fixed nonnegative number. Then, by [Ma, Lemma 1],

$$
\left\|\mathscr{L}_{n}^{a}\right\|_{p} \sim \begin{cases}n^{1 / p-1 / 2}, & 1 \leq p<4  \tag{3.1}\\ n^{-1 / 4}(\log n)^{1 / 4}, & p=4 \\ n^{-1 / p}, & 4<p \leq \infty\end{cases}
$$

The symbol $\|f\|_{p}$ is now used to denote the $p$-th norm of a function $f(x)$ on $(0, \infty)$ with respect to the Lebesgue measure $d x$. The function $\mathscr{L}_{n}^{a}$ is an eigenfunction of the differential operator

$$
L=x \frac{d^{2}}{d x^{2}}+\frac{d}{d x}-\left(\frac{x}{4}+\frac{a^{2}}{4 x}\right)
$$

with eigenvalue $-(n+(a+1) / 2)$. The operator $-L$ is positive and symmetric in $L^{2}(0, \infty)$. With any $f(x)$ in $L^{p}(0, \infty), 1 \leq p \leq \infty$, we associate its expansion given by the formal series $\sum c_{n} \mathscr{L}_{n}^{a}(x)$ where

$$
c_{n}=\int_{0}^{\infty} f(y) \mathscr{L}_{n}^{a}(y) d y
$$

Then we define its heat-diffusion integral $g(t, x), t>0$,

$$
\begin{equation*}
g(t, x)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right) c_{n} \mathscr{L}_{n}^{a}(x) \tag{3.2}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
g(t, x)=\int_{0}^{\infty} P(t, x, y) f(y) d y, \tag{3.3}
\end{equation*}
$$

where

$$
P(t, x, y)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right) \mathscr{L}_{n}^{a}(x) \mathscr{L}_{n}^{a}(y) .
$$

Due to the estimate (3.1), for any fixed $t>0$ the series in (3.2) converges uniformly and interchanging of order of integration and summation in (3.2) is justified by the dominated convergence theorem.

Lemma 3.1. Let $f \in L^{p}(0, \infty), 1 \leq p \leq \infty$. Then its heat-diffusion integral (3.2) is a $C^{\infty}$-function satisfying the differential equation

$$
\begin{equation*}
\left(L_{x}-\frac{\partial}{\partial t}\right) g(t, x)=0 \tag{3.4}
\end{equation*}
$$

Proof. Clearly $g(t, x)$ is differentiable with respect to the $t$-variable and

$$
\begin{equation*}
\frac{\partial^{k}}{\partial t^{k}} g(t, x)=\sum_{0}^{\infty}\left(-\left(n+\frac{a+1}{2}\right)\right)^{k} \exp \left(-t\left(n+\frac{a+1}{2}\right)\right) c_{n} \mathscr{L}_{n}^{a}(x) . \tag{3.5}
\end{equation*}
$$

Then we show that $\left(\partial^{k} / \partial t^{k}\right) g(t, x)$ is differentiable with respect to the $x$-variable on $x>\varepsilon$. This is, since

$$
\frac{d}{d x} \mathscr{L}_{n}^{a}(x)=-n^{1 / 2} \mathscr{L}_{n-1}^{a+1}(x) x^{-1 / 2}-\frac{1}{2} \mathscr{L}_{n}^{a}(x)+\frac{a}{2} \mathscr{L}_{n}^{a}(x) x^{-1},
$$

and using (3.1) we get $\left|(d / d x) \mathscr{L}_{n}^{a}(x)\right| \leq C n^{1 / 2}$ on $(\varepsilon, \infty)$. Therefore for fixed $t>0$ we can differentiate the series in (3.5) term by term. Similarly for higher derivatives.

In the same way as in §2 we will work with the kernel

$$
R(r, x, y)=\sum r^{n} \mathscr{L}_{n}^{a}(x) \mathscr{L}_{n}^{a}(y), \quad 0<r<1,
$$

rather than with $P(t, x, y)$. This time

$$
R(r, x, y)=\frac{r^{-a / 2}}{1-r} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)\right) I_{a}\left(\frac{2(r x y)^{1 / 2}}{1-r}\right)
$$

and

$$
c H(r, x, y) \leq R(r, x, y) \leq C H(r, x, y)
$$

with

$$
H(r, x, y)=\left\{\begin{array}{l}
(1-r)^{-a-1}(x y)^{a / 2} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)\right)  \tag{3.6}\\
\left(e(4 r)^{a / 2+1 / 4}(1-r)^{1 / 2}(x y)^{1 / 4}\right)^{-1} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}(x+y)+\frac{2(r x y)^{1 / 2}}{1-r}\right)
\end{array}\right.
$$

for $y \leq(1-r)^{2} / 4 r x$ and $y \geq(1-r)^{2} / 4 r x$ correspondingly.
We now show that

$$
\begin{equation*}
\int_{0}^{\infty} P(t, x, y) d y \leq \exp \left(-t \frac{a+1}{2}\right) \tag{3.7}
\end{equation*}
$$

with $C$ independent of $x \geq 0$ which will follow from the estimate

$$
\begin{equation*}
\int_{0}^{\infty} R(r, x, y) d y \leq C \tag{3.8}
\end{equation*}
$$

with a constant $C$ independent of $0<r<1$ and $x>0$. If $0<r<1 / 2$ then using (3.1)

$$
\int_{0}^{\infty} R(r, x, y) d y \leq C \sum r^{n}\left\|\mathscr{L}_{n}^{a}\right\|_{1} \leq C \sum r^{n} n^{1 / 2} \leq C
$$

If $1 / 2<r<1$ we check, equivalently, that

$$
\begin{equation*}
\int_{0}^{\infty} H(r, x, y) d y \leq C \tag{3.9}
\end{equation*}
$$

Using the transition point $(1-r)^{2} / 4 r x$ and splitting up the interval of integration in (3.9) into two intervals one can note that the first resulting integral is uniformly bounded. For the uniform boundedness of the second integral we observe that on $y \geq(1-r)^{2} / 4 r x$ the function $H(r, x, y)$ is equal, up to the factor $(4 r)^{-a / 2}$ which is bounded on $1 / 2<r<1$, to the function $H(r, x, y)$ treated in $\S 2$ with the parameter $a$ equal 0 . Therefore, using the results from §2 we get (3.9) and finish the proof of (3.8).

Lemma 3.2. Let $H(r, x, y)$ be given by (3.6). There exists a function $L(r, x, y)$ satisfying the following properties
(i) $H(r, x, y) \leq L(r, x, y)$;
(ii) for every $0<r<1$ and $x>0, L(r, x, y)$ as a function of $y$ is monotone increasing on $[0, x]$ and monotone decreasing on $[x, \infty)$;
(iii) $\int_{0}^{\infty} L(r, x, y) d y \leq C r^{-a / 2}$ with $C$ independent of $x>0$.

Proof. We define $L(r, x, y)$ in the same way as in the proof of Lemma 2.2. There are at most three points $m_{1}, m_{2}, m_{3}$ suspected to be points of local maximum for $H(r, x, y)$ as a function of $y$-variable:
$m_{1}$ is a point where a relative maximum of

$$
h_{1}(y)=y^{-1 / 4} \exp \left(-\frac{1}{2} \frac{1+r}{1-r} y+\frac{2(r x)^{1 / 2}}{1-r} y^{1 / 2}\right)
$$

occurs; $m_{2}=(1-r) a /(1+r)$ is the point where a relative maximum of

$$
h_{2}(y)=y^{a / 2} \cdot \exp \left(-\frac{1}{2} \frac{1+r}{1-r} y\right)
$$

is taken; $m_{3}=(1-r)^{2} / 4 r x$ is the transition point.
It is clear now that

$$
\int_{0}^{\infty} L(r, x, y) d y \leq \int_{0}^{\infty} H(r, x, y) d y+\sum_{1}^{3} I_{j}
$$

where $I_{j}=H\left(r, x, m_{j}\right) \cdot\left|m_{j}-x\right|$. To prove (iii) we use (3.8) and show that $I_{1} \leq \mathrm{Cr}^{-a / 2}$, $I_{2} \leq C, I_{3} \leq C$ with $C$ independent of $0<r<1$ and $x>0$.

Estimating $I_{1}$ observe that, up to the factor $(4 r)^{-a / 2}$, the job was done in $\S 2$ in the special case $a=0$. To prove that $I_{2} \leq C$ note that

$$
H\left(r, x, m_{2}\right) \leq C \frac{1}{1-r}\left(\frac{x}{1-r}\right)^{a / 2} \exp \left(-\frac{1}{2} \frac{x}{1-r}\right)
$$

Now, if $x \leq m_{2}$ then $\left|m_{2}-x\right| \leq m_{2} \leq C(1-r)$ so $H\left(r, x, m_{2}\right)\left|m_{2}-x\right|$ is bounded, and, if $x>m_{2}$ then $\left|m_{2}-x\right|<x$ so we write

$$
H\left(r, x, m_{2}\right)\left|m_{2}-x\right| \leq C\left(\frac{x}{1-r}\right)^{1+a / 2} \exp \left(-\frac{1}{2} \frac{x}{1-r}\right)
$$

which is once more bounded.
To finish the proof we check that $I_{3} \leq C$. Clearly we can assume that $(1-r) a /(1+r)=m_{2}>m_{3}$ which implies $m_{3}<C(1-r)$. Since

$$
H\left(r, x, m_{3}\right) \leq C \frac{1}{1-r}\left(\frac{x}{1-r}\right)^{a / 2} \exp \left(-\frac{1}{2} \frac{x}{1-r}\right)
$$

if $x \leq m_{3}$ we then get

$$
I_{3} \leq H\left(r, x, m_{3}\right) m_{3} \leq C .
$$

If $x \geq m_{3}$ then

$$
I_{3} \leq H\left(r, x, m_{3}\right) x \leq C\left(\frac{x}{1-r}\right)^{1+a / 2} \exp \left(-\frac{1}{2} \frac{x}{1-r}\right) \leq C
$$

This concludes the proof of Lemma 3.2.
We now come to the following theorem concerning the heat-diffusion integrals for
expansions with respect to the functions $\mathscr{L}_{n}^{a}(x)$.
Theorem 3.3. Let $a \geq 0,1 \leq p \leq \infty$ and $f \in L^{p}(0, \infty)$. Let $g(t, x)$ denote its heatdiffusion integral (3.2) and $f^{*}(x)$ the maximal function (1.1) with $\mu$ being the Lebesgue measure on $(0, \infty)$. Then

$$
\begin{equation*}
|g(t, x)| \leq C \exp (-t / 2) f^{*}(x) \tag{3.10}
\end{equation*}
$$

and, consequently, the associated maximal function is of weak-type $(1,1)$, i.e.

$$
\mu\left(\left\{x: \sup _{t>0}|g(t, x)|>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{0}^{\infty}|f| d \mu
$$

which implies that $\lim _{t \rightarrow 0} g(t, x)=f(x)$ almost everywhere. Moreover,

$$
\begin{equation*}
\|g(t, x)\|_{p} \leq C \exp \left(-t \frac{a+1}{2}\right)\|f\|_{p} \tag{3.11}
\end{equation*}
$$

which gives $\|g(t, x)-f(x)\|_{p} \rightarrow 0$ as $t \rightarrow 0$, if $1 \leq p<\infty$.
Proof. We repeat the argument from the proof of Theorem 2.3. To prove (3.10) we use the identity

$$
P(t, x, y)=\exp \left(-t \frac{a+1}{2}\right) R\left(e^{-t}, x, y\right) .
$$

In the proof of (3.11) the estimate (3.7) comes in handy. As a dense linear subspace in $L^{p}(0, \infty)$ we now choose the space of polynomials multiplied by $e^{-x / 2} x^{a / 2}$, cf. Lemma 1.3.

In the same way as in $\S 2$, for any function $f(x)$ in $L^{p}(d x), 1 \leq p \leq \infty$, with the expansion $\sum c_{n} \mathscr{L}_{n}^{a}(x)$ we define its Poisson integral $f(t, x), t>0$, by

$$
\begin{equation*}
f(t, x)=\sum_{0}^{\infty} \exp \left(-t\left(n+\frac{a+1}{2}\right)^{1 / 2}\right) c_{n} \mathscr{L}_{n}^{a}(x) \tag{3.12}
\end{equation*}
$$

The corresponding result for the Poisson integrals is the following.
Corollary 3.4. Let $f \in L^{p}(0, \infty), 1 \leq p \leq \infty$, and $f(t, x)$ denote its Poisson integral given by (3.12). Then $f(t, x)$ is a $C^{\infty}$-function satisfying the differential equation

$$
\left(L_{x}+\frac{\partial^{2}}{\partial t^{2}}\right) f(t, x)=0
$$

Furthermore the conclusions of Theorem 3.3 are valid with $g(t, x)$ replaced by $f(t, x)$ and the exponentials in (3.10) and (3.11) dropped.

Remark 3.5. In case $a=0,1,2, \ldots$ the a.e. and $L^{p}$-convergence of heat-diffusion integrals in Theorem 3.3 was proved by Długosz [Dł] by using a group-theoretic method.
4. The Laguerre functions $\varphi_{n}^{a}(x)$. In this section we consider still another Laguerre functions

$$
\varphi_{n}^{a}(x)=\mathscr{L}_{n}^{a}\left(x^{2}\right)(2 x)^{1 / 2}
$$

that form an orthonormal basis in $L^{2}(0, \infty)$. Only if $a \geq-1 / 2$ do these functions belong to all $L^{p}$-spaces on $(0, \infty), 1 \leq p \leq \infty$, therefore we assume throughout this section that $a$ is a fixed number greater than or equal to $-1 / 2$. Expansions with respect to this system were considered by Markett [Ma] and Thangavelu [T1]. In particular, it was observed in [Ma] that expansions with respect to $\varphi_{n}^{a}(x)$ behave much better than those with respect to the system of Laguerre functions $\mathscr{L}_{n}^{a}(x)$. Using once more Lemma 1 of [Ma] together with our correction mentioned in §1 we obtain

$$
\left\|\varphi_{n}^{a}\right\|_{p} \sim \begin{cases}n^{(1 / p-1 / 2) / 2}, & 1 \leq p<4  \tag{4.1}\\ n^{-1 / 8}(\log n)^{1 / 4}, & p=4 \\ n^{-(1 / p+1 / 2) / 6}, & 4<p<\infty\end{cases}
$$

Here the meaning of the symbol $\left\|\|_{p}\right.$ is the same as in §3. The function $\varphi_{n}^{a}(x)$ is an eigenfunction of the differential operator

$$
L=\frac{d^{2}}{d x^{2}}-x^{2}-\frac{1}{x^{2}}\left(a^{2}-\frac{1}{4}\right)
$$

with eigenvalue $-\lambda_{n}, \lambda_{n}=4 n+2 a+2$. The operator $-L$ is symmetric in $L^{2}(0, \infty)$ and positive if $a \geq 1 / 2$. With any $f(x)$ in $L^{p}(0, \infty), 1 \leq p \leq \infty$, we now associate its expansion given by the formal series $\sum d_{n} \varphi_{n}^{a}(x)$ where

$$
d_{n}=\int_{0}^{\infty} f(y) \varphi_{n}^{a}(y) d y
$$

Next, we define its heat-diffusion integral $g(t, x), t>0$,

$$
\begin{equation*}
g(t, x)=\sum_{0}^{\infty} \exp \left(-t \lambda_{n}\right) d_{n} \varphi_{n}^{a}(x) \tag{4.2}
\end{equation*}
$$

In an equivalent form

$$
\begin{equation*}
g(t, x)=\int_{0}^{\infty} P(t, x, y) f(y) d y \tag{4.3}
\end{equation*}
$$

where

$$
P(t, x, y)=\sum_{0}^{\infty} \exp \left(-t \lambda_{n}\right) \varphi_{n}^{a}(x) \varphi_{n}^{a}(y)
$$

Uniform convergence of (4.2) and interchanging of order of integration and summation in (4.3) is a consequence of (4.1).

Lemma 4.1. Let $f \in L^{p}(0, \infty), 1 \leq p \leq \infty$. Then its heat-diffusion integral (4.2) is a $C^{\infty}$-function that satisfies the differential equation

$$
\begin{equation*}
\left(L_{x}-\frac{\partial}{\partial t}\right) g(t, x)=0 \tag{4.4}
\end{equation*}
$$

Proof. Clearly

$$
\begin{equation*}
\frac{\partial^{k}}{\partial t^{k}} g(t, x)=\sum_{0}^{\infty}\left(-\lambda_{n}\right)^{k} \exp \left(-t \lambda_{n}\right) d_{n} \varphi_{n}^{a}(x) \tag{4.5}
\end{equation*}
$$

Since

$$
\frac{d}{d x} \varphi_{n}^{a}(x)=-2 n^{1 / 2} \varphi_{n-1}^{a+1}(x)+\left(\frac{2 a-1}{2 x}-x\right) \varphi_{n}^{a}(x),
$$

by using (4.1) we obtain $\left|(d / d x) \varphi_{n}^{a}(x)\right| \leq C n^{1 / 2}$ on $(\varepsilon, 1 / \varepsilon)$. Therefore we can differentiate the series in (4.5) with respect to the $x$-variable term by term. Similarly for higher derivatives.

As in previous sections we now switch to the kernel

$$
R(r, x, y)=\sum_{0}^{\infty} r^{n} \varphi_{n}^{a}(x) \varphi_{n}^{a}(y)
$$

$0<r<1$. Then

$$
R(r, x, y)=\frac{2(x y)^{1 / 2}}{(1-r) r^{a / 2}} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}\left(x^{2}+y^{2}\right)\right) I_{a}\left(\frac{2 r^{1 / 2}}{1-r} x y\right)
$$

and

$$
c H(r, x, y) \leq R(r, x, y) \leq C H(r, x, y)
$$

with

$$
H(r, x, y)=\left\{\begin{array}{l}
2(1-r)^{-a-1}(x y)^{a+1 / 2} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}\left(x^{2}+y^{2}\right)\right)  \tag{4.6}\\
2\left(e(4 r)^{a / 2+1 / 4}(1-r)^{1 / 2}\right)^{-1} \exp \left(-\frac{1}{2} \frac{1+r}{1-r}\left(x^{2}+y^{2}\right)+\frac{2 r^{1 / 2}}{1-r} x y\right)
\end{array}\right.
$$

for $y \leq(1-r) / 2 r^{1 / 2} x$ and $y>(1-r) / 2 r^{1 / 2} x$ correspondingly. We will use the estimate

$$
\begin{equation*}
\int_{0}^{\infty} P(t, x, y) d y \leq C \exp (-t(2 a+2)) \tag{4.7}
\end{equation*}
$$

which follows from

$$
\begin{equation*}
\int_{0}^{\infty} R(t, x, y) d y \leq C \tag{4.8}
\end{equation*}
$$

To prove this note that for $0<r<1$

$$
\begin{equation*}
\int_{0}^{m_{3}} H(r, x, y) d y \leq C\left(x /(1-r)^{1 / 2}\right)^{a+1 / 2} \cdot \exp \left(-\left(x /(1-r)^{1 / 2}\right) / 2\right) \tag{4.9}
\end{equation*}
$$

where $m_{3}=(1-r) / 2 r^{1 / 2} x$, and, for $1 / 2<r<1$,

$$
\begin{equation*}
\int_{m_{3}}^{\infty} H(r, x, y) d y \leq C \exp \left(-\frac{1}{2} \frac{1-r}{1+r} x^{2}\right) \cdot \int_{A}^{\infty} \exp \left(-\frac{1}{2}\left(u-\frac{1}{A}\right)^{2}\right) d u \tag{4.10}
\end{equation*}
$$

with $A=\left(1-r^{2}\right)^{1 / 2} / 2 r^{1 / 2} x$. Since $u^{a+1 / 2} \exp \left(-u^{2} / 2\right) \leq C$ and the integral in (4.10) is bounded independently of $A>0$, combining (4.9) and (4.10) gives (4.8) for $1 / 2<r<1$. On the other hand, if $0<r \leq 1 / 2$, by using (4.1) we estimate

$$
\int_{0}^{\infty} R(r, x, y) d y \leq C \sum r^{n} n^{-1 / 12}\left\|\varphi_{n}^{a}\right\|_{1} \leq C \sum r^{n} n^{1 / 6} \leq C
$$

This finishes the proof of (4.7).
To prove the main theorem of this section the following lemma is needed.
Lemma 4.2. Let $H(r, x, y)$ be given by (4.6). The conclusions of Lemma 3.2 are valid if $a$ in (iii) is replaced by $b=\max \{a+1 / 2,1\}$.

Proof. Repeating the argument used in the proof of Lemma 3.2 and using the estimate

$$
\int_{0}^{\infty} H(r, x, y) d y \leq C
$$

which follows from (4.8), we are reduced to proving $I_{1}+I_{2}+I_{3} \leq C r^{-b / 2}$. Here $I_{j}=H\left(r, x, m_{j}\right)\left|m_{j}-x\right|$ and $m_{1}=2 r^{1 / 2} x /(1+r)$ is the point where a relative maximum of

$$
h_{1}(y)=-\frac{1}{2} \frac{1+r}{1-r} y^{2}+\frac{2 r^{1 / 2}}{1-r} x y
$$

is taken; $m_{2}=((a+1 / 2)(1-r) /(1+r))^{1 / 2}$ is the point where a relative maximum of

$$
h_{2}(y)=y^{a+1 / 2} \exp \left(-\frac{1}{2} \frac{1+r}{1-r} y^{2}\right)
$$

occurs; $m_{3}=(1-r) / 2 r^{1 / 2} x$ is the transition point.
First we show that $I_{1} \leq C r^{-(a+1 / 2) / 2}$ clearly assuming that $m_{1}>(1-r) / 2 r^{1 / 2} x$. We note that $\left|m_{1}-x\right|=x(1-r)^{2} /(1+r)\left(1+r^{1 / 2}\right)^{2}$ and $H(r, x, y)$ is bounded on $[(1-r) /$ $\left.2 r^{1 / 2} x, \infty\right)$ by

$$
C \frac{1}{r^{(a+1 / 2) / 2}} \frac{1}{(1-r)^{1 / 2}} \exp \left(-\frac{1}{2} \frac{1-r}{1+r} x^{2}\right)
$$

Therefore $I_{1}$ is less than

$$
C \frac{1}{r^{(a+1 / 2) / 2}}(1-r)\left(x(1-r)^{1 / 2}\right) \exp \left(-\frac{1}{4}\left(x(1-r)^{1 / 2}\right)^{2}\right)
$$

which gives the desired estimate since $u \exp \left(-u^{2} / 4\right), u>0$ is a bounded function.
The next estimate is $I_{2} \leq \mathrm{Cr}^{-1 / 2}$ and we assume that $m_{2} \leq(1-r) / 2 r^{1 / 2} x$. Then

$$
H\left(r, x, m_{2}\right) \leq C \frac{1}{(1-r)^{1 / 2}}\left(\frac{x^{2}}{1-r}\right)^{(a+1 / 2) / 2} \exp \left(-\frac{1}{2} \frac{x^{2}}{1-r}\right)
$$

and we are reduced to showing that $\left|m_{2}-x\right| \leq C((1-r) / r)^{1 / 2}$. If $x \leq m_{2}$ then $\left|m_{2}-x\right| \leq$ $m_{2} \leq C(1-r)^{1 / 2}$, if $x \geq m_{2}$ then $\left|m_{2}-x\right| \leq x \leq C((1-r) / r)^{1 / 2}$, since, from

$$
m_{2}=\left(\frac{1-r}{1+r}(a+1 / 2)\right)^{1 / 2} \leq \frac{1-r}{2 r^{1 / 2} x}
$$

we obtain $x \leq C((1-r) / r)^{1 / 2}$.
The last estimate we prove is $I_{3} \leq C$. We assume that $m_{1} \leq(1-r) / 2 r^{1 / 2} x \leq m_{2}$ and this produces

$$
C_{1}((1-r) / r)^{1 / 2} \leq x \leq C_{2}((1-r) / r)^{1 / 2} .
$$

Therefore

$$
\begin{align*}
H\left(r, x, m_{3}\right) & \leq \frac{1}{(1-r)^{1 / 2}} \cdot \frac{1}{r^{(a+1 / 2) / 2}} \cdot \exp \left(-\frac{1}{2} \frac{1+r}{1-r} x^{2}\right)  \tag{4.11}\\
& \leq \frac{1}{(1-r)^{1 / 2}} \cdot \frac{1}{r^{(a+1 / 2) / 2}} \cdot \exp \left(-C_{3} / r\right) .
\end{align*}
$$

Estimating $\left|m_{3}-x\right|$ gives

$$
\left|\frac{1-r}{2 r^{1 / 2} x}-x\right| \leq C((1-r) / r)^{1 / 2}
$$

so, combining (4.11) and (4.12) proves that $I_{3} \leq C$.
We are now ready to prove the main theorem concerning heat-diffusion integrals for considered expansions.

Theorem 4.3. Let $a \geq-1 / 2,1 \leq p \leq \infty$ and $f \in L^{p}(0, \infty)$. Let $g(t, x)$ denote its heat-diffusion integral (4.2) and $f^{*}(x)$ the maximal function (1.1) with $\mu$ being the Lebesgue measure on $(0, \infty)$. Then

$$
\begin{equation*}
|g(t, x)| \leq C \exp (-2 a t) f^{*}(x) \tag{4.13}
\end{equation*}
$$

if $-1 / 2 \leq a<1 / 2$, and

$$
\begin{equation*}
|g(t, x)| \leq C \exp (-t) f^{*}(x) \tag{4.14}
\end{equation*}
$$

if $a \geq 1 / 2$. Consequently, for $a \geq 0$ the associated maximal function is of weak type $(1,1)$, i.e.

$$
\mu\left(\left\{x: \sup _{t>0}|g(t, x)|>\lambda\right\}\right) \leq \frac{C}{\lambda} \int_{0}^{\infty}|f| d \mu .
$$

For $-1 / 2 \leq a<0$ (4.13) implies only that the local maximal function, with the supremum over $t$ limited above to $0<t<1$, is of weak type $(1,1)$. This implies that $\lim _{t \rightarrow 0} g(t, x)=$ $f(x)$ almost everywhere. Moreover

$$
\begin{equation*}
\|g(t, x)\|_{p} \leq C \exp (-t(2 a+2))\|f\|_{p} \tag{4.15}
\end{equation*}
$$

which gives $\|g(t, x)-f(x)\|_{p} \rightarrow 0$ as $t \rightarrow 0$, if $1 \leq p<\infty$.
Proof. Lemmas 4.2 and 1.1 immediately imply (4.13) and (4.14) if we make use from the identity

$$
P(t, x, y)=\exp (-t(2 a+2)) R\left(e^{-4 t}, x, y\right) .
$$

Minkowski's integral inequality then gives (4.15). As a dense linear subspace in $L^{p}(0, \infty)$ we choose the space of even polynomials multiplied by $\exp \left(-x^{2} / 2\right) x^{a+1 / 2}$. The density is an easy consequence of Lemma 1.3 with $d=(a-1 / p-1 / 2) / 2$. The proof of Theorem 4.3 is now complete.

We now define the Poisson integral $f(t, x), t>0$, for any function $f(x)$ in $L^{p}(0, \infty)$, by

$$
\begin{equation*}
f(t, x)=\sum_{0}^{\infty} \exp \left(-t \lambda_{n}^{1 / 2}\right) d_{n} \varphi_{n}^{a}(x), \tag{4.16}
\end{equation*}
$$

where $\sum d_{n} \varphi_{n}^{a}(x)$ is the expansion of $f(x)$. The result for the Poisson integrals is given in the following corollary.

Corollary 4.4. Let $f \in L^{p}(0, \infty), 1 \leq p \leq \infty, a \geq-1 / 2$ and $f(t, x)$ be its Poisson integral given by (4.16). Then $f(t, x)$ is a $C^{\infty}$-function satisfying the differential equation

$$
\left(L_{x}+\frac{\partial^{2}}{\partial t^{2}}\right) f(t, x)=0 .
$$

Furthermore, if $a \geq 0$ the conclusions of Theorem 4.3 are valid with $g(t, x)$ replaced by $f(t, x)$ and the exponentials in (4.13), (4.14) and (4.15) dropped. If $-1 / 2 \leq a<0$ the results of Theorem 4.3 imply only a modified version of (4.15) and the $L^{p}$-convergence.

Remark 4.5. Thangavelu [T1] proved that for $a \geq 1 / 2$, the Cesàro means $\sigma_{n}^{\alpha} f$ of order $\alpha>1 / 6$ for expansion with respect to $\varphi_{n}^{a}$ converge to $f$ both in $L^{p}$-norm and almost everywhere. This clearly implies the convergence results in Theorem 4.3 in case $a \geq 1 / 2$.

Added on October 20, 1993. The author has recently become aware of the paper
M. Horváth: Some saturation theorems for classical orthogonal expansions, II, Acta Math. Hung. 58 (1991), 157-191, [MR 93g: 42020]
that partly overlaps with Section 3 of the present paper. In particular, since both are modeled on Muckenhoupt's technique, arguments leading to the proof of the inequality (3.8) and Lemma 3.2 in our paper are more or less identical with those from the proofs of Lemmas 3 and 4 of Horváth's paper.
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