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#### Abstract

We regard a closed 2-form on a Riemannian manifold as a magnetic field and define a magnetic flow which is a perturbation of a geodesic flow. A sufficient condition is given for a magnetic flow to become an Anosov flow.


Introduction. The geodesic flow on the unit tangent bundle of a compact Riemannian manifold with negative sectional curvature is one of typical examples of Anosov flows. A geodesic curve on a Riemannian manifold may be considered as a trajectory of a particle subject only to forces of constraint. As a perturbation of a geodesic curve, we consider a trajectory of a charged particle under the Lorentz force generated by a magnetic field. The flow defined in terms of the trajectories will be called a magnetic flow.

If a magnetic field is weak enough, it follows from the structural stability of Anosov flows that the associated magnetic flow on a compact Riemannian manifold with negative sectional curvature is an Anosov flow. Concrete examples of magnetic flows of Anosov type are investigated in [1], [11], [12]. In this paper, we give a sufficient condition for a magnetic flow to become an Anosov flow. The main theorem is stated as follows:

Theorem 1. Let $(M, g)$ be a compact Riemannian manifold with negative sectional curvature, and let $\kappa_{\max }(M)$ be the maximum of the sectional curvature of $M$. Given a magnetic field $B$ (a closed 2 -form) on $M$, we let $\Omega: T M \rightarrow T M$ be the operator defined by $g_{p}(u, \Omega(v))=B_{p}(u, v)\left(u, v \in T_{p} M, p \in M\right)$. If

$$
\max _{u, w \in S_{1} M}\{r g(u,(\nabla \Omega)(w ; w))+g(\Omega(w), \Omega(w))\}<-r^{2} \kappa_{\max }(M),
$$

then the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ is of Anosov type.

1. Lorentz forces on Riemannian manifolds. A magnetic field in $\boldsymbol{R}^{\mathbf{3}}$ is a vector field $B=\left(b_{1}, b_{2}, b_{3}\right)$ satisfying the equation

$$
\nabla \cdot B=\frac{\partial b_{1}}{\partial x_{1}}+\frac{\partial b_{2}}{\partial x_{2}}+\frac{\partial b_{3}}{\partial x_{3}}=0 .
$$

The Lorentz force generated by the magnetic field $B$ on a moving unit charged particle

[^0]in $\boldsymbol{R}^{3}$ is given by
\[

F=v \times B=\left($$
\begin{array}{ccc}
0 & b_{3} & -b_{2} \\
-b_{3} & 0 & b_{1} \\
b_{2} & -b_{1} & 0
\end{array}
$$\right)\left($$
\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}
$$\right),
\]

where $v$ is the velocity vector. Therefore, we obtain the Newtonian equation of the particle

$$
\dot{v}=F=v \times B .
$$

We should note that the matrix determined by $B$ is skew-symmetric and that $F$ is perpendicular to $v$. Since we have used the vector product $v \times B$, the above discussion depends on the choice of the orientation of $\boldsymbol{R}^{3}$. In changing the orientation of $\boldsymbol{R}^{3}$, we need to change $B$ into $-B$ in order that the definition of the Lorentz force is independent of the orientation of $\boldsymbol{R}^{3}$. To eliminate this dependency, we usually identify $B$ with a 2 -form

$$
B=b_{1} d x_{2} \wedge d x_{3}+b_{2} d x_{3} \wedge d x_{1}+b_{3} d x_{1} \wedge d x_{2}
$$

Then, the equation $\nabla \cdot B=0$ turns out to be equivalent to

$$
d B=\left(\frac{\partial b_{1}}{\partial x_{1}}+\frac{\partial b_{2}}{\partial x_{2}}+\frac{\partial b_{3}}{\partial x_{3}}\right) d x_{1} \wedge d x_{2} \wedge d x_{3}=0
$$

where $d$ denotes the exterior differentiation.
In the case of a Riemannian manifold ( $M, g$ ) of dimension $n$, we consider a closed 2-form on $M$ as a magnetic field on $M$ and will define the Lorentz force on $M$ as follows. First, we define an operator $\Omega: T M \rightarrow T M$ by

$$
g_{p}(u, \Omega(v))=B_{p}(u, v),
$$

where $u, v \in T_{p} M$ and $p \in M$. From the definition, it is obvious that $\Omega$ is skew-symmetric. Now, we define the Lorentz force on $M$ as

$$
F=\Omega(v),
$$

where $v \in T M$ is the velocity vector of a moving unit-charged particle on $M$. It is easy to see that $F$ is perpendicular to $v$. We define the Newtonian equation of the particle on $M$ by

$$
\begin{equation*}
\frac{D}{d t} \dot{c}=\Omega(\dot{c}) \tag{1}
\end{equation*}
$$

where $D / d t$ is the covariant derivative along the curve $c$ and $\dot{c}$ is the velocity vector field. In particular, if $B=0$, the equation (1) reduces to the equation of geodesic

$$
\frac{D}{d t} \dot{c}=0 .
$$

When $B$ has a globally defined vector potential $A$, that is to say, when there exists a 1 -form $A$ satisfying the equation $B=d A$, the equation (1) is obtained as the EulerLagrange equation associated with the action integral

$$
E_{A}(c)=\int_{c} L_{A}=\int_{\alpha}^{\beta}\left\{\frac{1}{2} g(\dot{c}, \dot{c})+A(\dot{c})\right\} d t
$$

where $c:[\alpha, \beta] \rightarrow M$ is an arbitrary smooth curve on $M$. Indeed, if $c_{s}(-\varepsilon<s<\varepsilon)$ is a one-parameter variation of smooth curves with $c_{0}=c, c_{s}(\alpha) \equiv c(\alpha), c_{s}(\beta) \equiv c(\beta)$, then the first variation formula of $E_{A}$ is given by

$$
\left.\frac{d}{d s} E_{A}\left(c_{\mathrm{s}}\right)\right|_{s=0}=-\int_{\alpha}^{\beta} g\left(W, \frac{D}{d t} \dot{c}-\Omega(\dot{c})\right) d t
$$

where $\nabla$ is the Levi-Civita connection of $(M, g)$ and $W=\left.(\partial / \partial s) c_{s}\right|_{s=0}$. See [11] for detailed computation. Therefore, we see that the Euler-Lagrange equation for the Lagrangian $L_{A}$ is the equation (1). However, it is important that the equation (1) is well-defined without a globally defined vector potential.

We shall require a condition on $\Omega$ which is equivalent to $d B=0$.
Lemma 1.1. The condition $d B=0$ is equivalent to

$$
g((\nabla \Omega)(X ; Y), Z)+g((\nabla \Omega)(Y ; Z), X)+g((\nabla \Omega)(Z ; X), Y)=0
$$

for every triple of vector fields $X, Y$ and $Z$ on $M$, where $(\nabla \Omega)(X ; Y)$ denotes $\left(\nabla_{Y} \Omega\right)(X)$.
This is a consequence of the well-known identity

$$
d B(X, Y, Z)=g((\nabla \Omega)(X ; Y), Z)+g((\nabla \Omega)(Y ; Z), X)+g((\nabla \Omega)(Z ; X), Y)
$$

Remark. We should note that the condition $d B=0$ is not used essentially in defining the equation (1). In other words, we can define the equation (1) for a general 2 -form. However, we will see that the condition $d B=0$ plays an important role in the dynamics under $B$ on Riemannian manifolds.
2. Jacobi fields under magnetic fields. In Section 1, we mentioned the first variation formula of the action integral $E_{A}$ when there exists a globally defined vector potential $A$ of $B$. We will derive the second variation formula to find out a suitable concept of a Jacobi field for the functional $E_{A}$.

Let $c$ be a solution curve of the equation (1), and let $c_{\left(s_{1}, s_{2}\right)}\left(-\varepsilon<s_{1}, s_{2}<\varepsilon\right)$ be a 2-parameter variation of smooth curves with $c_{(0,0)}=c, c_{\left(s_{1}, s_{2}\right)}(\alpha) \equiv c(\alpha), c_{\left(s_{1}, s_{2}\right)}(\beta) \equiv c(\beta)$. Then, we shall compute

$$
\left.\frac{\partial^{2}}{\partial s_{1} \partial s_{2}} E_{A}\left(c_{\left(s_{1}, s_{2}\right)}\right)\right|_{s_{1}=s_{2}=0} .
$$

First, we find

$$
\left.\frac{\partial}{\partial s_{2}} E_{A}\left(c_{\left(s_{1}, s_{2}\right)}\right)\right|_{s_{2}=0}=-\int_{\alpha}^{\beta} g\left(W_{s_{1}}, \frac{D}{\partial t} \frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}-\Omega\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)\right) d t
$$

where $W_{s_{1}}=\left.\left(\partial / \partial s_{2}\right) c_{\left(s_{1}, s_{2}\right)}\right|_{s_{2}=0}$. Next,

$$
\begin{aligned}
& \left.\frac{\partial^{2}}{\partial s_{1} \partial s_{2}} E_{A}\left(c_{\left(s_{1}, s_{2}\right)}\right)\right|_{s_{1}=s_{2}=0}=-\int_{\alpha}^{\beta} g\left(\left.\frac{D}{\partial s_{1}} W_{s_{1}}\right|_{s_{1}=0}, \frac{D}{d t} \dot{c}-\Omega(\dot{c})\right) d t \\
& \quad-\left.\int_{\alpha}^{\beta} g\left(W_{s_{1}}, \frac{D}{\partial s_{1}} \frac{D}{\partial t} \frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}-\frac{D}{\partial s_{1}}\left\{\Omega\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)\right\}\right) d t\right|_{s_{1}=0} \\
& =-\int_{\alpha}^{\beta} g\left(W_{2}, \frac{D}{\partial s_{1}} \frac{D}{\partial t} \frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}-\left.\frac{D}{\partial s_{1}}\left\{\Omega\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)\right\}\right|_{s_{1}=0}\right) d t
\end{aligned}
$$

where $W_{2}=\left.W_{s_{1}}\right|_{s_{1}=0}=\left.\left(\partial / \partial s_{2}\right) c_{\left(s_{1}, s_{2}\right)}\right|_{s_{1}=s_{2}=0}$. By standard computation, we get

$$
\left.\frac{D}{\partial s_{1}} \frac{D}{\partial t} \frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right|_{s_{1}=0}=\frac{D^{2}}{d t^{2}} W_{1}+R\left(\dot{c}, W_{1}\right) \dot{c}
$$

where $R$ is the curvature tensor and $W_{1}=\left.\left(\partial / \partial s_{1}\right) c_{\left(s_{1}, s_{2}\right)}\right|_{s_{1}=s_{2}=0}$. Therefore, we have only to compute

$$
\begin{aligned}
\left.\frac{D}{\partial s_{1}}\left\{\Omega\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)\right\}\right|_{s_{1}=0} & =\left(\frac{D}{\partial s_{1}} \Omega\right)\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)+\left.\Omega\left(\frac{D}{\partial s_{1}} \frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)\right|_{s_{1}=0} \\
& =\left(\frac{D}{\partial s_{1}} \Omega\right)\left(\frac{\partial}{\partial t} c_{\left(s_{1}, 0\right)}\right)+\left.\Omega\left(\frac{D}{\partial t} \frac{\partial}{\partial s_{1}} c_{\left(s_{1}, 0\right)}\right)\right|_{s_{1}=0} \\
& =(\nabla \Omega)\left(\dot{c} ; W_{1}\right)+\Omega\left(\frac{D}{d t} W_{1}\right) .
\end{aligned}
$$

Therefore, the second variation formula of $E_{A}$ at $c$ is

$$
\begin{aligned}
& \left.\frac{\partial^{2}}{\partial s_{1} \partial s_{2}} E_{A}\left(c_{\left(s_{1}, s_{2}\right)}\right)\right|_{s_{1}=s_{2}=0} \\
& \quad=-\int_{\alpha}^{\beta} g\left(W_{2}, \frac{D^{2}}{d t^{2}} W_{1}+R\left(\dot{c}, W_{1}\right) \dot{c}-(\nabla \Omega)\left(\dot{c} ; W_{1}\right)-\Omega\left(\frac{D}{d t} W_{1}\right)\right) d t
\end{aligned}
$$

We should note that the right-hand side of the second variation formula depends only on $\Omega$. Namely, without a globally defined vector potential of $B$, the right-hand side of the above formula is meaningful. Therefore, we may define a Jacobi field under $B$ along a solution curve of the equation (1) in a way similar to that in the definition of a Jacobi field along a geodesic.

Definition 2.1. Let $c$ be a solution curve of the equation (1). The Jacobi equation under $B$ along $c$ is defined by

$$
\begin{equation*}
\frac{D^{2}}{d t^{2}} J+R(\dot{c}, J) \dot{c}-(\nabla \Omega)(\dot{c} ; J)-\Omega\left(\frac{D}{d t} J\right)=0 \tag{2}
\end{equation*}
$$

A solution of the Jacobi equation is called a Jacobi field under $B$.
It is easy to see that $\dot{c}$ is a Jacobi field under $B$ along $c$. Let $c_{s}(-\varepsilon<s<\varepsilon)$ be a one-parameter variation of $c$, not necessarily keeping the end points fixed, such that $c_{0}=c$ and $c_{s}$ is a solution curve of the equation (1) in fixing $s$. That is to say,

$$
\frac{D}{\partial t} \frac{\partial}{\partial t} c_{s}-\Omega\left(\frac{\partial}{\partial t} c_{s}\right)=0 .
$$

Then, the variation vector field

$$
W(t)=\left.\frac{\partial}{\partial s} c_{s}(t)\right|_{s=0}
$$

is a Jacobi field under $B$ along $c$.
3. Decomposition of Jacobi fields under magnetic fields. Let $c$ be a solution curve of the equation (1). In this section, we will show that the Jacobi equation (2) is decomposed into the equations of the tangential component and normal components of $c$.

Lemma 3.1. Let $X, Y$ and $Z$ be smooth vector fields on $M$. Then

$$
(\nabla B)(X, Y ; Z)=g(X,(\nabla \Omega)(Y ; Z))
$$

where $(\nabla B)(X, Y ; Z)$ denotes $\left(\nabla_{Z} B\right)(X, Y)$.
Lemma 3.2. Let $X, Y$ and $Z$ be smooth vector fields on $M$. Then

$$
g(X,(\nabla \Omega)(Y ; Z))=-g(Y,(\nabla \Omega)(X ; Z)) .
$$

Proof. Since $B$ is a 2 -form, we have

$$
\begin{aligned}
(\nabla B)(X, Y ; Z) & =Z\{B(X, Y)\}-B\left(\nabla_{Z} X, Y\right)-B\left(X, \nabla_{Z} Y\right) \\
& =-Z\{B(Y, X)\}+B\left(Y, \nabla_{Z} X\right)+B\left(\nabla_{Z} Y, X\right) \\
& =-(\nabla B)(Y, X ; Z) .
\end{aligned}
$$

We are done by Lemma 3.1.
q.e.d.

Lemma 3.3. Let $J$ be a Jacobi field under Balong $c$. Then, $g((D / d t) J, \dot{c})$ is constant.
Proof. By Lemma 3.2, we have

$$
\frac{d}{d t}\left\{g\left(\frac{D}{d t} J, \dot{c}\right)\right\}=g\left(\frac{D^{2}}{d t^{2}} J, \dot{c}\right)+g\left(\frac{D}{d t} J, \frac{D}{d t} \dot{c}\right)=g\left(\frac{D^{2}}{d t^{2}} J-\Omega\left(\frac{D}{d t} J\right), \dot{c}\right)
$$

$$
=g(-R(\dot{c}, J) \dot{c}+(\nabla \Omega)(\dot{c} ; J), \dot{c})=g(\dot{c},(\nabla \Omega)(\dot{c} ; J))=0
$$

q.e.d.

Let $v_{1}=\dot{c}(0) / r$ and $r=\{g(\dot{c}(0), \dot{c}(0))\}^{1 / 2}$, and let us choose $v_{2}, \ldots, v_{n} \in T_{c(0)} M$ so that $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is an orthonormal basis in $T_{c(0)} M$. We define a vector field $V_{i}(i=1, \ldots, n)$ along $c$ as a solution of the differential equation

$$
\frac{D}{d t} V_{i}-\Omega\left(V_{i}\right)=0, \quad V_{i}(0)=v_{i}
$$

In particular, $V_{1}=\dot{c} / r$.
Lemma 3.4. $V_{1}, \ldots, V_{n}$ are orthonormal vector fields along $c$. In particular, $g(\dot{c}, \dot{c}) \equiv r^{2}$.

Proof. By the definition of $\left(V_{1}, \ldots, V_{n}\right)$, we have

$$
\begin{aligned}
\frac{d}{d t}\left\{g\left(V_{i}, V_{j}\right)\right\} & =g\left(\frac{D}{d t} V_{i}, V_{j}\right)+g\left(V_{i}, \frac{D}{d t} V_{j}\right)=g\left(\Omega\left(V_{i}\right), V_{j}\right)+g\left(V_{i}, \Omega\left(V_{j}\right)\right) \\
& =g\left(\Omega\left(V_{i}\right), V_{j}\right)-g\left(\Omega\left(V_{i}\right), V_{j}\right)=0
\end{aligned}
$$

q.e.d.

Let $J$ be a Jacobi field under $B$ along $c$. Let $J$ be expressed as $J=\sum_{i=1}^{n} f_{i} V_{i}$ where each $f_{i}$ is a smooth function along $c$. Then,

$$
\begin{aligned}
& \frac{D}{d t} J=\sum_{i=1}^{n} \dot{f}_{i} V_{i}+\sum_{i=1}^{n} f_{i} \Omega\left(V_{i}\right), \\
& \frac{D^{2}}{d t^{2}} J=\sum_{i=1}^{n} \ddot{f}_{i} V_{i}+2 \sum_{i=1}^{n} \dot{f}_{i} \Omega\left(V_{i}\right)+\sum_{i=1}^{n} f_{i} \Omega^{2}\left(V_{i}\right)+\sum_{i=1}^{n} f_{i}(\nabla \Omega)\left(V_{i} ; \dot{c}\right) .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
& \frac{D^{2}}{d t^{2}} J+R(\dot{c}, J) \dot{c}-(\nabla \Omega)(\dot{c} ; J)-\Omega\left(\frac{D}{d t} J\right) \\
& \quad=\sum_{i=1}^{n} \ddot{f}_{i} V_{i}+\sum_{i=1}^{n} \dot{f}_{i} \Omega\left(V_{i}\right)+\sum_{i=1}^{n} f_{i}\left\{R\left(\dot{c}, V_{i}\right) \dot{c}+(\nabla \Omega)\left(V_{i} ; \dot{c}\right)-(\nabla \Omega)\left(\dot{c} ; V_{i}\right)\right\}
\end{aligned}
$$

Definition 3.5. Let $v \in T M$. A linear endomorphism $\hat{R}_{v}$ of $T_{\pi(v)} M$ is defined by

$$
\hat{R}_{v}(w)=R(v, w) v+(\nabla \Omega)(w ; v)-(\nabla \Omega)(v ; w)
$$

where $\pi: T M \rightarrow M$ is the canonical projection.
The equation (2) is written as the differential equation of the components $f=$ $\left(f_{1}, \ldots, f_{n}\right)$ :

$$
\begin{equation*}
\ddot{f}+\Omega_{\dot{c}} \dot{f}+\hat{R}_{\dot{c}} f=0 \tag{3}
\end{equation*}
$$

Since $g\left(V_{1},(\nabla \Omega)\left(\dot{c} ; V_{j}\right)\right)=0$,

$$
\begin{aligned}
\hat{R}_{\dot{c}, j}^{1} & =g\left(V_{1},(\nabla \Omega)\left(V_{j} ; \dot{c}\right)\right) \\
& =\frac{d}{d t}\left\{g\left(V_{1}, \Omega\left(V_{j}\right)\right)\right\}-g\left(\Omega\left(V_{1}\right), \Omega\left(V_{j}\right)\right)-g\left(V_{1}, \Omega^{2}\left(V_{j}\right)\right)=\dot{\Omega}_{\dot{c}, j}^{1}
\end{aligned}
$$

for $j=1, \ldots, n$. The first column of the equation (3) is written as

$$
\ddot{f}_{1}+\sum_{j=2}^{n} \Omega_{i, j}^{1} \dot{f}_{j}+\sum_{j=2}^{n} \dot{\Omega}_{\dot{c}, j}^{1} f_{j}=0
$$

where we should note that $\Omega_{\varepsilon, 1}^{1}=0$. Integrating the above equation, we have

$$
\dot{f}_{1}+\sum_{j=2}^{n} \Omega_{\dot{c}, j}^{1} f_{j}=g\left(\frac{D}{d t} J, V_{1}\right) \equiv \frac{C}{r},
$$

where we set $g((D / d t) J, \dot{c}) \equiv C \in \boldsymbol{R}$. Therefore, we obtain

$$
\begin{equation*}
\dot{f}_{1}=\frac{1}{r} g(\Omega(\dot{c}), J)+\frac{C}{r} \tag{4}
\end{equation*}
$$

Definition 3.6. Let $v \in T M \backslash(0)$. A linear endomorphism $\tilde{R}_{v}$ of $T_{\pi(v)} M$ is defined by

$$
\begin{aligned}
\tilde{R}_{v}(w) & =\hat{R}_{v}(w)+\frac{1}{g(v, v)} g(\Omega(v), w) \Omega(v) \\
& =R(v, w) v+(\nabla \Omega)(w ; v)-(\nabla \Omega)(v ; w)+\frac{1}{g(v, v)} g(\Omega(v), w) \Omega(v)
\end{aligned}
$$

Let $\mathrm{pr}_{v}$ be the projection map onto the normal subspace of $v$ in $T_{\pi(v)} M$. Let $\Omega_{v, \perp}$ and $\widetilde{R}_{v, \perp}$ denote $\mathrm{pr}_{v} \Omega \mathrm{pr}_{v}$ and $\operatorname{pr}_{v} \widetilde{R}_{v} \mathrm{pr}_{v}$, respectively. Substituting the equation (4) for the equation (3), we obtain

$$
\begin{equation*}
\ddot{f}_{\perp}+\Omega_{\dot{c}, \perp} \dot{f}_{\perp}+\tilde{R}_{\dot{c}, \perp} f_{\perp}+\frac{C}{r^{2}} \Omega(\dot{c})=0 \tag{5}
\end{equation*}
$$

where we should note that $\hat{R}_{\dot{c}, 1}^{i}=0$ for $i=1, \ldots, n$. Therefore, the equation (2) is decomposed into the equations of tangential and normal components of $c$.

For example, let $(M, g)$ be an orientable surface. Then, an arbitrary closed 2-form on $M$ is expressed as $b \operatorname{vol}_{M}$ where $b \in C^{\infty}(M)$ and $\operatorname{vol}_{M}$ is the canonical volume form determined by $g$. For $v \in T M \backslash(0)$, let $v_{\perp}$ denote a unique element in $T_{\pi(v)} M$ such that $\pi(v)=\pi\left(v_{\perp}\right), g\left(v_{\perp}, v\right)=0$ and $\operatorname{vol}_{M}\left(v_{\perp}, v\right)=1$. In this case, the equation (3) is

$$
\ddot{\boldsymbol{f}}+\left(\begin{array}{cc}
0 & -b(c) \\
b(c) & 0
\end{array}\right) \dot{f}+\left(\begin{array}{cc}
0 & -d b(\dot{c}) \\
0 & r^{2} R(c)-r^{2} d b\left(\dot{c}_{\perp}\right)
\end{array}\right) \boldsymbol{f}=0 .
$$

The equations (4) and (5) are

$$
\left\{\begin{array}{l}
\dot{f}_{1}=b(c) f_{2}+\frac{C}{r} \\
\ddot{f}_{2}+\left\{r^{2} R(c)-r^{2} d b\left(\dot{c}_{\perp}\right)+b(c)^{2}\right\} f_{2}+\frac{C}{r} b(c)=0 .
\end{array}\right.
$$

In particular, if $R(p) \equiv \kappa \in \boldsymbol{R}$ and $b(p) \equiv b \in \boldsymbol{R}$ on $M$, then the above equation is

$$
\left\{\begin{array}{l}
\dot{f}_{1}=b f_{2}+\frac{C}{r} \\
\ddot{f}_{2}+\left(r^{2} \kappa+b^{2}\right) f_{2}+\frac{C}{r} b=0
\end{array}\right.
$$

Remark. In the computation in this section, we did not use the assumption that $B$ is closed.
4. Matrix differential equations. In this section, we shall study the real $m \times m$ matrix differential equation on $\boldsymbol{R}$

$$
\begin{equation*}
\ddot{Y}(t)+A(t) Y(t)=0, \tag{6}
\end{equation*}
$$

where the derivative is taken componentwise and $A(t)$ is smooth and symmetric on $\boldsymbol{R}$. First, let $Y_{0}(t)$ be a solution of the equation (6) with $Y_{0}(0)=0$ and $\dot{Y}_{0}(0)=I_{m}$. The following lemma is easily shown in the same way as in the proof of the comparison theorem of Jacobi fields along geodesics.

Lemma 4.1. Suppose that there exists some $a<0$ with $A(t) \leq a I_{m}$ for all $t \in \boldsymbol{R}$. Then, we have

$$
\left\|Y_{0}(t) x\right\| \geq \frac{1}{\sqrt{-a}}|\sinh \sqrt{-a} t|
$$

for all unit vectors $x \in \boldsymbol{R}^{m}$ and all $t \in \boldsymbol{R}$. Therefore, $\operatorname{det} Y_{0}(t) \neq 0$ for all $t \neq 0$.
Next, we describe a useful method of Green [6]. Suppose that $\operatorname{det} Y_{0}(t) \neq 0$ for all $t \neq 0$. Let $\tau \neq 0$. Then $Y_{\tau}(t)$ is defined as a solution of the equation (6) with $Y_{\tau}(\tau)=0$ and $\dot{Y}_{\tau}(\tau)=-\left(Y_{0}^{\dagger}\right)^{-1}(\tau)$ where the dagger denotes the transpose operation.

Lemma 4.2. Let $\tau \neq 0$. Then, we have:

1. $Y_{\tau}(t)$ is a unique solution of the equation (6) with $Y_{\tau}(0)=I_{m}$ and $Y_{\tau}(\tau)=0$.
2. $\operatorname{det} Y_{\tau}(t) \neq 0$ if $t \neq \tau$.
3. Both $\lim _{\tau \rightarrow+\infty} \dot{Y}_{\tau}(0)$ and $\lim _{\tau \rightarrow-\infty} \dot{Y}_{\tau}(0)$ exist.

For the sake of simplicity, we make it a rule that $\infty$ denotes one of $+\infty$ and $-\infty$ as the case may be. We may define $Y_{\infty}(t)$ as a solution of the equation (6) with $Y_{\infty}(0)=I_{m}$ and $\dot{Y}_{\infty}(0)=\lim _{\tau \rightarrow \infty} \dot{Y}_{\tau}(0)$.

Lemma 4.3. For all $t \in \boldsymbol{R}$, we have

1. $Y_{\infty}(t)=\lim _{\tau \rightarrow \infty} Y_{\tau}(t)$,
2. $\operatorname{det} Y_{\infty}(t) \neq 0$.

Let us set $U_{\infty}(t)=\dot{Y}_{\infty}(t) Y_{\infty}^{-1}(t)$. It is easy to see that $U_{\infty}(t)$ is a symmetric solution of the Riccati matrix differential equation

$$
\dot{U}_{\infty}(t)+U_{\infty}^{2}(t)+A(t)=0 .
$$

The construction of $U_{\infty}(t)$ is independent of the position of $t=0$ in the following sense: Let $Y(t ; v, \tau)$ be a unique solution of the equation (6) with $Y(v ; v, \tau)=I_{m}$ and $Y(\tau ; v, \tau)=0$. Then, $Y(t ; v)=\lim _{\tau \rightarrow \infty} Y(t ; v, \tau)$ exists and we have the identity $\dot{Y}(t ; v) Y^{-1}(t ; v)=U_{\infty}(t)$.

Lemma 4.4. Suppose that there exists some $\tilde{a}<0$ with $A(t) \geq \tilde{a} I_{m}$ for all $t \in \boldsymbol{R}$. Then

$$
\left|\left(U_{\infty}(t) x, x\right)\right| \leq \sqrt{-\tilde{a}}
$$

for all unit vectors $x \in \boldsymbol{R}^{m}$ and all $t \in \boldsymbol{R}$.
Lemma 4.5. Suppose that there exists some $a<0$ with $A(t) \leq a I_{m}$ for all $t \in \boldsymbol{R}$. Then

$$
\left(U_{+\infty}(t) x, x\right) \leq-\sqrt{-a}, \quad\left(U_{-\infty}(t) x, x\right) \geq \sqrt{-a}
$$

for all unit vectors $x \in \boldsymbol{R}^{m}$ and all $t \in \boldsymbol{R}$.
Corollary 4.6. Suppose that there exists some $a<0$ with $A(t) \leq a I_{m}$ for all $t \in \boldsymbol{R}$. Then

1. $\left\|Y_{+\infty}(t) x\right\| \leq \exp (-\sqrt{-a} t),\left\|Y_{-\infty}(t) x\right\| \geq \exp (\sqrt{-a} t),(t \geq 0)$, 2. $\left\|Y_{+\infty}(t) x\right\| \geq \exp (-\sqrt{-a} t),\left\|Y_{-\infty}(t) x\right\| \leq \exp (\sqrt{-a} t),(t \leq 0)$, for all unit vectors $x \in \boldsymbol{R}^{m}$.
2. Magnetic flows on Riemannian manifolds. Let $(M, g)$ be a complete Riemannian manifold. Then, every solution curve of the equation (1) extends to a global solution curve. The magnetic flow associated with $B$ on $M$ is defined as follows:

Definition 5.1. The magnetic flow associated with $B$ on $M$ is a flow $\varphi_{t}: T M \rightarrow T M$ defined by

$$
\varphi_{t}(v)=\dot{c}_{v}(t),
$$

where $c_{v}$ is a solution curve of the equation (1) with $\dot{c}_{v}(0)=v \in T M . \varphi_{t}(v)$ is the velocity
vector of $c_{v}$ at time $t$.
Lemma 5.2. The magnetic flow $\varphi_{t}$ leaves the tangent sphere bundle $S_{r} M=\{v \in$ $\left.T M ; g(v, v)=r^{2}\right\}$ invariant for all $t \in R$.

First, we shall state the difference between the geodesic flow and a magnetic flow. Let $\gamma_{v}$ be a geodesic with $\dot{\gamma}_{v}(0)=v \in T M$, and let $\phi_{t}: T M \rightarrow T M$ be the geodesic flow $\phi_{t}(v)=\dot{\gamma}_{v}(t)$. Given $\lambda>0$, we obtain the identity

$$
\lambda \phi_{\lambda t}\left(\frac{v}{\lambda}\right)=\phi_{t}(v) .
$$

This identity is owing to the fact that if $\gamma(t)$ is a geodesic, then $\gamma(\lambda t)$ also is a geodesic. However, this identity no longer holds for a magnetic flow. Indeed, setting $c_{v}^{\lambda}(t) \equiv c_{v / \lambda}(\lambda t)$,

$$
\begin{gathered}
\dot{c}_{v}^{\lambda}(0)=\lambda \dot{c}_{v / \lambda}(0)=\lambda \frac{v}{\lambda}=v \\
\frac{D}{d t} \dot{c}_{v}^{\lambda}=\lambda^{2} \frac{D}{d s} \dot{c}_{v / \lambda}=\lambda^{2} \Omega\left(\dot{c}_{v / \lambda}\right)=\lambda \Omega\left(\dot{c}_{v}^{\lambda}\right)
\end{gathered}
$$

where $s=\lambda t$. Namely, $c_{v}^{\lambda}$ is not a solution curve of the equation (1) but a solution curve of the equation

$$
\begin{equation*}
\frac{D}{d t} \dot{c}=\lambda \Omega(\dot{c}) \tag{7}
\end{equation*}
$$

which is the Newtonian equation of a moving-charged particle under $\lambda B$. Therefore, we obtain the identity

$$
\lambda \varphi_{\lambda t}\left(\frac{v}{\lambda}\right)=\varphi_{t}^{\lambda}(v) .
$$

Next, we shall define a connection $\operatorname{map} K: T(T M) \rightarrow T M$ such that $K: T_{\nu}(T M) \rightarrow$ $T_{\pi(v)} M$ is linear for all $v \in T M$. Given a vector $\xi \in T_{v}(T M)$, let $Z_{\xi}:(-\varepsilon, \varepsilon) \rightarrow T M$ be a smooth curve with the initial condition $\xi$. Then, we define

$$
K(\xi)=\left.\frac{D}{d t} Z_{\xi}\right|_{t=0} \in T_{\pi(v)} M
$$

where $D / d t$ is the covariant derivative along $\sigma_{\xi}=\pi\left(Z_{\xi}\right) . d \pi(\xi)$ denotes $\left.(d / d t) \sigma_{\xi}\right|_{t=0}$ by the definition of $d \pi: T(T M) \rightarrow T M$. It is obvious that $d \pi(\xi)$ and $K(\xi)$ depend only on $\xi$. The kernels of $d \pi$ and $K$ are called the vertical and horizontal subspaces of $T_{v}(T M)$, respectively. $T_{v}(T M)$ is the direct sum of the horizontal and vertical subspaces. Therefore, we may identify $T_{v}(T M)$ with $T_{\pi(v)} M \oplus T_{\pi(v)} M$ by the correspondence

$$
T_{v}(T M) \ni \xi \leftrightarrow(d \pi(\xi), K(\xi)) \in T_{\pi(v)} M \oplus T_{\pi(v)} M
$$

Let $J\left(c_{v}\right)$ denote the $2 n$-dimensional vector space of Jacobi fields under $B$ along $c_{v}$, and let $J_{\xi}$ be a unique element in $J\left(c_{v}\right)$ with $J_{\xi}(0)=d \pi(\xi)$ and $(D / d t) J_{\xi}(0)=K(\xi)$. In a way similar to that the case of the geodesic flow, the following lemma is proved.

Lemma 5.3. Let $v \in T M$. Then we have:

1. A map $T_{v}(T M) \ni \xi \rightarrow J_{\xi} \in J\left(c_{v}\right)$ is a linear isomorphism of $T_{v}(T M)$ onto $J\left(c_{v}\right)$.
2. $J_{\xi}(t)=d \pi\left(d \varphi_{t}(\xi)\right)$ and $(D / d t) J_{\xi}(t)=K\left(d \varphi_{t}(\xi)\right)$ for all $t \in \boldsymbol{R}$.
3. $\xi \in T_{v}(T M)$ lies in $T_{v}\left(S_{r} M\right)$ for $v \in S_{r} M$ if and only if

$$
g\left(K\left(d \varphi_{t}(\xi)\right), \varphi_{t}(v)\right)=g\left(\frac{D}{d t} J_{\xi}(t), \dot{c}_{v}(t)\right) \equiv 0
$$

for all $t \in \boldsymbol{R}$.
We shall define a metric on $T M$ with respect to which the horizontal and vertical subspaces of $T_{v}(T M)$ are orthogonal. Given $\xi, \eta \in T_{v}(T M)$, we define the metric $\tilde{g}$ by

$$
\tilde{g}_{v}(\xi, \eta)=g_{\pi(v)}(d \pi(\xi), d \pi(\eta))+g_{\pi(v)}(K(\xi), K(\eta)) .
$$

By Lemma 5.3, it follows that for all $t \in \boldsymbol{R}$ and all $\xi \in T_{v}(T M)$,

$$
\tilde{g}_{\varphi_{t}(v)}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right)=g_{c_{v}}\left(J_{\xi}(t), J_{\xi}(t)\right)+g_{c_{v}}\left(\frac{D}{d t} J_{\xi}(t), \frac{D}{d t} J_{\xi}(t)\right) .
$$

6. Stable and unstable subspaces. From now on, we will study the magnetic flow $\varphi_{t}$ restricted to $S_{r} M$.

Let $c_{v}$ be a solution curve of the equation (1) with $\dot{c}_{v}(0)=v$ for all $v \in S_{r} M$. In view of Lemma 5.3, it is useful to study a Jacobi field $J$ under $B$ along $c_{v}$ such that $g\left((D / d t) J, \dot{c}_{v}\right) \equiv 0$. Let $J$ be expressed as $J=\sum_{i=1}^{n} f_{i} V_{i}$, where $V_{1}, \ldots, V_{n}$ are orthonormal vector fields along $c_{v}$ defined in Section 3. From the equations (4) and (5), we find

$$
\dot{f}_{1}=\frac{1}{r} g\left(\Omega\left(\dot{c}_{v}\right), J\right)=-\sum_{j=2}^{n} \Omega_{\dot{c}_{v}, j}^{1} f_{j}, \quad \ddot{f}_{\perp}+\Omega_{\dot{c}_{v}, \perp} \dot{f}_{\perp}+\tilde{R}_{\dot{c}_{v}, \perp} f_{\perp}=0
$$

since $C=g\left((D / d t) J, \dot{c}_{v}\right) \equiv 0$. We shall study the real $(n-1) \times(n-1)$-matrix differential equation along $c_{v}$

$$
\begin{equation*}
\ddot{X}+\Omega_{c_{v}, \perp} \dot{X}+\tilde{R}_{\dot{c}_{v}, \perp} X=0 . \tag{8}
\end{equation*}
$$

Let $X$ be a solution of the equation (8), and let us set $Y$ as

$$
Y=\exp \left(\theta_{v, \perp}\right) X, \quad \theta_{v, \perp}(t)=\frac{1}{2} \int_{0}^{t} \Omega_{\dot{c}_{v, \perp}} d s
$$

Substituting this for the equation (8), we have

$$
\begin{aligned}
0 & =\ddot{X}+\Omega_{\dot{c}_{v}, \perp} \dot{X}+\tilde{R}_{\dot{c}_{v}, \perp} X \\
& =\exp \left(-\theta_{v, \perp}\right)\left\{\ddot{Y}+\exp \left(\theta_{v, \perp}\right)\left(\tilde{R}_{\dot{c}_{v}, \perp}-\frac{1}{2}\left(\nabla_{\dot{c}_{v}} \Omega\right)_{\dot{c}_{v}, \perp}+\frac{1}{4} \Omega_{\dot{c}_{v}, \perp}^{\dagger} \Omega_{\dot{c}_{v}, \perp}\right) \exp \left(-\theta_{v, \perp}\right) Y\right\} .
\end{aligned}
$$

Lemma 6.1. Let $v \in T M \backslash(0)$. Then

$$
\Omega_{v, \perp}^{\dagger} \Omega_{v, \perp}(w)=\left(\Omega^{\dagger} \Omega\right)_{v, \perp}(w)-\frac{1}{g(v, v)} g\left(\Omega(v), \operatorname{pr}_{v}(w)\right) \Omega(v) .
$$

Proof. It is enough to prove the identity for $w$ perpendicular to $v$. First,

$$
\Omega_{v, \perp}(w)=\operatorname{pr}_{v} \Omega(w)=\Omega(w)-\frac{1}{g(v, v)} g(v, \Omega(w)) v .
$$

Since $\Omega$ is skew-symmetric, we obtain

$$
\begin{aligned}
\Omega_{v, \perp}^{\dagger} \Omega_{v, \perp}(w) & =\operatorname{pr}_{v} \Omega^{\dagger}\left(\Omega_{v, \perp}(w)\right) \\
& =\left(\Omega^{\dagger} \Omega\right)_{v, \perp}(w)-\frac{1}{g(v, v)} g(v, \Omega(w)) \Omega^{\dagger}(v) \\
& =\left(\Omega^{\dagger} \Omega\right)_{v, \perp}(w)-\frac{1}{g(v, v)} g(\Omega(v), w) \Omega(v) .
\end{aligned}
$$

q.e.d.

Definition 6.2. Let $v \in T M \backslash(0)$. A linear endomorphism $\tilde{K}_{v}$ of $T_{\pi(v)} M$ is defined by

$$
\begin{aligned}
\tilde{K}_{v}(w) & =\tilde{R}_{v}(w)-\frac{1}{2}(\nabla \Omega)(w ; v)+\frac{1}{4} \Omega^{\dagger} \Omega-\frac{1}{4 g(v, v)} g(\Omega(v), w) \Omega(v) \\
& =R(v, w) v+\frac{1}{2}(\nabla \Omega)(w ; v)-(\nabla \Omega)(v ; w)+\frac{1}{4} \Omega^{\dagger} \Omega(w)+\frac{3}{4 g(v, v)} g(\Omega(v), w) \Omega(v) .
\end{aligned}
$$

The following result is important.
Lemma 6.3. $\tilde{K}_{v}$ is a symmetric matrix in $T_{\pi(v)} M$ for all $v \in T M \backslash(0)$ if and only if $d B=0$.

Proof. Suppose that $d B=0$.

$$
\begin{aligned}
g\left(u, \frac{1}{2}(\nabla \Omega)(w ; v)-(\nabla \Omega)(v ; w)\right) & =\frac{1}{2} g(u,(\nabla \Omega)(w ; v))+g(v,(\nabla \Omega)(u ; w)) \\
& =-\frac{1}{2} g(u,(\nabla \Omega)(w ; v))-g(w,(\nabla \Omega)(v ; u))
\end{aligned}
$$

$$
=g\left(w, \frac{1}{2}(\nabla \Omega)(u ; v)-(\nabla \Omega)(v ; u)\right),
$$

where we have used Lemma 1.1 in the second equality. This implies that $\widetilde{K}_{v}$ is symmetric. It is easy to prove the converse.
q.e.d.

Thus, $Y$ is a solution of the real $(n-1) \times(n-1)$-matrix differential equation along $c_{v}$

$$
\begin{equation*}
\ddot{Y}+\exp \left(\theta_{v, \perp}\right) \tilde{K}_{\dot{v}_{v}, \perp} \exp \left(-\theta_{v, \perp}\right) Y=0 \tag{9}
\end{equation*}
$$

where $\widetilde{K}_{\dot{c}_{v}, \perp}$ denotes $\mathrm{pr}_{\dot{c}_{v}}{\widetilde{c_{v}}}^{\mathrm{pr}_{\dot{c}_{v}}}$. Conversely, if $Y$ is a solution of the equation (9), then $X=\exp \left(-\theta_{v, \perp}\right) Y$ is a solution of the equation (8). Therefore, we have only to study the equation (9).

Let $(M, g)$ be compact from now on. We define

$$
\tilde{K}_{\max , \perp}(M, r)=\max _{v \in S_{r} M} \max _{w \in T_{\pi(v) M, w \perp v}} \frac{g\left(\tilde{K}_{v, \perp}(w), w\right)}{g(w, w)}
$$

If $\tilde{K}_{\text {max, }}(M, r)<0$, that is to say, if $\tilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$, then one may apply the results obtained in Section 4 to the equation (9) along $c_{v}$. Let $\mathscr{Y}_{v, r}, \mathscr{Y}_{v, \infty}$ and $\mathscr{U}_{v, \infty}$ be the matrices along $c_{v}$ which correspond to $Y_{\tau}, Y_{\infty}$ and $U_{\infty}$ in Section 4, respectively. First, by Lemma 4.2, the following lemma is obtained.

Lemma 6.4. Suppose that $\widetilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$. Let $\tau \neq 0$. Then for all $v \in S_{r} M$ and all $\xi \in T_{v}\left(S_{r} M\right)$, there exists a unique vector $\xi_{\tau} \in T_{v}\left(S_{r} M\right)$ such that $\operatorname{pr}_{v}\left(d \pi\left(\xi_{\tau}\right)\right)=\operatorname{pr}_{v}(d \pi(\xi))$ and $d \pi\left(d \varphi_{\tau}\left(\xi_{\tau}\right)\right)=0$.

Proof. Let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. Then let us set $f_{\tau}$ as

$$
f_{\tau, 1}=-\int_{\tau}^{t}\left(\sum_{j=2}^{n} \Omega_{\dot{\varepsilon}_{v}, j}^{1} f_{\tau, j}\right) d s, \quad \boldsymbol{f}_{\tau, \perp}=\exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v, \tau} f_{\xi, \perp}(0) .
$$

$\xi_{\tau}$ is uniquely determined as the element of $T_{v}\left(S_{r} M\right)$ which corresponds to $\sum_{i=1}^{n} f_{\tau, i} V_{i} \in$ $J\left(c_{v}\right)$.
q.e.d.

By Lemma 4.3 and Corollary 4.6, the following lemma is proved.
Lemma 6.5. Suppose that $\tilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$. Then for all $v \in S_{r} M$ and all $\xi \in T_{v}\left(S_{r} M\right)$, there exists a unique vector $\xi_{\infty} \in T_{v}\left(S_{r} M\right)$ such that

$$
\xi_{\infty}=\lim _{\tau \rightarrow \infty} \xi_{\tau}
$$

Proof. Let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. Then let us set $f_{\infty}$ as

$$
f_{\infty, 1}=-\int_{\infty}^{t}\left(\sum_{j=2}^{n} \Omega_{\varepsilon_{v}, j}^{1} f_{\infty, j}\right) d s, \quad f_{\infty, \perp}=\exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v, \infty} f_{\xi, \perp}(0)
$$

By Corollary 4.6 , it is shown that $f_{\infty, 1}$ is well-defined. Indeed, as $\tau \rightarrow+\infty$,

$$
\begin{aligned}
& \left|\int_{0}^{+\infty}\left(\sum_{j=2}^{n} \Omega_{\varepsilon_{v}, j}^{1} f_{\infty, j}\right) d s\right| \leq \int_{0}^{+\infty}\left(\sum_{j=2}^{n}\left|\Omega_{\varepsilon_{v}, j}^{1}\right|\right) \exp \left(-\left\{-\tilde{K}_{\max , \perp}(M, r)\right\}^{1 / 2} s\right)\left\|\boldsymbol{f}_{\xi, \perp}(0)\right\| d s \\
& \quad \leq \frac{n-1}{\left\{-\tilde{K}_{\max , \perp}(M, r)\right\}^{1 / 2}} \max _{w \in S_{1} M}\{g(\Omega(w), \Omega(w))\}^{1 / 2}\left\|\boldsymbol{f}_{\xi, \perp}(0)\right\|<+\infty
\end{aligned}
$$

$\xi_{\infty}$ is uniquely determined as the element of $T_{v}\left(S_{r} M\right)$ which corresponds to $\sum_{i=1}^{n} f_{\infty, i} V_{i} \in$ $J\left(c_{v}\right)$.
q.e.d.

Definition 6.6. Let $\tilde{K}_{v, \perp}$ be negative definite for all $v \in S_{r} M$. Then

$$
\begin{aligned}
& E^{s}(v) \equiv\left\{\xi \in T_{v}\left(S_{r} M\right) ; \xi_{+\infty}=\xi\right\}, \\
& E^{u}(v) \equiv\left\{\xi \in T_{v}\left(S_{r} M\right) ; \xi_{-\infty}=\xi\right\} .
\end{aligned}
$$

$E^{s}(v)$ and $E^{u}(v)$ are respectively called the stable and unstable subspaces determined by $v$.
For example, let $\xi \in E^{s}(v)$. Let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. Then there exists some $x \in \boldsymbol{R}^{n-1}$ such that

$$
f_{\xi, 1}=\int_{t}^{+\infty}\left(\sum_{j=2}^{n} \Omega_{\dot{c}_{v}, j}^{1} f_{\xi, j}\right) d s, \quad \boldsymbol{f}_{\xi, \perp}=\exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v,+\infty} x .
$$

From this, we have the following lemma.
Lemma 6.7. Suppose that $\tilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$. Then for all $v \in S_{r} M$,

1. $\operatorname{dim} E^{s}(v)=\operatorname{dim} E^{u}(v)=n-1$,
2. $E^{s}(v) \cap E^{u}(v)=\{0\}$,
3. $E^{s}(v) \oplus E^{u}(v) \nexists \xi_{v}$,
where $\left.\xi_{v} \equiv(d / d t) \varphi_{t}(v)\right|_{t=0}$ and $E^{0}(v) \equiv\left\{\xi \in T_{v}\left(S_{r} M\right) ; \xi=\alpha \xi_{v}, \alpha \in \boldsymbol{R}\right\}$. Therefore,

$$
T_{v}\left(S_{\mathrm{r}} M\right)=E^{0}(v) \oplus E^{s}(v) \oplus E^{u}(v)
$$

Lemma 6.8. If $\tilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$, then $(M, g)$ is a Riemannian manifold with negative sectional curvature.

Proof. Let $w \in T_{\pi(v)} M$ such that $w \perp v$. Then,

$$
g(R(v, w) v, w)<-g(v,(\nabla \Omega)(w ; w))-\frac{1}{4} g(\Omega(w), \Omega(w))-\frac{3}{4 g(v, v)} g(\Omega(v), w)^{2} .
$$

If $g(v,(\nabla \Omega)(w ; w))<0$, then $g(-v,(\nabla \Omega)(w ; w))>0$. Therefore, $g(R(v, w) v, w)<0$.
q.e.d.
7. Magnetic flows of Anosov type. In this section, we will give a sufficient condition for the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ to become an Anosov
flow.
First, we recall the definition of Anosov flows.
Definition 7.1. Let $\psi_{t}$ be a complete $C^{\infty}$-flow on a compact Riemannian manifold ( $N\langle$,$\rangle ) of dimension n \geq 3$. The flow is said to be of Anosov type if the following conditions are satisfied:

1. The vector field $V$ defined by the flow never vanishes on $N$.
2. For all $p \in N$, the tangent space $T_{p} N$ splits into a direct sum as follows:

$$
T_{p} N=E^{0}(p) \oplus E^{s}(p) \oplus E^{u}(p),
$$

where $E^{0}(p)$ is generated by $V(p)$, and there exist positive constants $\alpha, \beta, \gamma$ such that
(a) for any $\xi \in E^{s}(p)$

$$
\begin{array}{ll}
\left\|d \psi_{t}(\xi)\right\|_{p} \leq \alpha\|\xi\|_{p} \exp (-\gamma t) & \text { for } \quad t \geq 0 \\
\left\|d \psi_{t}(\xi)\right\|_{p} \geq \beta\|\xi\|_{p} \exp (-\gamma t) & \text { for } \quad t \leq 0
\end{array}
$$

(b) for any $\xi \in E^{u}(p)$

$$
\begin{array}{lll}
\left\|d \psi_{t}(\xi)\right\|_{p} \leq \alpha\|\xi\|_{p} \exp (\gamma t) & \text { for } \quad t \leq 0 \\
\left\|d \psi_{t}(\xi)\right\|_{p} \geq \beta\|\xi\|_{p} \exp (\gamma t) & \text { for } \quad t \geq 0
\end{array}
$$

3. $\psi_{t}$ leaves $E^{0} \equiv \bigcup_{p \in N} E^{0}(p), E^{s} \equiv \bigcup_{p \in N} E^{s}(p)$ and $E^{u} \equiv \bigcup_{p \in N} E^{n}(p)$ invariant respectively for all $t \in \boldsymbol{R}$.
4. $\quad E^{0}, E^{s}$ and $E^{u}$ are $C^{0}$-subbundles in $T N$.

Remark. The third and fourth conditions of Definition 7.1 are proved by the first and second conditions. See [2], [10] for details. Therefore, we have only to show that a given flow satisfies the first and second conditions of Definition 7.1 in order to prove that the flow is of Anosov type.

Now, we state the main result.
Theorem 7.2. Let $(M, g)$ be a compact Riemannian manifold of dimension $n \geq 2$. If $\widetilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$, then the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ is of Anosov type.

It is obvious that the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ satisfies the first condition. Under the assumption that $\tilde{K}_{v, \perp}$ is negative definite for all $v \in S_{r} M$, we shall prove that the second condition is satisfied. Let $\gamma(M, r)$ denote $\left\{-\tilde{K}_{\text {max, }}(M, r)\right\}^{1 / 2}$ for the sake of simplicity.

Lemma 7.3. There exists some $\alpha_{1}(M, r)>0$ such that

1. for all $\xi \in E^{s}(v)$

$$
g\left(J_{\xi}(t), J_{\xi}(t)\right) \leq \alpha_{1}(M, r) \exp (-2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi)) \quad(t \geq 0)
$$

2. for all $\xi \in E^{u}(v)$

$$
g\left(J_{\xi}(t), J_{\xi}(t)\right) \leq \alpha_{1}(M, r) \exp (2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi)) \quad(t \leq 0)
$$

Proof. Let $\xi \in E^{s}(v)$, and let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. From Corollary 4.6, we have

$$
\left\|\boldsymbol{f}_{\xi, \perp}(t)\right\| \leq \exp (-\gamma(M, r) t)\left\|\boldsymbol{f}_{\xi, \perp}(0)\right\|,
$$

$$
\left|f_{\xi, 1}(t)\right| \leq \frac{(n-1)}{\gamma(M, r)} \max _{w \in S_{1} M}\{g(\Omega(w), \Omega(w))\}^{1 / 2} \exp (-\gamma(M, r) t)\left\|f_{\xi, \perp}(0)\right\|
$$

for $t \geq 0$. Let us set

$$
\alpha_{1}(M, r)=1+\frac{(n-1)^{2}}{\gamma(M, r)^{2}} \max _{w \in S_{1} M} g(\Omega(w), \Omega(w))>1 .
$$

Then,

$$
\begin{aligned}
g\left(J_{\xi}(t), J_{\xi}(t)\right) & \leq \alpha_{1}(M, r) \exp (-2 \gamma(M, r) t)\left\|\boldsymbol{f}_{\xi, \perp}(0)\right\|^{2} \\
& \leq \alpha_{1}(M, r) \exp (-2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi))
\end{aligned}
$$

which implies the first inequality. The second inequality is proved in the same way.
q.e.d.

We define

$$
\tilde{K}_{\min , \perp}(M, r)=\min _{v \in S_{r} M} \min _{w \in T_{\pi(v)} M, w \perp v} \frac{g\left(\tilde{K}_{v, \perp}(w), w\right)}{g(w, w)}<0 .
$$

Let $\delta(M, r)$ denote $\left\{-\widetilde{K}_{\text {min }, \perp}(M, r)\right\}^{1 / 2}$. From Lemma 4.4,

$$
\left|\left(\mathscr{U}_{v, \infty}(t) x, x\right)\right| \leq \delta(M, r)
$$

on $c_{v}$ for all unit vectors $x \in \boldsymbol{R}^{n-1}$ and all $v \in S_{r} M$. Since $\mathscr{U}_{v, \infty}(t)$ is symmetric,

$$
\left\|\mathscr{U}_{v, \infty}(t) x\right\| \leq \delta(M, r)
$$

on $c_{v}$ for all unit vectors $x \in R^{n-1}$ and all $v \in S_{r} M$. Therefore, we obtain the following result:

Lemma 7.4. There exists some $\alpha_{2}(M, r)>0$ such that

1. for all $\xi \in E^{s}(v)$

$$
g\left(\frac{D}{d t} J_{\xi}(t), \frac{D}{d t} J_{\xi}(t)\right) \leq \alpha_{2}(M, r) \exp (-2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi)) \quad(t \geq 0)
$$

2. for all $\xi \in E^{u}(v)$

$$
g\left(\frac{D}{d t} J_{\xi}(t), \frac{D}{d t} J_{\xi}(t)\right) \leq \alpha_{2}(M, r) \exp (2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi)) \quad(t \leq 0)
$$

Proof. Let $\xi \in E^{s}(v) \oplus E^{u}(v)$, and let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. First,

$$
\frac{D}{d t} J_{\xi}=\sum_{i=1}^{n}\left(\dot{f}_{\xi, i}+\sum_{j=1}^{n} \Omega_{\dot{c}_{v}, j}^{i} f_{\xi, j}\right) V_{i}=\sum_{i=2}^{n}\left(\dot{f}_{\xi, i}+\sum_{j=1}^{n} \Omega_{\dot{c}_{v}, j}^{i} f_{\xi, j}\right) V_{i}
$$

since $(1 / r) g\left((D / d t) J_{\xi}, \dot{c}_{v}\right)=\dot{f}_{\xi, 1}+\sum_{j=2}^{n} \Omega_{\dot{c}_{v}, j}^{1} f_{\xi, j} \equiv 0$. Then,

$$
\begin{aligned}
& g\left(\frac{D}{d t} J_{\xi}(t), \frac{D}{d t} J_{\xi}(t)\right)=\sum_{i=2}^{n}\left(\dot{f}_{\xi, i}+\sum_{j=1}^{n} \Omega_{\dot{c}_{v}, j}^{i} f_{\xi, j}\right)^{2} \\
& \quad \leq \sum_{i=2}^{n}\left\{2\left(\dot{f}_{\xi, i}+\sum_{j=2}^{n} \Omega_{\dot{c}_{v, j}}^{i} f_{\xi, j}\right)^{2}+2\left(\Omega_{\dot{c}_{v}, 1}^{i} f_{\xi, 1}\right)^{2}\right\} \\
& \quad=2\left\|\frac{d}{d t}\left\{\exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v, \infty} f_{\xi, \perp}(0)\right\}\right\|^{2}+2 f_{\xi, 1}^{2} \sum_{i=2}^{n}\left(\Omega_{\dot{c}_{v}, 1}^{i}\right)^{2} \\
& \quad \leq\left\|\Omega_{\dot{c}_{v, \perp}} \exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v, \infty} f_{\xi, \perp}(0)\right\|^{2}+4\left\|\mathscr{U}_{v, \infty} \mathscr{Y}_{v, \infty} f_{\xi, \perp}(0)\right\|^{2}+2 f_{\xi, 1}^{2} \sum_{i=2}^{n}\left(\Omega_{\dot{c}_{v}, 1}^{i}\right)^{2} \\
& \quad \leq\left\{\max _{w \in S_{1} M} g(\Omega(w), \Omega(w))+4 \delta(M, r)^{2}\right\}\left\|\mathscr{Y}_{v, \infty} f_{\xi, \perp}(0)\right\|^{2}+2 f_{\xi, 1}^{2} \max _{w \in S_{1} M} g(\Omega(w), \Omega(w)) \\
& \quad \leq\left\{3 \max _{w \in S_{1} M} g(\Omega(w), \Omega(w))+4 \delta(M, r)^{2}\right\} g\left(J_{\xi}(t), J_{\xi}(t)\right) .
\end{aligned}
$$

Therefore, if $\alpha_{2}(M, r)$ is defined by

$$
\alpha_{2}(M, r)=\left\{3 \max _{w \in S_{1} M} g(\Omega(w), \Omega(w))+4 \delta(M, r)^{2}\right\} \alpha_{1}(M, r)
$$

We are done by Lemma 7.3.
q.e.d.

Lemma 7.5. There exists some $\alpha(M, r)>0$ such that

1. for all $\xi \in E^{s}(v)$

$$
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) \leq \alpha(M, r)^{2} \exp (-2 \gamma(M, r) t) \tilde{g}(\xi, \xi) \quad(t \geq 0),
$$

2. for all $\xi \in E^{u}(v)$

$$
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) \leq \alpha(M, r)^{2} \exp (2 \gamma(M, r) t) \tilde{g}(\xi, \xi) \quad(t \leq 0)
$$

Proof. Let $\xi \in E^{s}(v)$. By Lemma 7.3 and 7.4, we find

$$
\begin{aligned}
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) & \leq\left(\alpha_{1}(M, r)+\alpha_{2}(M, r)\right) \exp (-2 \gamma(M, r) t) g(d \pi(\xi), d \pi(\xi)) \\
& \leq\left(\alpha_{1}(M, r)+\alpha_{2}(M, r)\right) \exp (-2 \gamma(M, r) t) \tilde{g}(\xi, \xi)
\end{aligned}
$$

for $t \geq 0$. Let us set $\alpha(M, r)=\left\{\alpha_{1}(M, r)+\alpha_{2}(M, r)\right\}^{1 / 2}>1$. Then, the first inequality is obtained. The second inequality is proved in the same way.
q.e.d.

Lemma 7.6. There exists some $\beta(M, r)>0$ such that for all $\xi \in E^{s}(v) \oplus E^{u}(v)$

$$
g\left(\operatorname{pr}_{v}(d \pi(\xi)), \operatorname{pr}_{v}(d \pi(\xi))\right) \geq \beta(M, r)^{2} \tilde{g}(\xi, \xi) .
$$

Proof. Setting $t=0$ in Lemmas 7.3 and 7.4, we have

$$
\tilde{g}(\xi, \xi) \leq \alpha(M, r)^{2} g(d \pi(\xi), d \pi(\xi))
$$

From the proof of Lemma 7.3,

$$
g(d \pi(\xi), d \pi(\xi)) \leq \alpha_{1}(M, r) g\left(\operatorname{pr}_{v}(d \pi(\xi)), \operatorname{pr}_{v}(d \pi(\xi))\right)
$$

Then set $\beta(M, r)=1 / \alpha(M, r)^{3 / 2}<1$.
q.e.d.

Corollary 7.7. 1. For all $\xi \in E^{s}(v)$

$$
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) \geq \beta(M, r)^{2} \exp (-2 \gamma(M, r) t) \tilde{g}(\xi, \xi) \quad(t \leq 0)
$$

2. For all $\xi \in E^{u}(v)$

$$
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) \geq \beta(M, r)^{2} \exp (2 \gamma(M, r) t) \tilde{g}(\xi, \xi) \quad(t \geq 0)
$$

Proof. Let $\xi \in E^{s}(v)$, and let $J_{\xi}=\sum_{i=1}^{n} f_{\xi, i} V_{i}$. By Lemma 4.6,

$$
\begin{aligned}
\tilde{g}\left(d \varphi_{t}(\xi), d \varphi_{t}(\xi)\right) & \geq g\left(J_{\xi}(t), J_{\xi}(t)\right) \\
& \geq\left\|\exp \left(-\theta_{v, \perp}\right) \mathscr{Y}_{v,+\infty} \boldsymbol{f}_{\xi, \perp}(0)\right\|^{2} \\
& \geq \exp (-2 \gamma(M, r) t) g\left(\operatorname{pr}_{v}(d \pi(\xi)), \operatorname{pr}_{v}(d \pi(\xi))\right)
\end{aligned}
$$

for $t \leq 0$. By Lemma 7.6, the first inequality is obtained. The second inequality is proved in the same way.
q.e.d.

By Lemma 7.5 and 7.7, the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ satisfies the second condition of Definition 7.1. Therefore, the proof of Theorem 7.2 is completed.

Corollary 7.8. Let $(M, g)$ be a compact Riemannian manifold with negative sectional curvature of dimension $n \geq 2$, and let $\kappa_{\max }(M)$ denote the maximum of sectional curvature of $M$. If

$$
\max _{u, w \in S_{1} M}\{r g(u,(\nabla \Omega)(w ; w))+g(\Omega(w), \Omega(w))\}<-r^{2} \kappa_{\max }(M),
$$

then the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ is of Anosov type.
Corollary 7.9. Let $(M, g)$ be a compact orientable surface with constant curvature $\kappa$, and let $B=b \operatorname{vol}_{M}(b \in \boldsymbol{R})$. If $r^{2} \kappa+b^{2}<0$, then the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ is of Anosov type.

Corollary 7.10. Let $(M, g)$ be a compact Kähler manifold with constant holomorphic sectional curvature $\kappa$. Let $B_{M}$ denote the Kähler form, and let $B=b B_{M}(b \in \boldsymbol{R})$. If $r^{2} \kappa+b^{2}<0$, then the magnetic flow $\varphi_{t}: S_{r} M \rightarrow S_{r} M$ associated with $B$ is of Anosov type.
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