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#### Abstract

Using the functional equation of the local zeta function attached to the quadratic form due to Rallis and Schiffmann and the $t$-representation introduced by Bikulov, we obtain an asymptotic expansion of the Green function defined on the even-dimensional space of $p$-adic numbers.


Introduction. Let $\boldsymbol{Q}$ be the field of rational numbers, and $p$ a fixed prime number. The completion of $\boldsymbol{Q}$ with respect to the $p$-adic norm gives the field of $p$-adic numbers $\boldsymbol{Q}_{p}$. Any $x \in \boldsymbol{Q}_{p}$ can be expressed as $x=p^{v} \sum_{j=0}^{\infty} a_{j} p^{j}$ with integers $a_{j}$ satisfying $0 \leq a_{j} \leq p-1, a_{p} \neq 0$. To define the Fourier transform, the standard character $\chi_{p}(k x)=$ $\exp \left(2 \pi i\{k x\}_{p}\right)$ is used. Here $\{x\}_{p}=p^{v} \sum_{j=0}^{-v-1} a_{j} p^{j}$ is the decimal part of a $p$-adic number $x$. We use the theory of $\boldsymbol{C}$-valued distributions on $\boldsymbol{Q}_{p}$. For example, the distribution $|x|_{p}^{\alpha},(\alpha \in \boldsymbol{C})$ and the $p$-adic Dirac $\delta$-distribution $\delta(x)$ are defined. Their Fourier transforms are

$$
\int_{\mathbf{Q}_{p}}|x|_{p}^{\alpha} \chi_{p}(k x) d x=\Gamma_{p}(\alpha+1)|k|_{p}^{-\alpha-1} \quad \text { and } \quad \int_{\mathbf{Q}_{p}} \delta(x) \chi_{p}(k x) d x=1,
$$

where $\Gamma_{p}(\alpha)=\left(1-p^{\alpha-1}\right) /\left(1-p^{-\alpha}\right)$ is the $p$-adic $\Gamma$-function and $d x$ is the Haar measure on $\boldsymbol{Q}_{p}$ such that the volume of the unit ball $\left\{\left.x \in \boldsymbol{Q}_{p}| | x\right|_{p} \leq 1\right\}$ is 1 .

The $n$-dimensional $p$-adic space $Q_{p}^{n}$ has the standard norm $|x|_{p}=\max _{1 \leq j \leq n}\left|x_{j}\right|_{p}$, $x=\left(x_{1}, \ldots, x_{n}\right) \in \boldsymbol{Q}_{p}^{n}$. The Fourier transform is defined with respect to the character $\chi_{p}((k, x))=\prod_{j=1}^{n} \chi_{p}\left(k_{j} x_{j}\right)$, where $(k, x)=\sum_{j=1}^{n} k_{j} x_{j}$. We consider a propagator which is the inverse Fourier transform of a kinetic operator ( $\square+m^{2}$ ), $m \in \boldsymbol{R}$. We have the following possible choice of the scalar propagators in $\boldsymbol{Q}_{p}^{n}$ :

$$
\begin{equation*}
\frac{1}{\left|(k, k)+m^{2}\right|_{p}}, \frac{1}{|(k, k)|_{p}+m^{2}}, \frac{1}{\left|k_{1}\right|_{p}^{2}+\cdots+\left|k_{n}\right|_{p}^{2}+m^{2}}, \frac{1}{|k|_{p}^{2}+m^{2}}, \frac{1}{|k, m|_{p}^{2}} \tag{1.1}
\end{equation*}
$$

where $k \in \boldsymbol{Q}_{p}^{n}$ and $|k, m|_{p}=\max \left(|k|_{p},|m|_{p}\right)$.
In the one-dimensional case, the second, third and fourth propagators coincide; it is this version that was applied in quantum mechanics [8]. In the massless 2-dimensional case, the fourth version was proposed in [5], using another $p$-adic norm $|k|_{p}:=\left|\sum_{j} k_{j}\right|_{p}$. The fifth version was calculated in [7].

In particular, the second version was proposed for $p$-adic quantum field theory: Let $\Delta_{p}$ be Vladimirov's operator in [8], which is defined by

$$
\begin{equation*}
\left(\Delta_{p} \varphi\right)(x)=\int_{\mathbf{Q}_{p}^{n}}|(k, k)|_{p} \chi_{p}((k, x)) \tilde{\varphi}(k) d k, \quad \varphi \in S\left(\boldsymbol{Q}_{p}^{n}\right) \tag{1.2}
\end{equation*}
$$

where $S\left(\boldsymbol{Q}_{p}^{n}\right)$ is the space of Schwartz-Bruhat functions on $\boldsymbol{Q}_{p}^{n}$ and $\tilde{\varphi}$ is the Fourier transform of $\varphi$. Vladimirov and Volovich [9] proposed the Green Function $G(x)$ that satisfies $\left(\Delta_{p}+m^{2}\right) G(x)=\delta(x)$ :

$$
\begin{equation*}
G(x)=\int_{\mathbf{Q}_{p}^{n}} \frac{\chi_{p}((k, x))}{|(k, k)|_{p}+m^{2}} d k, \quad m \in \boldsymbol{R}_{>0} \tag{1.3}
\end{equation*}
$$

The properties of the Green function for $n=1$ are studied in [8]. Since

$$
\frac{1}{|(k, k)|_{p}+m^{2}}=\lim _{\varepsilon \rightarrow \infty} \int_{0}^{\varepsilon} \exp \left(-m^{2} \theta-|(k, k)|_{p} \theta\right) d \theta, \quad \theta \in \boldsymbol{R}_{>0}
$$

we have

$$
G(x)=\lim _{N \rightarrow \infty} \int_{\left(p^{-N} Z_{p}\right)^{n}} \chi_{p}((k, x))\left(\lim _{\varepsilon \rightarrow \infty} \int_{0}^{\varepsilon} \exp \left(-m^{2} \theta-|(k, k)|_{p} \theta\right) d \theta\right) d k
$$

Since $\left|\chi_{p}((k, x)) \int_{0}^{\varepsilon} \exp \left(-m^{2} \theta-|(k, k)|_{p} \theta\right) d \theta\right| \leq 1 /\left(|(k, k)|_{p}+m^{2}\right) \in L^{1}\left(\left(p^{-N} Z_{p}\right)^{n}\right)$, by Lebesgue's theorem and Fubini's theorem, we obtain

$$
G(x)=\lim _{N, \varepsilon \rightarrow \infty} \int_{0}^{\varepsilon} \exp \left(-m^{2} \theta\right) \int_{\left(p^{-N} Z_{p}\right)^{n}} \chi_{p}((k, x)) \exp \left(-|(k, k)|_{p} \theta\right) d k d \theta .
$$

Expanding $\exp \left(-|(k, k)|_{p} \theta\right)$ into the Taylor series and using Weierstrass' criterion, we obtain

$$
\begin{equation*}
G(x)=\lim _{N, \varepsilon \rightarrow \infty} \int_{0}^{\varepsilon} \exp \left(-m^{2} \theta\right) \sum_{\alpha=0}^{\infty} \frac{(-\theta)^{\alpha}}{\alpha!}\left(\int_{\left(p^{-N} \boldsymbol{Z}_{p}\right)^{n}}|(k, k)|_{p}^{\alpha} \chi_{p}((k, x)) d k\right) d \theta \tag{1.4}
\end{equation*}
$$

For convenience, we put

$$
\begin{equation*}
J=J(\alpha, n)=\int_{\left(p^{-N} Z_{p}\right)^{n}}|(k, k)|_{p}^{\alpha} \chi_{p}((k, x)) d k \tag{1.5}
\end{equation*}
$$

Bikulov [1] studied the properties of the Green function for $n=2$ and $p \geq 3$ by calculating (1.5) in a new method (he call it the t-representation). More generally, Kochubei [4] introduced the Green function of the pseudodifferential operator with the symbol $|Q(\xi)|_{p}^{\alpha}$, where $\alpha>0, p \neq 2$, and $Q(\xi)=Q\left(\xi_{1}, \ldots, \xi_{n}\right)$ is a nondegenerate quadratic form on $\boldsymbol{Q}_{p}^{n}$ with coefficients in $\boldsymbol{Q}_{p}$ that satisfies the condition

$$
\begin{equation*}
Q(\xi) \neq 0 \quad \text { if } \quad\left|\xi_{1}\right|_{p}+\cdots+\left|\xi_{n}\right|_{p} \neq 0 \tag{1.6}
\end{equation*}
$$

It is given by the inverse Fourier transform of the function $(Q(\xi)+\lambda)^{-1}, \lambda \in \boldsymbol{R}_{>0}$. However, as is well known, quadratic forms that satisfy the condition (1.6) exist only for $n \leq 4$. Thus he gave the asymptotic expansion of the Green function (1.3) for $n=2$ and $n=4$.

On the other hand, Rallis and Schiffmann [6] investigated a distribution

$$
\varphi \mapsto Z_{Q}(\varphi, \chi, \alpha)=\int_{E} \varphi(x) \chi(Q(x))|Q(x)|^{\alpha-n / 2} d x
$$

where $\alpha \in \boldsymbol{C}, E$ is an $n$-dimensional vector space over the local field $K$ of characteristic different from $2, Q$ is the quadratic form on $E$, and $\chi$ is a unitary character of $K^{*}=K \backslash\{0\}$.

In this paper, using the functional equation (2.11) of the local zeta function $Z_{Q}(\varphi, \chi, s)$, we calculate (1.5) for any even dimension $n$ and prime number $p \geq 3$. Furthermore, using the $t$-representation, we directly calculate (1.5) for any even dimension $n$ and $p=2$. By using the results of (1.5), we obtain an asymptotic expansion of $G(x)$ for any even-dimensional space. In §2, we summarize the fundamental properties of the local zeta function. We prove the main theorems in $\S 3$ and $\S 4$.

In the original manuscript, the author used the method of $t$-representation and proved Lemma 3.3 by estimating a complicated integral. Then, Professor Fumihiro Sato suggested to simplify the proof by using the local functional equation of the prehomogeneous vector space. His advice gave a new proof of Lemma 3.3, a nice perspective and the possibility of a generalization. The author is very grateful to Professor Sato.

Finally, thanks are due to Professor Yasuo Morita for invaluable advice.
2. The functional equation of the local zata function. In this section, we summarize well-known classical results on the local zeta function attached to a quadratic form. For the proofs and more details, see [2], [6] and [11].

Let $G$ be a locally compact abelian group and $G^{*}$ the Pontrjagin dual of $G$. For $x \in G$ and $x^{*} \in G^{*}$, we write $\left\langle x, x^{*}\right\rangle=x^{*}(x)$. Let $d x$ be the Haar measure on $G$ and $d x^{*}$ the Haar measure on $G^{*}$ which is dual to $d x$. A continuous mapping $\varphi$ from $G$ to the group $T=\{z \in \boldsymbol{C}| | z \mid=1\}$ is a quadratic character of $G$ if the mapping

$$
\begin{equation*}
(x, y) \mapsto \varphi(x+y) \varphi(x)^{-1} \varphi(y)^{-1}, \quad x, y \in G \tag{2.1}
\end{equation*}
$$

is a bicharacter of $G \times G$. Then we can put

$$
\begin{equation*}
\varphi(x+y)=\varphi(x) \varphi(y)\langle x, \rho y\rangle, \tag{2.2}
\end{equation*}
$$

where $\rho=\rho_{\varphi}$ is a symmetric continuous homomorphism of $G$ to $G^{*}$. The quadratic character $\varphi$ is nondegenerate if $\rho$ is an isomorphism of $G$ onto $G^{*}$. If $\varphi$ is nondegenerate, the modulus $|\rho|$ of $\rho$ is defined by the formula

$$
\begin{equation*}
|\rho| \int_{G} u(\rho x) d x=\int_{G^{*}} u\left(x^{*}\right) d x^{*}, \quad u \in L^{1}\left(G^{*}\right) . \tag{2.3}
\end{equation*}
$$

Note that the modulus of $\rho$ depends on the choice of $d x$.
Let $\Lambda(G)$ be the space consisting of continuous functions $u$ in $L^{1}(G)$ such that the Fourier transform $\hat{u}$ is in $L^{1}\left(G^{*}\right)$.

Theorem 2.1 (cf. [11, p. 161], [2, p. 95]). If $\varphi$ is a nondegenerate quadratic character of $G$, then there exists a complex constant $r(\varphi)$ of modulus 1 (called the Weil constant) such that

$$
\begin{equation*}
\int_{G} \varphi(x) \hat{u}(\rho x) d x=r(\varphi)|\rho|^{-1 / 2} \int_{G} \overline{\varphi(x)} u(x) d x, \text { for any } u \in \Lambda(G) . \tag{2.4}
\end{equation*}
$$

This means that the Fourier transform of the quadratic character $\varphi$ is $r(\varphi)|\rho|^{-1 / 2} \overline{\varphi(x)}$. From now on, we choose the unique Haar measure $d x$ such that $|\rho|=1$; this measure is said to be adapted for $\varphi$. We identify $G$ with $G^{*}$ by means of $\rho$.

Proposition 2.2 (cf. [11, p. 170]). Let $G_{1}\left(\right.$ resp. $\left.G_{2}\right)$ be a locally compact group and $\varphi_{1}\left(\right.$ resp. $\left.\varphi_{2}\right)$ a nondegenerate quadratic character of $G_{1}\left(\right.$ resp. $\left.G_{2}\right)$. Then the mapping

$$
\varphi_{1} \otimes \varphi_{2}:\left(x_{1}, x_{2}\right) \mapsto \varphi_{1}\left(x_{1}\right) \varphi_{2}\left(x_{2}\right)
$$

is a nondegenerate quadratic character of $G_{1} \times G_{2}$, and $r\left(\varphi_{1} \otimes \varphi_{2}\right)=r\left(\varphi_{1}\right) r\left(\varphi_{2}\right)$.
Now, let $K$ be a local field of characteristic different from 2, and $\tau$ a nontrivial additive character of $K$. Let $E$ be an $n$-dimensional vector space over $K$, and $E^{*}$ the algebraic dual of $E$. If $Q$ is a nondegenerate quadratic form on $E$, then $\tau \circ Q$ is a nondegenerate quadratic character of $E$. Let $B(x, y)=\{Q(x+y)-Q(x)-Q(y)\}$ be the nondegenerate symmetric bilinear form associated with $Q$. Then the isomorphism $\rho$ of $E$ onto $E^{*}$ with respect to $\tau \circ Q$ is defined by $\langle x, \rho y\rangle=\tau(B(x, y))$. Let $d x$ be the Haar measure on $E$ which is adapted for $\tau \circ Q$. Then the Fourier transform is defined by

$$
\begin{equation*}
\hat{u}(y)=\int_{E} u(x) \tau(B(x, y)) d x, \quad u \in L^{1}(E) . \tag{2.5}
\end{equation*}
$$

By Theorem 2.1, there exists a constant $r(Q)=r(\tau \circ Q)$ such that

$$
\begin{equation*}
\int_{E} \hat{u}(x) \tau(Q(x)) d x=r(Q) \int_{E} u(x) \tau(-Q(x)) d x . \tag{2.6}
\end{equation*}
$$

This formula is valid for any $u \in \Lambda(E)$ and, in particular, for any Schwartz-Bruhat function $u$ on $E$. The constant $r(Q)$ depends on the choice of $\tau$. Let $(,)_{H}$ be the Hilbert symbol. If we put

$$
h_{a}(b)=(a, b)_{H},
$$

then $a \mapsto h_{a}$ is an isomorphism of the finite abelian group $K^{*} /\left(K^{*}\right)^{2}$ onto its dual. We
can find a coordinate system on $E$ such that

$$
\begin{equation*}
Q(x)=a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2} \quad\left(a_{j} \in K^{*}, j=1, \ldots, n\right) . \tag{2.7}
\end{equation*}
$$

Suppose $K$ is ultrametric. Then the quadratic form $Q$ is characterized by three invariants: The dimension $n$, the discriminant $D=a_{1} \cdots a_{n}\left(K^{*}\right)^{2}$ and the Hasse-Minkowski character $\prod_{k<j}\left(a_{k}, a_{j}\right)_{H}$. We put $\triangle=(-1)^{[n / 2]} D$, where the symbol $[x]$ denotes the greatest integer not exceeding $x$. By Proposition 2.2 and (2.6), we have the following proposition.

Proposition 2.3 (cf. [6, pp. 499-504]). Let $q(x)=x^{2}$ be the quadratic form on $K$; put $f(a)=r(a q)$ for $a \in K^{*}$; and let $Q$ be as in (2.7). Then we have:
( i ) $\varphi(x)=f(x) / f(1)$ is a nondegenerate quadratic character of $K^{*} /\left(K^{*}\right)^{2}$ associated to the isomorphism $a \mapsto h_{a}$,
(ii) $r(\varphi)^{-1}=\sum_{a \in K^{*} /\left(K^{*}\right) 2} \overline{\varphi(a)}$;
(iii) $r(Q)=f(1)^{n-1} f(D) \prod_{k<j}\left(a_{k}, a_{j}\right)_{H}$.

For $t \in K^{*}$, we calculate the number $r(t Q)$. As a function of $t, r(t Q)$ is invariant under the subgroup $\left(K^{*}\right)^{2}$ of $K^{*}$. Thus we can put

$$
\begin{equation*}
r(t Q)=\sum_{a \in \mathbf{K}^{*} /\left(\mathbf{K}^{*}\right)^{2}} \beta_{a}(Q) h_{a}(t), \quad\left(\beta_{a}(Q) \in \boldsymbol{C}\right) . \tag{2.8}
\end{equation*}
$$

Proposition 2.4 (cf. [6, p. 505]). If $K$ is ultrametric, then we have

$$
r(t Q)= \begin{cases}r(Q) h_{\Delta}(t) & \text { if } n \text { is even }  \tag{2.9}\\ r(Q) r(\varphi) f(1) & \sum_{a \in K^{*} /\left(K^{*}\right)^{2}} \overline{f(a \triangle)} h_{a}(t) \\ \text { if } n \text { is odd } .\end{cases}
$$

Let $\chi$ be a unitary character of $K^{*}$ and $\alpha$ a complex number. For $\varphi \in S(E)$, we define the local zeta function $Z_{Q}(\varphi, \chi, \alpha)$ by

$$
\begin{equation*}
Z_{Q}(\varphi, \chi, \alpha)=\int_{E} \varphi(x) \chi(Q(x))|Q(x)|^{\alpha-n / 2} d x \tag{2.10}
\end{equation*}
$$

Theorem 2.5 (cf. [6, p. 521]). The integral (2.10) is absolutely convergent for $\operatorname{Re}(\alpha)>0(r e s p . \operatorname{Re}(\alpha)>n / 2-1)$ if $Q$ is anisotropic (resp. if $Q$ is isotropic). Further, as a function of $\alpha, Z_{Q}(\varphi, \chi, \alpha)$ has an analytic continuation to a meromorphic function on $\boldsymbol{C}$, and satisfies the functional equation

$$
\begin{equation*}
Z_{Q}(\varphi, \chi, \alpha)=\rho(\chi, \alpha-n / 2+1) \sum_{a \in K^{*} /\left(K^{*}\right)^{2}} \overline{\beta_{a}(Q)} h_{a}(-1) \rho\left(\chi h_{a}, \alpha\right) Z_{Q}\left(\hat{\varphi}, \chi^{-1} h_{a}^{-1}, n / 2-\alpha\right), \tag{2.11}
\end{equation*}
$$

where $\beta_{a}(Q)$ is defined in (2.8) and $\rho(\chi, \alpha)$ is the gamma factor of Tate. Hence for all $\varphi \in S(K)$, we have

$$
\begin{equation*}
\int_{K^{*}} \varphi(t) \chi(t)|t|^{\alpha} d^{*} t=\rho(\chi, \alpha) \int_{K^{*}} \hat{\varphi}(t) \chi^{-1}(t)|t|^{1-\alpha} d^{*} t, \quad 0<\operatorname{Re}(\alpha)<1 \tag{2.12}
\end{equation*}
$$

3. Calculation of $J=J(\alpha, n)$ for an odd prime $p$. In this section, we use the functional equation of the local zeta function and calculate $J$. From now on, we choose the standard quadratic form $Q(x)=(x, x)$ on $\boldsymbol{Q}_{p}^{n}$, and apply the results of the preceding section.

For a unitary character $\chi$ of $\boldsymbol{Q}_{p}^{*}$ and a test function $\varphi \in S\left(\boldsymbol{Q}_{p}^{n}\right)$, the local zeta function $Z_{Q}(\varphi, \chi, \alpha)$ is given by

$$
\begin{equation*}
Z_{Q}(\varphi, \chi, \alpha)=\int_{\left\{k \in \boldsymbol{Q}_{p}^{n} \mid(k, k) \neq 0\right\}} \varphi(k) \chi((k, k))|(k, k)|_{p}^{\alpha-n / 2} d k \tag{3.1}
\end{equation*}
$$

When $\chi$ is trivial, we simply write $Z_{Q}(\varphi, \alpha)$. For any integer $N$ and $y \in \boldsymbol{Q}_{p}$, let $\mathrm{ch}_{N, y}(k)$ denote the characteristic function of $y+\left(p^{-N} \boldsymbol{Z}_{p}\right)^{n}$. Fix an element $x \in \boldsymbol{Q}_{p}^{n}$ and put

$$
\begin{equation*}
\psi_{N, x}(k)=\chi_{p}((k, x)) \operatorname{ch}_{N, 0}(k) \tag{3.2}
\end{equation*}
$$

Then $\psi_{N, x}(k)$ is in $S\left(\boldsymbol{Q}_{p}^{n}\right)$ and we have

$$
\begin{equation*}
J=J(\alpha, n)=Z_{Q}\left(\psi_{N, x}, \alpha+n / 2\right) . \tag{3.3}
\end{equation*}
$$

By the functional equation (2.11), we have

$$
\begin{equation*}
J=\rho(1, \alpha+1) \sum_{a \in \boldsymbol{Q}_{\bar{p}}^{*} /\left(\mathbf{Q}_{\bar{*}}^{*}\right)^{2}} \overline{\beta_{a}(Q)} h_{a}(-1) \rho\left(h_{a}, \alpha+n / 2\right) Z_{Q}\left(\hat{\psi}_{N, x}, h_{a}^{-1},-\alpha\right) . \tag{3.4}
\end{equation*}
$$

Note that

$$
\hat{\psi}_{N, x}(k)=p^{n N} \times \operatorname{ch}_{-N,-x}(k) .
$$

Hence we have

$$
\begin{aligned}
Z_{Q}\left(\hat{\psi}_{N, x}, h_{a}^{-1},-\alpha\right) & =\int_{\left\{k \in \boldsymbol{Q}_{p}^{n}(k, k) \neq 0\right\}} \hat{\psi}_{N, x}(k) h_{a}^{-1}((k, k))|(k, k)|_{p}^{-(\alpha+n / 2)} d k \\
& =\int_{\left\{k \in \boldsymbol{Q}_{p}^{n} \mid(k, k) \neq 0\right\}} p^{n N} \operatorname{ch}_{-N,-x}(k) h_{a}^{-1}((k, k))|(k, k)|_{p}^{-(\alpha+n / 2)} d k \\
& =p^{n N} \int_{\left\{k \in-x+\left(p^{N} Z_{p}\right)^{n\}}\right.} h_{a}^{-1}((k, k))|(k, k)|_{p}^{-(\alpha+n / 2)} d k \\
& =h_{a}((x, x))|(x, x)|_{p}^{-(\alpha+n / 2)} \quad \text { for any } N \text { sufficiently large } .
\end{aligned}
$$

On the other hand, by calculating (2.12) for the trivial character $\chi$, we easily obtain $\rho(1, \alpha+1)=\Gamma_{p}(\alpha+1)$. Thus, for any $N$ sufficiently large, we have

$$
\begin{equation*}
J=\Gamma_{p}(\alpha+1)|(x, x)|_{p}^{-(\alpha+n / 2)} \sum_{a \in \boldsymbol{Q}_{\bar{p} /\left(\mathbf{Q}_{\hat{p}}^{*}\right)^{2}}} \overline{\beta_{a}(Q)} h_{a}(-(x, x)) \rho\left(h_{a}, \alpha+n / 2\right) . \tag{3.5}
\end{equation*}
$$

Proposition 3.1 (cf. [10, p. 130]). Let $p \neq 2$ and let $\varepsilon$ be a unit, $\varepsilon \notin\left(Q_{p}^{*}\right)^{2}$. Then

$$
h_{\varepsilon}(x)=(x, \varepsilon)_{H}=1 \quad \text { if and only if } v(x) \text { is even },
$$

where $|x|_{p}=p^{v(x)}, v(x) \in \boldsymbol{Z}$.
Proposition 3.2. For the trivial character $\chi$, we have

$$
\begin{gather*}
h_{-1}(t)=(t,-1)_{H}=\left\{\begin{array}{ll}
1 & \text { if } p \equiv 1(\bmod 4) \\
-1 & \text { if } p \equiv 3(\bmod 4)
\end{array} \text { for any } t \in \boldsymbol{Q}_{p}^{*},\right.  \tag{3.6}\\
\rho\left(h_{-1}, \alpha\right)= \begin{cases}\Gamma_{p}(\alpha) & \text { if } p \equiv 1(\bmod 4) \\
-\left(1+p^{\alpha-1}\right) /\left(1+p^{-\alpha}\right) & \text { if } p \equiv 3(\bmod 4) .\end{cases} \tag{3.7}
\end{gather*}
$$

Proof. Since $p \equiv 1(\bmod 4)$ if and only if $-1 \in\left(\boldsymbol{Q}_{p}^{*}\right)^{2}, h_{-1}(t)=1$ and $\rho\left(h_{-1}, \alpha\right)=$ $\Gamma_{p}(\alpha)$. Assume $p \equiv 3(\bmod 4)$. If $h_{-1}(t)=1$, then $t \in\left(\boldsymbol{Q}_{p}^{*}\right)^{2}$ and $t=a^{2}+b^{2}$ for some $a, b \in \boldsymbol{Q}_{p}^{*}$. Thus $a_{0}^{2}+b_{0}^{2} \equiv 0(\bmod p)$, i.e., -1 is a quadratic residue modulo $p$. Thus the Legendre symbol $(-1 / p)=1$. This is a contradiction. Hence $h_{-1}(t)=-1$. Next let $g_{\alpha}(t)=|t|_{p}^{\alpha-1} h_{-1}(t)$. Then $g_{\alpha}(t)$ is a multiplicative character of $\boldsymbol{Q}_{p}^{*}$ and is a homogeneous generalized function of degree $g_{\alpha}(t)$. Since $\hat{g}_{\alpha}(t k)=|t|_{p}^{-1} g_{\alpha}(1 / t) \hat{g}_{\alpha}(k)=|t|_{p}^{-\alpha} h_{-1}(t) \hat{g}_{\alpha}(k)$, the Fourier transform $\hat{g}_{\alpha}$ of $g_{\alpha}$ is a homogeneous generalized function of degree $|t|_{p}^{-\alpha} h_{-1}(t)$, i.e., $\hat{g}_{\alpha}(k)$ is proportional to degree $|k|_{p}^{-\alpha} h_{-1}(k)$. Hence we can write

$$
\begin{equation*}
\hat{g}_{\alpha}(k)=\Gamma_{p}\left(g_{\alpha}\right)|k|_{p}^{-\alpha} h_{-1}(k) \quad\left(\Gamma_{p}\left(g_{\alpha}\right) \in \boldsymbol{C}\right) . \tag{3.8}
\end{equation*}
$$

Putting $k=1$ in (3.8), we obtain

$$
\Gamma_{p}\left(g_{\alpha}\right)=-\hat{g}_{\alpha}(1)=-\int_{\mathbf{Q}_{p}} g_{\alpha}(t) \chi_{p}(t) d t
$$

Since $h_{-1}(t)=-1$ for all $t \in Q_{p}^{*}, g_{1}(t) \equiv-1$ and by Proposition 3.1, we can write $g_{\alpha}(t)=|t|_{p}^{\alpha-1+\pi i / \ln p}$. Therefore

$$
\begin{aligned}
\Gamma_{p}\left(g_{\alpha}\right) & =-\int_{\mathbf{Q}_{p}}|t|_{p}^{\alpha-1+\pi i / \ln p} \chi_{p}(t) d t \\
& =-\Gamma_{p}(\alpha+\pi i / \ln p)=-\left(1+p^{\alpha-1}\right) /\left(1+p^{-\alpha}\right)
\end{aligned}
$$

In the formula (2.12), let $\varphi(t)=\chi_{p}(t) \in S\left(Q_{p}\right)$. Then

$$
\begin{aligned}
\int_{\mathbf{Q}_{p}^{*}} \hat{\chi}_{p}(t) h_{-1}(t)|t|_{p}^{1-\alpha} d * t & =\int_{\mathbf{Q}_{p}} \chi_{p}(t) \hat{g}_{-\alpha+1}(t) d t \\
& =\Gamma\left(g_{-\alpha+1}\right) \int_{\mathbf{Q}_{p}} \chi_{p}(t) h_{-1}(t)|t|_{p}^{\alpha-1} d t \\
& =-\left(1+p^{-\alpha}\right) /\left(1+p^{\alpha-1}\right) \int_{\mathbf{Q}_{p}^{*}} \chi_{p}(t) h_{-1}(t)|t|_{p}^{\alpha} d^{*} t .
\end{aligned}
$$

Thus $\rho\left(h_{-1}, \alpha\right)=-\left(1+p^{\alpha-1}\right) /\left(1+p^{-\alpha}\right)$.
Now we calculate $J=J(\alpha, n)$. From (2.8) and (2.9), we observe the following: If $n$ is even, we have $\beta_{a}(Q)=0$ if $a \neq \triangle$ and $\beta_{\Delta}(Q)=r(Q)$, where $\Delta=(-1)^{n / 2}$; if $n$ is odd, we have $\beta_{a}(Q)=r(Q) r(\varphi) f(1) \overline{f(a \triangle)}$, where $\Delta=(-1)^{[n / 2]}$. Thus, for any $N$ sufficiently large, (3.5) can be rewritten as follows: If $n$ is even,

$$
\begin{equation*}
J=\overline{r(Q)} \Gamma_{p}(\alpha+1) h_{\Delta}(-(x, x)) \rho\left(h_{\Delta}, \alpha+n / 2\right)|(x, x)|_{p}^{-(\alpha+n / 2)} ; \tag{3.9}
\end{equation*}
$$

if $n$ is odd,

$$
\begin{equation*}
J=\overline{r(Q)} \cdot \overline{r(\varphi)} \Gamma_{p}(\alpha+1) h_{\Delta}(-(x, x)) \rho\left(h_{\Delta}, \alpha+n / 2\right)|(x, x)|_{p}^{-(\alpha+n / 2)}+\Phi((x, x)), \tag{3.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Phi((x, x))=\overline{r(Q)} \cdot \overline{r(\varphi)} \cdot \overline{f(1)} \Gamma_{p}(\alpha+1)|(x, x)|_{p}^{-(\alpha+n / 2)} \\
& \times \sum_{a \in \boldsymbol{Q}_{p}^{*} /\left(Q_{p}^{*}\right)^{2} ; a \neq \Delta} f(a \triangle) h_{a}(-(x, x)) \rho\left(h_{a}, \alpha+n / 2\right) .
\end{aligned}
$$

By Proposition 3.2, we obtain the following lemma.
Lemma 3.3. Let $Q$ be the standard quadratic form $(x, x)$ on $\boldsymbol{Q}_{p}^{n}$. For an arbitrary $\alpha \in C$ and any $N$ sufficiently large,
(a) if either $n \equiv 0(\bmod 4)$ or $[n \equiv 2(\bmod 4)$ and $p \equiv 1(\bmod 4)]$, then

$$
J(\alpha, n)=\overline{r(Q)} \Gamma_{p}(\alpha+1) \Gamma_{p}(\alpha+n / 2)|(x, x)|_{p}^{-(\alpha+n / 2)}
$$

(b) if $n \equiv 2(\bmod 4)$ and $p \equiv 3(\bmod 4)$, then

$$
J(\alpha, n)=\overline{r(Q)} \Gamma_{p}(\alpha+1) \frac{1+p^{\alpha+n / 2-1}}{1+p^{-(\alpha+n / 2)}}|(x, x)|_{p}^{-(\alpha+n / 2)}
$$

For convenience, we denoted by Cond. 1 the condition either $n \equiv 0(\bmod 4)$ or $[n \equiv 2(\bmod 4)$ and $p \equiv 1(\bmod 4)]$; Cond. 2 the condition $n \equiv 2(\bmod 4)$ and $p \equiv 3(\bmod 4)$.

Theorem 3.4. For any even dimension $n$ and $p \geq 3$, the Green function $G(x)$ defined by (1.3) has the following asymptotic expansion:

$$
G(x) \sim \begin{cases}\frac{-p^{n / 2}\left(p^{n / 2}-1\right)}{p(p+1)\left(p^{n / 2+1}-1\right)}\left(\frac{p}{m}\right)^{4} \frac{1}{|(x, x)|_{p}^{1+n / 2}} & \text { Cond. } 1 \\ \frac{p^{n / 2}\left(p^{n / 2}+1\right)}{p(p+1)\left(p^{n / 2+1}+1\right)}\left(\frac{p}{m}\right)^{4} \frac{1}{|(x, x)|_{p}^{1+n / 2}} & \text { Cond. 2 }\end{cases}
$$

Proof. Suppose that $n$ and $p$ satisfy Cond. 1. We substitute the formula (a) of Lemma 3.3 into the expression for the Green function (1.4):

$$
\begin{equation*}
G(x)=\overline{r(Q)} \int_{0}^{\infty} \exp \left(-m^{2} \theta\right) \sum_{\alpha=0}^{\infty} \frac{(-\theta)^{\alpha}}{\alpha!} \Gamma_{p}(\alpha+1) \Gamma_{p}(\alpha+n / 2)|(x, x)|_{p}^{-(\alpha+n / 2)} d \theta . \tag{3.11}
\end{equation*}
$$

For further simplification of (3.11), we substitute the following expansion

$$
\Gamma_{p}(\alpha+1) \Gamma_{p}(\alpha+n / 2)=\sum_{r=0}^{\infty} a_{r} p^{-n r / 2}\left[p^{-r \alpha}-\left(1+p^{n / 2-1}\right) p^{-(r-1) \alpha}+p^{n / 2-1} p^{-(r-2) \alpha}\right]
$$

where $a_{r}=\sum_{j=0}^{r} p^{(n / 2-1) j}$, into the expression (3.11). We can change the order of summations because the double series of $\alpha$ and $r$ are absolutely convergent. Thus we have

$$
\begin{aligned}
& G(x)=\left.\overline{r(Q) \mid}(x, x)\right|_{p} ^{-n / 2} \int_{0}^{\infty} \exp \left(-m^{2} \theta\right) \sum_{r=0}^{\infty} \frac{a_{r}}{p^{n r / 2}} \\
& \quad \times\left[\exp \left(\frac{-\theta p^{-r}}{|(x, x)|_{p}}\right)-\left(1+p^{n / 2-1}\right) \exp \left(\frac{-\theta p^{-(r-1)}}{|(x, x)|_{p}}\right)+p^{n / 2-1} \exp \left(\frac{-\theta p^{-(r-2)}}{|(x, x)|_{p}}\right)\right] d \theta .
\end{aligned}
$$

The above series converges uniformly, so that by term by term integration and passage to limit, we obtain

$$
\begin{aligned}
G(x)= & \left.\overline{r(Q) \mid}(x, x)\right|_{p} ^{1-n / 2} \sum_{r=0}^{\infty} a_{r} p^{-n r / 2} \\
& \times\left[\frac{1}{m^{2}|(x, x)|_{p}+p^{-r}}-\frac{1+p^{n / 2-1}}{m^{2}|(x, x)|_{p}+p p^{-r}}+\frac{p^{n / 2-1}}{m^{2}|(x, x)|_{p}+p^{2} p^{-r}}\right] \\
= & \left.\overline{r(Q) \mid}(x, x)\right|_{p} ^{1-n / 2}(p-1) \sum_{r=0}^{\infty} a_{r} p^{-(n / 2+1) r} \\
& \times \frac{p^{-r}\left(p^{2}-p^{n / 2}\right)-\left(p^{n / 2}-1\right) m^{2}|(x, x)|_{p}}{\left(m^{2}|(x, x)|_{p}+p^{-r}\right)\left(m^{2}|(x, x)|_{p}+p p^{-r}\right)\left(m^{2}|(x, x)|_{p}+p^{2} p^{-r}\right)} .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \lim _{\|\left.(x, x)\right|_{p} \rightarrow \infty} r(Q)|(x, x)|_{p}^{1+n / 2} G(x) \\
& \quad=\frac{(p-1)\left(1-p^{n / 2}\right)}{m^{4}} \sum_{r=0}^{\infty} a_{r} p^{-(n / 2+1) r} \\
& \quad=\frac{(p-1)\left(1-p^{n / 2}\right)}{\left(1-p^{n / 2-1}\right) m^{4}}\left(\sum_{r=0}^{\infty} p^{-(n / 2+1) r}-p^{(n / 2-1)} \sum_{r=0}^{\infty} p^{-2 r}\right) \\
& \quad=\frac{-p^{n / 2}\left(p^{n / 2}-1\right)}{p(p+1)\left(p^{n / 2+1}-1\right)}\left(\frac{p}{m}\right)^{4} .
\end{aligned}
$$

Similarly, in the case Cond. 2, we obtain the desired result if we use the expansion

$$
\Gamma_{p}(\alpha+1) \frac{1+p^{\alpha+n / 2-1}}{1+p^{-(\alpha+n / 2)}}=\sum_{r=0}^{\infty} b_{r} p^{-n r / 2}\left[p^{-r \alpha}-\left(1-p^{n / 2-1}\right) p^{-(r-1) \alpha}-p^{n / 2-1} p^{-(r-2) \alpha}\right],
$$

where $b_{r}=\sum_{j=0}^{r}(-1)^{r-j} p^{(n / 2-1) j}$.
4. An alternative method for $p=2$. In this section, we calculate $J(\alpha, n)$ for any even dimension $n$ and $p=2$ by using the $t$-representation introduced by Bikulov [1] and obtain an asymptotic expansion of the Green function.
4.1. Gaussian integrals on an arbitrary locally abelian group were considered by Weil in 1964. In the theory of $p$-adic quantum mechanics which is based on the calculation of Gaussian integrals, explicit calculations in special cases were performed by Vladimirov, Volovich, Zelenov, etc. in 1988.

Integrals of the form $\int \chi_{p}\left(a x^{2}+b r\right) d x$ are called Gaussian integrals. In order to calculate Gaussian integrals on $\boldsymbol{Q}_{p}$, we will use the following formulas, (see [8], [9], [10], [12] for the proofs):

$$
\begin{gather*}
\int_{|x|_{p} \leq p^{r}} d x=p^{r}  \tag{4.1}\\
\int_{|x|_{p} \leq p^{r}} \chi_{p}(k x) d x=p^{r} \Omega\left(p^{r}|k|_{p}\right),
\end{gather*}
$$

where $\Omega(x)$ is 1 if $0 \leq x \leq 1$ and 0 if $x>1$;

$$
\int_{|x|_{p}=p^{r}} \chi_{p}(k x) d x= \begin{cases}p^{r}\left(1-p^{-1}\right) & \text { for }|k|_{p} \leq p^{-r}  \tag{4.3}\\ -p^{r-1} & \text { for }|k|_{p}=p^{-r+1} \\ 0 & \text { for }|k|_{p}>p^{-r+1}\end{cases}
$$

and we use an arithmetic function $\lambda_{p}: \boldsymbol{Q}_{p}^{*} \rightarrow \boldsymbol{C}$ defined as follows: If $p \neq 2$,

$$
\lambda_{p}(a)=\left\{\begin{array}{lll}
1 & \text { if } r \text { is even }  \tag{4.4}\\
\left(a_{0} / p\right) & \text { if } \quad r \text { is odd, } p \equiv 1(\bmod 4) \\
i\left(a_{0} / p\right) & \text { if } \quad r \text { is odd, } p \equiv 3(\bmod 4)
\end{array}\right.
$$

where $a=p^{r}\left(a_{0}+a_{1} p+a_{2} p^{2}+\cdots\right), i=\sqrt{-1}$ and $\left(a_{0} / p\right)$ is the Legendre symbol; if $p=2$,

$$
\lambda_{2}(a)= \begin{cases}2^{-1 / 2}\left(1+(-1)^{a_{1}} i\right) & \text { if } r \text { is even }  \tag{4.5}\\ 2^{-1 / 2}(-1)^{a_{1}+a_{2}}\left(1+(-1)^{a_{1}} i\right) & \text { if } r \text { is odd }\end{cases}
$$

where $a=2^{r}\left(1+a_{1} 2+a_{2} 2^{2}+\cdots\right)$. This symbol $\lambda_{p}(a)$ has the following properties: For $a, b \in \boldsymbol{Q}_{p}^{*}$,
(i) $\left|\lambda_{p}(a)\right|=1$ and $\lambda_{p}(a) \lambda_{p}(-a)=1$;
(ii) $\quad \lambda_{p}\left(a^{2} b\right)=\lambda_{p}(a)$;
(iii) $\quad \lambda_{p}(a) \lambda_{p}(b)=\lambda_{p}(a+b) \lambda_{p}\left(\frac{1}{a}+\frac{1}{b}\right) ;$
(iv) $\prod_{p=2}^{\infty} \lambda_{p}(a)=1$.

Remark. A function similar to $\lambda_{p}(a)$ was considered by Weil for locally compact fields, and the function $\lambda_{p}(a)$ is connected with the Hilbert symbol $(,)_{H}$ by

$$
\lambda_{p}(a) \lambda_{p}(b)=(a, b)_{H} \lambda_{p}(a b) \text { for } a, b \in Q_{p}^{*}, p \neq 2 .
$$

A Gaussian integral on the disc $|x|_{p} \leq p^{r}$ is given as follows: If $p \neq 2$ and $a \neq 0$,

$$
\int_{|x|_{p} \leq p^{r}} \chi_{p}\left(a x^{2}+b x\right) d x= \begin{cases}p^{r} \Omega\left(p^{r}|b|_{p}\right) & \text { for }|a|_{p} \leq p^{-2 r}  \tag{4.6}\\ \lambda_{p}(a)|2 a|_{p}^{-1 / 2} \chi_{p}\left(-b^{2} / 4 a\right) \Omega\left(p^{-r}|b / 2 a|_{p}\right) & \text { for }|4 a|_{p}>p^{-2 r}\end{cases}
$$

if $p=2$ and $a \neq 0$,

$$
\begin{align*}
\int_{|x|_{2} \leq 2^{r}} & \chi_{2}\left(a x^{2}+b x\right) d x  \tag{4.7}\\
& = \begin{cases}2^{r} \Omega\left(2^{r}|b|_{2}\right) & \text { for }|a|_{2} \leq 2^{-2 r} \\
\lambda_{2}(a)|2 a|_{2}^{-1 / 2} \chi_{2}\left(-b^{2} / 4 a\right) \delta\left(|b|_{2}-2^{1-r}\right) & \text { for }|a|_{2}=2^{-2 r+1} \\
\lambda_{2}(a)|2 a|_{2}^{-1 / 2} \chi_{2}\left(-b^{2} / 4 a\right) \Omega\left(2^{r}|b|_{2}\right) & \text { for }|a|_{2}=2^{-2 r+2} \\
\lambda_{2}(a)|2 a|_{2}^{-1 / 2} \chi_{2}\left(-b^{2} / 4 a\right) \Omega\left(2^{-2 r}|b / 2 a|_{2}\right) & \text { for }|a|_{2} \geq 2^{-2 r+3}\end{cases}
\end{align*}
$$

where $\delta\left(|b|_{p}-p^{r}\right)$ is 1 if $|b|_{p}=p^{r}$ and 0 if $|b| \neq p^{r}$.
Remark. The Gaussian integrals on $\boldsymbol{Q}_{p}$ are derived from (4.6) and (4.7) by $r \rightarrow \infty$. Thus

$$
\begin{equation*}
\int_{\boldsymbol{Q}_{p}} \chi_{p}\left(a x^{2}+b x\right) d x=\lambda_{p}(a)|2 a|_{p}^{-1 / 2} \chi_{p}\left(-\frac{b^{2}}{4 a}\right) . \tag{4.8}
\end{equation*}
$$

4.2. Bikulov [1] used the following formula to split the double integral $J(\alpha, n)$ into two one-dimensional Gaussian integrals: For $\alpha>0$ and $p^{-M}<|z|_{p}<p^{m}\left(z \in \boldsymbol{Q}_{p}, M \in \boldsymbol{Z}\right)$,

$$
\begin{equation*}
|z|_{p}^{\alpha}=\Gamma_{p}(\alpha+1) \lim _{M, m \rightarrow \infty} \int_{p^{-m} \leq|t|_{p} \leq p^{M}}|t|_{p}^{-(\alpha+1)}\left(\chi_{p}(z t)-1\right) d t . \tag{4.9}
\end{equation*}
$$

His method called the $t$-representation can be used for any prime number $p$. We use it to calculate the integral $J(\alpha, n)$ for any even dimension $n$ and $p=2$. The results are given by the following lemma.

Lemma 4.1. For an even $n, p=2$ and $\alpha \in \boldsymbol{C}$.
(a) if $n \equiv 0(\bmod 4)$, then

$$
J(\alpha, n)=(2 i)^{n / 2} 2^{-1} \Gamma_{2}(\alpha+1) \frac{2^{-(2 \alpha+n)+1}-2^{-(\alpha+n / 2)}}{1-2^{-(\alpha+n / 2)}}|(x, x)|_{2}^{-(\alpha+n / 2)} ;
$$

(b) if $n \equiv 2(\bmod 4)$, then

$$
J(\alpha, n)=(-1)^{-y_{1}} i(2 i)^{n / 2} 2^{-1} \Gamma_{2}(\alpha+1)|(x, x)|_{p}^{-(\alpha+n / 2)}
$$

where $y_{1}$ is the second digit of the canonical representation of $(x, x) \in \boldsymbol{Q}_{2}$, i.e., $(x, x)=$ $2^{-\beta}\left(1+y_{1} 2+\cdots\right), 0 \leq y_{j} \leq 1, \beta \in \boldsymbol{Z}$.

Proof. Let $n$ be even and $p=2$. In order to use the $t$-representation, setting $z=(k, k) \in \boldsymbol{Q}_{2}^{*}$ in (4.9) and substituting it into (1.5), we obtain

$$
\begin{equation*}
\Gamma_{2}(\alpha+1) \int_{\left(2^{-N} Z_{2}\right)^{n}}\left(\lim _{M, m \rightarrow \infty} \int_{2^{-m \leq} \leq|t|_{2} \leq 2^{M}}|t|_{2}^{-(\alpha+1)}\left(\chi_{2}(z t)-1\right) d t\right) \chi_{2}((k, x)) d k, \tag{4.10}
\end{equation*}
$$

for $2^{-M}<|z|_{2}<2^{m}$. Since $\chi_{2}((k, x)) \int_{2^{-m} \leq|t|_{2} \leq 2^{M}}|t|_{2}^{-(\alpha+1)}\left(\chi_{2}(z t)-1\right) d t$ (see (4.9)) converges uniformly as $M \rightarrow \infty$ for any $k \in\left(2^{-N} \boldsymbol{Z}_{2}\right)^{n}$, (4.10) can be rewritten in the form

$$
\begin{aligned}
& \Gamma_{2}(\alpha+1) \lim _{M, m \rightarrow \infty} \int_{2^{-m} \leq|t|_{2} \leq 2^{M}}|t|_{2^{-(\alpha+1)}} \\
& \quad \times\left\{\int_{\left|k_{1}\right|_{2} \leq 2^{N}} \cdots \int_{\left|k_{n}\right|_{2} \leq 2^{N}}\left(\prod_{j=1}^{n} \chi_{2}\left(t k_{j}^{2}+x_{j} k_{j}\right)-\prod_{j=1}^{n} \chi_{2}\left(x_{j} k_{j}\right)\right) d k_{1} \ldots d k_{n}\right\} d t
\end{aligned}
$$

Using the expressions (4.2), (4.7) and integrating it with respect to $t$, and taking the limit for $M \rightarrow \infty$, we obtain

$$
\begin{aligned}
J=J(\alpha, n)= & \int_{\left(2^{-N} Z_{2}\right)^{n}}|(k, k)|_{2}^{\alpha} \chi_{2}((k, x)) d k \\
= & \Gamma_{2}(\alpha+1) \sum_{r \geq-2 N+1} 2^{-(\alpha+1) r+n(1-r) / 2} \\
& \times \begin{cases}\prod_{j=1}^{n} \delta\left(\left|x_{j}\right|_{2}-2^{-N+1}\right) \int_{|t|_{2}=2^{r}} \lambda_{2}^{n}(t) \chi_{2}\left(\frac{(x, x)}{-4 t}\right) d t, \quad|t|_{2}=2^{-2 N+1} \\
\prod_{j=1}^{n} \Omega\left(2^{N}\left|x_{j}\right|_{2}\right) \int_{|t|_{2}=2^{r}} \lambda_{2}^{n}(t) \chi_{2}\left(\frac{(x, x)}{-4 t}\right) d t, & |t|_{2}=2^{-2 N+2} \\
\prod_{j=1}^{n} \Omega\left(2^{-N-r+1}\left|x_{j}\right|_{2}\right) \int_{|t|_{2}=2^{r}} \lambda_{2}^{n}(t) \chi_{2}\left(\frac{(x, x)}{-4 t}\right) d t, \quad|t|_{2} \geq 2^{-2 N+3} \\
& -2^{n N} \Gamma_{2}(\alpha+1) \prod_{j=1}^{n} \Omega\left(2^{N}\left|x_{j}\right|_{2}\right) \sum_{r \geq-2 N+1} 2^{-(\alpha+1) r} \int_{|t|_{2}=2^{r}} d t\end{cases}
\end{aligned}
$$

If $2^{-N+1}<|x|_{2}=\max _{1 \leq j \leq n}\left|x_{j}\right|_{2}=2^{l} \leq 2^{N+r-1}$, we obtain

$$
\begin{equation*}
J=2^{n / 2} \Gamma_{2}(\alpha+1) \sum_{r \geq-N+l+1} 2^{-(\alpha+1+n / 2) r} \int_{|t|_{2}=2^{r}} \lambda_{2}^{n}(t) \chi_{2}\left(\frac{(x, x)}{-4 t}\right) d t . \tag{4.11}
\end{equation*}
$$

Let $(x, x)=2^{-\beta}(y, y),|(y, y)|_{2}=1$. After the change of variable $t=-(y, y) / 2^{r} s\left(|s|_{2}=1\right.$, $\left.d t=2^{r} d s\right)$, we obtain

$$
\begin{equation*}
J=2^{n / 2} \Gamma_{2}(\alpha+2) \sum_{r \geq-N+l+1} 2^{-(\alpha+n / 2) r} \int_{|S|_{2}=1} \lambda_{2}^{n}\left(\frac{(y, y)}{-2^{r} S}\right) \chi_{2}\left(2^{-\beta+r-2} s\right) d s \tag{4.12}
\end{equation*}
$$

Since $\left|-(y, y) / 2^{r} s\right|_{2}=2^{r}$, we can write

$$
\begin{equation*}
\frac{(y, y)}{-2^{r} s}=2^{-r}\left(1+t_{1} 2+t_{2} 2^{2}+\cdots\right), \quad 0 \leq t_{j} \leq 1 \tag{4.13}
\end{equation*}
$$

Since $n$ is even, by the definition of $\lambda_{2}$ (see (4.5)), we have

$$
\lambda_{2}^{n}\left(\frac{(y, y)}{-2^{r} s}\right)=\frac{\left(1+(-1)^{t_{i}}\right)^{n}}{2^{n / 2}} .
$$

On the other hand, comparison of the second digits of the canonical representation on both sides in (4.13) gives $t_{1} \equiv-\left(y_{1}+s_{1}\right)(\bmod 2)$, where $s_{1}$ and $y_{1}$ are the second digits of the canonical representation of $s$ and $(y, y)$, respectively. So we have

$$
\begin{equation*}
\lambda_{2}^{n}\left(\frac{(y, y)}{-2^{r} S}\right)=\frac{\left(1+(-1)^{t_{1}} i\right)^{n}}{2^{n / 2}}=\frac{\left(1+(-1)^{-\left(y_{1}+s_{1}\right)} i\right)^{n}}{2^{n / 2}} . \tag{4.14}
\end{equation*}
$$

Substitution of the value (4.14) into (4.12) and the change of variable $s=1+2 s_{1}+s^{\prime}$ $\left(\left|s^{\prime}\right|_{2} \leq 2^{-2}, 0 \leq s_{1} \leq 1\right.$ and $\left.d s^{\prime}=d s\right)$ gives

$$
\begin{equation*}
J=\Gamma_{2}(\alpha+1) \sum_{r \geq-N+l+1} 2^{-(\alpha+n / 2) r}\left[\left(1+(-1)^{\left.-y_{1} i\right)^{n}} C_{1}+\left(1-(-1)^{-y_{1} i}\right)^{n} C_{3}\right] X,\right. \tag{4.15}
\end{equation*}
$$

where, by (4.2),

$$
\begin{aligned}
& X=\int_{\left|s^{\prime}\right| 2 \leq 2^{-2}} \chi_{2}\left(2^{-\beta+r-2} s^{\prime}\right) d s^{\prime}= \begin{cases}1 / 4 & \text { for } r \geq \beta, \\
0 & \text { for } r<\beta,\end{cases} \\
& C_{1}=\chi_{2}\left(2^{-\beta+r-2}\right)=\exp \left(2 \pi i\left\{2^{-\beta+r-2}\right\}_{2}\right)= \begin{cases}1 & \text { for } r \geq \beta+2 \\
-1 & \text { for } r=\beta+1 \\
i & \text { for } r=\beta,\end{cases} \\
& C_{3}=\chi_{2}\left(2^{-\beta+r-2} 3\right)=\exp \left(2 \pi i\left\{2^{-\beta+r-2} 3\right\}_{2}\right)= \begin{cases}1 & \text { for } r \geq \beta+2 \\
-1 & \text { for } r=\beta+1 \\
-i & \text { for } r=\beta .\end{cases}
\end{aligned}
$$

Consider the condition $-N+l+1<\beta$ (since $-N+1<l$, we have $\left.2^{-2 N}<|(x, x)|_{2}\right)$. Substitution of the values $X$ and $C_{j}(j=1,3)$ into (4.15) gives

$$
\begin{equation*}
J=\Gamma_{2}(\alpha+1)\left\{\left(\sum_{r \geq \beta+2} 2^{-(\alpha+n / 2) r}-2^{-(\alpha+n / 2)(\beta+1)}\right) A+2^{-(\alpha+n / 2) \beta} B\right\}, \tag{4.16}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\frac{\left(1+(-1)^{-y_{1}} i\right)^{n}+\left(1-(-1)^{-y_{1}} i\right)^{n}}{4}= \begin{cases}(2 i)^{n / 2} 2^{-1}, & n \equiv 0(\bmod 4) \\
0, & n \equiv 2(\bmod 4)\end{cases} \\
B=\frac{\left(1+(-1)^{-y_{1}} i\right)^{n}-\left(1-(-1)^{-y_{1}} i\right)^{n}}{4} i= \begin{cases}0, & n \equiv 0(\bmod 4) \\
(-1)^{-y_{1} i} i(2 i)^{n / 2} 2^{-1}, & n \equiv 2(\bmod 4) .\end{cases}
\end{gathered}
$$

Substitution of the values $A$ and $B$ into (4.16) gives the formulas (a) and (b).
Theorem 4.2. For any even dimension $n$ and $p=2$, the Green function $G(x)$ has the asymptotic expansion

$$
G(x) \sim \begin{cases}\frac{-2}{3} \frac{i^{n / 2}}{m^{4}}\left(\frac{2^{n / 2}-1}{2^{n / 2+1}-1}\right) \frac{1}{|(x, x)|_{2}^{1+n / 2}} & \text { for } n \equiv 0(\bmod 4) \\ \frac{(-1)^{-y_{1}}(2 i)^{n / 2+1}}{3 m^{4}} \frac{1}{|(x, x)|_{2}^{1+n / 2}} & \text { for } n \equiv 2(\bmod 4)\end{cases}
$$

Proof. We substitute the formulas (a) and (b) in Lemma 4.1 into the expression for the Green function (1.4) and use the expansions

$$
\begin{aligned}
& \Gamma_{2}(\alpha+1) \frac{2^{-(2 \alpha+n)+1}-2^{-(\alpha+n / 2)}}{1-2^{-(\alpha+n / 2)}} \\
& \quad=2^{-n / 2} \sum_{r=0}^{\infty} c_{r} 2^{-n r / 2}\left[2^{-r \alpha}-\left(1+2^{-n / 2+1}\right) 2^{-(r+1) \alpha}+2^{-n / 2+1} 2^{-(r+2) \alpha}\right]
\end{aligned}
$$

where $c_{r}=\sum_{j=0}^{r} 2^{(n / 2-1) j} ; \Gamma_{2}(\alpha+1)=\sum_{r=0}^{\infty} 2^{-r}\left(2^{-r \alpha}-2^{-(r-1) \alpha}\right)$. Then the proof of the theorem follows the same process as in Theorem 3.4.
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