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#### Abstract

We study affine immersions, as introduced by Nomizu and Pinkall, of $M^{n}$ into $\boldsymbol{R}^{n+p}$. We call $M^{n}$ linearly full if the image of $M$ is not contained in a lower dimensional affine space. Typical examples of affine immersions are the Euclidean and semi-Riemannian immersions. A classification, under an additional assumption that the rank of the second fundamental form is at least two, of the hypersurfaces with parallel second fundamental form was obtained by Nomizu and Pinkall. If we assume that the second fundamental form is parallel and $M$ is linearly full, then $p \leq n(n+1) / 2$. In this paper we completely classify the affine immersions with parallel second fundamental form in $\boldsymbol{R}^{n+n(n+1) / 2}$, obtaining amongst others the generalized Veronese immersions.


1. Introduction. We consider the standard affine space $\boldsymbol{R}^{n+p}$ equipped with its standard connection $D$. Let $M^{n}$ be a manifold equipped with a torsion free affine connection $\nabla$ and $\phi:\left(M^{n}, \nabla\right) \rightarrow\left(\boldsymbol{R}^{n+p}, D\right), p \geq 1$, be an immersion of $M^{n}$ into $\boldsymbol{R}^{n+p}$. Following [10], we call $\phi$ an affine immersion if there exists a transversal $p$-dimensional bundle $\sigma$ such that

$$
\begin{equation*}
D_{X} \phi_{*}(Y)-\phi_{*}\left(\nabla_{X} Y\right) \in \sigma, \tag{1}
\end{equation*}
$$

for all vector fields $X$ and $Y$ which are tangent to $M^{n}$.
Another way of looking at the above equation is that each choice of transversal bundle $\sigma$ induces a particular connection on the submanifold $M$. It is immediately clear that if we equip $\boldsymbol{R}^{n+p}$ with a semi-Riemannian metric and take for $\sigma$ the associated normal bundle, then from the formula of Gauss it follows that the induced affine connection is the LeviCivita connection of the induced metric. Thus nondegenerate isometric immersions provide examples of affine immersions. Also, the equiaffine immersions, in the sense of Blaschke for hypersurfaces, and in the sense of [13], [14] or [8] for higher codimensions, provide examples of affine immersions.

For an affine immersion it is possible to introduce a bilinear form $h$, called the second fundamental form, which takes values in the transversal bundle $\sigma$ by

$$
\begin{equation*}
h(X, Y)=D_{X} \phi_{*}(Y)-\phi_{*}\left(\nabla_{X} Y\right) \in \sigma . \tag{2}
\end{equation*}
$$

Since $\nabla$ is a torsion free affine connection, $h$ is symmetric in $X$ and $Y$. Note that both $h$ and $\nabla$ depend on the choice of transversal bundle $\sigma$. Let $\xi$ be a vector field which takes values in

[^0]$\sigma$. Similarly, as for isometric immersions, we can now introduce a normal connection $\nabla^{\perp}$ and Weingarten operators $A$ by decomposing $D_{X} \xi$ into a tangential part and a part in the direction of $\sigma$, i.e., we have the Weingarten formula which states that
\[

$$
\begin{equation*}
D_{X} \xi=-\phi_{*}\left(A_{\xi} X\right)+\nabla_{X}^{\perp} \xi \tag{3}
\end{equation*}
$$

\]

Using the Weingarten formula, it is now possible to define the covariant derivative $\nabla h$ of the second fundamental form $h$ by

$$
\begin{equation*}
\left(\nabla_{X} h\right)(Y, Z)=\nabla_{X}^{\perp} h(Y, Z)-h\left(\nabla_{X} Y, Z\right)-h\left(Y, \nabla_{X} Z\right) \tag{4}
\end{equation*}
$$

Affine immersions for which $\nabla h$ vanishes identically are called parallel immersions. As $\nabla, h$ and $\nabla^{\perp}$ all depend on the choice of transversal bundle $\sigma$, it is easily verified that the condition that $\nabla h$ vanishes depends on the particular choice of $\sigma$ too. In Euclidean geometry, these immersions as well as their generalisations have been studied by many people, see amongst others [7]. A complete classification of the Euclidean parallel submanifolds was obtained by Ferus in [5]. As far as we know, it is still an open problem to classify the parallel semiEuclidean submanifolds.

In this paper, we will focus on parallel affine immersions. We will also assume that the immersion is linearly full. In Section 2 we will show for a linearly full parallel immersion that the dimension of the image of the second fundamental form is constant and that $p \leq$ $n(n+1) / 2$.

We will focus then on the two extremal cases, namely $p=1$ and $p=n(n+1) / 2$. In the case that $p=1$, and the rank of $h$ is at least 2 , these were classified by Nomizu and Pinkall in [9], thus obtaining a characterisation of quadrics. In the case that the $p=1$ and the rank of $h$ is 1 , more possibilities can occur. These were described in [3].

The other extremal case which can occur is that when $p=n(n+1) / 2$. An example in this case is the Veronese surface in $\boldsymbol{R}^{5}$. The main purpose of this paper is to present a complete classification in this case too.

The paper is organized as follows. In Section 2 we present some basic formulas for parallel affine immersions, together with a class of immersions which can be seen as products of generalisations of the Veronese surface with quadratic submanifolds. In Section 3 we then show that a parallel affine immersion which is linearly full in $\boldsymbol{R}^{n+n(n+1) / 2}$ is affine congruent to one of the examples described in Section 2. In the case that $n=2$, this result was obtained in [6].
2. Basic equations and examples. Throughout this paper, $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+p}$ will denote a linearly full affine immersion. Whenever there is no possible confusion, we will identify $M^{n}$ with its image in $\boldsymbol{R}^{n+p}$. Introducing the normal curvature tensor $R^{\perp}$ by

$$
R^{\perp}(X, Y) \xi=\nabla_{X}^{\perp} \nabla_{Y}^{\perp} \xi-\nabla_{Y}^{\perp} \nabla_{X}^{\perp} \xi-\nabla_{[X, Y]}^{\perp} \xi,
$$

we get, exactly as in the Euclidean case, the equations of Gauss, Codazzi and Ricci, which are the integrability conditions for an affine immersion stating that

$$
\begin{align*}
& R(X, Y) Z=A_{h(Y, Z)} X-A_{h(X, Z)} Y  \tag{5}\\
& \left(\nabla_{X} h\right)(Y, Z)=\left(\nabla_{Y} h\right)(X, Z)  \tag{6}\\
& \left(\nabla_{X} A\right)_{\xi} Y=\left(\nabla_{Y} A\right)_{\xi} X  \tag{7}\\
& R^{\perp}(X, Y) \xi=h\left(X, A_{\xi} Y\right)-h\left(Y, A_{\xi} X\right) \tag{8}
\end{align*}
$$

where $\left(\nabla_{X} A\right)_{\xi} Y=\nabla_{X} A_{\xi} Y-A_{\nabla_{X} \xi} Y-A_{\xi} \nabla_{X} Y$. In Euclidean geometry the Codazzi equations for $h$ and $A$ are equivalent. This is no longer true for affine immersions.

From now on we will also assume that $M$ is parallel and we denote by $\operatorname{im} h=$ $\operatorname{span}\{h(X, Y) \mid X, Y$ are tangent vector fields $\}$. Then, we have the following lemmas:

Lemma 1. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+p}$ be a parallel affine immersion. Then $\mathrm{im} h$ is a differentiable subbundle of $\sigma$.

PROOF. Let $q_{1}$ and $q_{2}$ be two points in a coordinate neighborhood of $M$ and $\gamma$ a differentiable curve connecting $q_{1}$ and $q_{2}$. Let $X_{1}\left(q_{1}\right), \ldots, X_{n}\left(q_{1}\right)$ be a basis of the tangent space at $q_{1}$ and $\xi_{1}\left(q_{1}\right), \ldots, \xi_{p}\left(q_{1}\right)$ be a basis of $\sigma$ at $q_{1}$. Then it is well-known that we can extend $X_{1}, \ldots, X_{n}$ and $\xi_{1}, \ldots, \xi_{p}$ along $\gamma$ such that $\nabla_{\gamma^{\prime}} X_{i}=\nabla_{\gamma^{\prime}}^{\perp} \xi_{k}=0$. Then, if we write

$$
h\left(X_{i}, X_{j}\right)=\sum_{k=1}^{p} h_{i j}^{k} \xi_{k}
$$

it follows that

$$
0=\left(\nabla_{\gamma^{\prime}} h\right)\left(X_{i}, X_{j}\right)=\nabla_{\gamma^{\prime}}^{\perp} h\left(X_{i}, X_{j}\right)=\sum_{k=1}^{p}\left(d h_{i j}^{k} / d t\right) \xi_{k}
$$

This implies that all $h_{i j}^{k}$ are constant along the curve $\gamma$. Consequently, the fibre dimension of im $h$ remains constant too.

Lemma 2. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+p}$ be a parallel affine immersion. If $\phi$ is linearly full, then $\operatorname{im} h=\sigma$.

Proof. Let $W$ be any vector field in $T M \oplus \operatorname{im} h$. Thus there exist vector fields $X_{1}, X_{2}, X_{3}$ such that $W=X_{1}+h\left(X_{2}, X_{3}\right)$. Then it follows that

$$
\begin{aligned}
D_{Y} W & =D_{Y} X_{1}+D_{Y} h\left(X_{2}, X_{3}\right) \\
& =\nabla_{Y} X_{1}+h\left(Y, X_{1}\right)-A_{h\left(X_{2}, X_{3}\right)} Y+\nabla_{Y}^{\perp} h\left(X_{2}, X_{3}\right) \\
& =\nabla_{Y} X_{1}+h\left(Y, X_{1}\right)-A_{h\left(X_{2}, X_{3}\right)} Y+h\left(\nabla_{Y} X_{2}, X_{3}\right)+h\left(X_{2}, \nabla_{Y} X_{3}\right) \\
& \in T M \oplus \operatorname{im} h,
\end{aligned}
$$

implying that $T M \oplus \operatorname{im} h$ is a constant vector space along $M$. Taking a point $q$ of $M$ and coordinates in a neigborhood of that point, it now follows easily that $\phi(M)$ is contained in the affine space determined by $\phi(q)$ and $T M \oplus \operatorname{im} h$.

Lemma 3. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+p}$ be a parallel affine immersion. Then for all vector fields $X, Y, Z, W$ we have

$$
\begin{aligned}
h\left(X, A_{h(Z, W)} Y\right)-h\left(Y, A_{h(Z, W)} X\right)= & h\left(A_{h(Y, Z)} X, W\right)-h\left(A_{h(X, Z)} Y, W\right) \\
& +h\left(A_{h(Y, W)} X, Z\right)-h\left(A_{h(X, W)} Y, Z\right) .
\end{aligned}
$$

Proof. Since $M$ is a parallel affine immersion, we have

$$
\nabla_{X}^{\perp} h(Y, Z)=h\left(\nabla_{X} Y, Z\right)+h\left(Y, \nabla_{X} Z\right)
$$

and thus also

$$
\begin{aligned}
\nabla_{X}^{\perp} \nabla_{Y}^{\perp} h(Z, W)= & h\left(\nabla_{X} \nabla_{Y} Z, W\right)+h\left(Z, \nabla_{X} \nabla_{Y} W\right) \\
& +h\left(\nabla_{Y} Z, \nabla_{X} W\right)+h\left(\nabla_{X} Z, \nabla_{Y} W\right) .
\end{aligned}
$$

Consequently, we have that

$$
R^{\perp}(X, Y) h(Z, W)=h(R(X, Y) Z, W)+h(Z, R(X, Y) W)
$$

Applying now the Gauss equation (5) and the Ricci equation (8) completes the proof.
Submanifolds satisfying the conclusion of Lemma 3 are called semi-parallel submanifolds. Semi-parallel submanifolds of Euclidean spaces have been studied amongst others in [2] and [4]. The advantage of that condition is that it is an algebraic condition valid in every tangent space. The above lemma will also be the starting point of our classification in the next section.

To conclude this section, we present an example, which defines a parallel affine immersion.

EXAmple 1. Let $r, s$ be integers with $0 \leq s \leq r \leq n$. We denote by $I_{s, r+1-s}$ the $(r+1) \times(r+1)$-diagonal matrix with entries $\left[a_{i j}\right]$ satisfying:

$$
a_{i j}=0, \quad i \neq j ; \quad a_{i i}=-1, \quad i \leq s ; \quad a_{i i}=1, \quad s<i \leq r+1 .
$$

Let $v, w$ be vectors in $\boldsymbol{R}^{r+1}$. We set ${ }^{*} v={ }^{t} v I_{s, r+1-s}$ and define an inner product on $\boldsymbol{R}^{r+1}$ by $\langle v, w\rangle={ }^{*} v w$. Then, it is well-known, see [12], that the $r$-dimensional semi-Riemannian sphere $S_{s}^{r}(2)$ with index $s$ and radius 2 consists of the points $x$ satisfying

$$
{ }^{*} x x=4 .
$$

Moreover, this immersion is isometric and umbilical. Identifying $S_{s}^{r}(2)$ with its image in $\boldsymbol{R}^{r+1}$, we have that

$$
D_{X} Y=\hat{\nabla}_{X} Y-(1 / 4)^{*} X Y x,
$$

where $X, Y$ are tangent vector fields to $S_{s}^{r}(2)$ and $\hat{\nabla}$ is the Levi-Civita connection of the semiRiemannian sphere $S_{s}^{r}(2)$.

We now denote by $m=n-r$ and define a map from the semi-Riemannian product manifold $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$ into an affine space $\boldsymbol{R}^{(r+1)^{2}} \times \boldsymbol{R}^{(r+1) m} \times \boldsymbol{R}^{m^{2}}$ by

$$
F(x, y)=\left(x^{*} x-(4 /(r+1)) I_{r+1}, x^{t} y,(1 / 2) y^{t} y\right) .
$$

Here the image of the first component is always a traceless $(r+1) \times(r+1)$-matrix $A$ satisfying

$$
I_{s, r+1-s}{ }^{t} A I_{s, r+1-s}=A
$$

which is a linear subspace of dimension $r+r(r+1) / 2$. Similarly, we get that the last component is always a symmetric $m \times m$-matrix and therefore lies in a linear subspace of dimension $m+m(m-1) / 2$. Since the middle component belongs to $\boldsymbol{R}^{(r+1) m}$, it follows that the image of the map $F$ lies in a linear subspace of dimension $n+p$, where

$$
\begin{aligned}
p & =r(r+1) / 2+m(m-1) / 2+m(r+1) \\
& =(r+m)(r+m+1) / 2=n(n+1) / 2 .
\end{aligned}
$$

Note that for $s=0$ and $r=n$, we have the standard Veronese immersion. If $s \neq 0$ and $r=n$, we have the generalized Veronese immersions as introduced by Blomstrom in [1].

We denote by $y_{1}, \ldots, y_{m}$ the standard coordinates and by $\partial_{k}$ the standard parallel basis of $\boldsymbol{R}^{m}$. We denote by $X, Y, Z$ tangent vector fields to $S_{s}^{r}(2)$. Then, interpreting these vector fields in the standard way as vector fields on $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$, we can define a torsion free affine connection $\nabla$ on $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$ by

$$
\begin{gathered}
\nabla_{X} Y=\hat{\nabla}_{X} Y+(1 / 4)^{*} X Y \sum_{k=1}^{m} y_{k} \partial_{k}, \\
\nabla_{X} \partial_{k}=0, \quad \nabla_{\partial k} X=0, \quad \nabla_{\partial k} \partial l=0
\end{gathered}
$$

Now, in order to compute properties of the map $F$ we introduce the following notation. We denote by $F_{l}, 1 \leq l \leq m$, the $m \times 1$ matrix with entries $F_{l_{k 1}}$ satisfying $F_{l_{k 1}}=\delta_{l k}$ and define $E_{k l}=F_{k}{ }^{t} F_{l}, 1 \leq k, l \leq m$. Then, we get that

$$
F_{*}(X)=\left(X^{*} x+x^{*} X, X^{t} y, 0\right), \quad F_{*}\left(\partial_{k}\right)=\left(0, x^{t} F_{k},(1 / 2)\left(F_{k}^{t} y+y^{t} F_{k}\right)\right)
$$

Expressing that the Gauss formula (2) has to be satisfied, we deduce that

$$
\begin{aligned}
h\left(X, \partial_{k}\right)= & D_{X} F_{*}(\partial k)-F_{*}\left(\nabla_{X} \partial k\right)=\left(0, X^{t} F_{k}, 0\right), \\
h\left(\partial_{k}, X\right)= & D_{\partial_{k}} F_{*}(X)-F_{*}\left(\nabla_{\partial k} X\right)=\left(0, X^{t} F_{k}, 0\right), \\
h\left(\partial_{k}, \partial_{l}\right)= & D_{\partial_{k}} F_{*}\left(\partial_{l}\right)-F_{*}\left(\nabla_{\partial k} \partial l\right)=\left(0,0,\left(E_{k l}+E_{l k}\right) / 2\right), \\
h(X, Y)= & D_{X} F_{*}(Y)-F_{*}\left(\nabla_{X} Y\right) \\
= & \left(Y^{*} X+X^{*} Y+D_{X} Y^{*} x+x^{*}\left(D_{X} Y\right), D_{X} Y^{t} y, 0\right) \\
& -F_{*}\left(\hat{\nabla}_{X} Y\right)-(1 / 4)^{*} X Y \sum_{k=1}^{m} y_{k} F_{*}\left(\partial_{k}\right) \\
= & \left(Y^{*} X+X^{*} Y+\left(D_{X} Y-\hat{\nabla}_{X} Y\right)^{*} x+x^{*}\left(D_{X} Y-\hat{\nabla}_{X} Y\right),\left(D_{X} Y-\hat{\nabla}_{X} Y\right)^{t} y, 0\right) \\
& -(1 / 4)^{*} X Y\left(0, x^{t} y, y^{t} y\right) \\
= & \left(Y^{*} X+X^{*} Y-(1 / 2)^{*} X Y x^{*} x,-(1 / 2)^{*} X Y x^{t} y,-(1 / 4)^{*} X Y y^{t} y\right) .
\end{aligned}
$$

Let $X_{1}, \ldots, X_{r}$ be a local orthormal basis of $S_{s}^{r}(2)$, i.e., we have that ${ }^{*} X_{i} X_{j}=\varepsilon_{i} \delta_{i j}$, where $\varepsilon_{1}=\cdots=\varepsilon_{s}=-1$ and $\varepsilon_{s+1}=\cdots=\varepsilon_{r}=1$. It is then easy to show, using in particular the metric on the Lie algebra $s o(s, r+1-s)$, that $F_{*}\left(X_{i}\right), F_{*}\left(\partial_{k}\right), h\left(X_{i}, \partial_{k}\right), h\left(\partial_{k}, \partial_{l}\right)$ and $h\left(X_{i}, X_{j}\right)$, where $i \leq j$ and $k \leq l$, are linearly independent vectors. In particular, this implies that $F$ is an immersion, that $F$ is linearly full in $\boldsymbol{R}^{n+n(n+1) / 2}$ and that the bundle spanned by $h$ is a transversal bundle. Consequently, we can consider $F$ as an affine immersion.

Since clearly

$$
D_{\partial_{k}} h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=D_{X} h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=D_{\partial_{k}} h\left(\partial_{l}, X\right)=0,
$$

it follows that

$$
\begin{gathered}
\nabla \frac{\perp}{\partial_{k}} h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=\nabla_{X}^{\perp} h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=\nabla_{\partial_{k}}^{\perp} h\left(\partial_{l}, X\right)=0, \\
A_{h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)} \partial_{k}=A_{h\left(\partial_{l_{1}}, \partial_{l_{2}}\right)}=A_{h\left(\partial_{l}, X\right)} \partial_{k}=0
\end{gathered}
$$

The above formulas already imply that

$$
\left(\nabla_{\partial_{k}} h\right)\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=\left(\nabla_{X} h\right)\left(\partial_{l_{1}}, \partial_{l_{2}}\right)=\left(\nabla_{\partial_{k}} h\right)\left(\partial_{l}, X\right)=0 .
$$

We also have that

$$
\begin{aligned}
D_{X} h\left(Y, \partial_{k}\right) & =\left(0, D_{X} Y^{t} F_{k}, 0\right)=\left(0,\left(\hat{\nabla}_{X} Y-(1 / 4)^{*} X Y x\right)^{t} F_{k}, 0\right) \\
& =h\left(\hat{\nabla}_{X} Y, \partial_{k}\right)-(1 / 4)^{*} X Y\left(0, x^{t} F_{k}, 0\right) \\
& =h\left(\nabla_{X} Y, \partial_{k}\right)-(1 / 4)^{*} X Y \sum_{l=1}^{m} y_{l} h\left(\partial_{l}, \partial_{k}\right)-(1 / 4)^{*} X Y\left(0, x^{t} F_{k}, 0\right) \\
& =h\left(\nabla_{X} Y, \partial_{k}\right)-(1 / 4)^{*} X Y\left(0, x^{t} F_{k},\left(F_{k}^{t} y+y^{t} F_{k}\right) / 2\right) \\
& =h\left(\nabla_{X} Y, \partial_{k}\right)-(1 / 4)^{*} X Y F_{*}\left(\partial_{k}\right)
\end{aligned}
$$

implying that

$$
\nabla_{X}^{\perp} h\left(Y, \partial_{k}\right)=h\left(\nabla_{X} Y, \partial_{k}\right) \quad A_{h\left(Y, \partial_{k}\right)} X=(1 / 4)^{*} X Y \partial_{k} .
$$

From the above formulas we immediately see that $\left(\nabla_{X} h\right)\left(Y, \partial_{k}\right)=0$. Therefore, by the Codazzi equation, we also have that $\left(\nabla_{\partial k} h\right)(X, Y)=0$. This can also be verified straightforwardly in the following way:

$$
\begin{aligned}
D_{\partial_{k}} h(X, Y) & =\left(0,-(1 / 2)^{*} X Y x^{t} F_{k},-(1 / 4)^{*} X Y\left(F_{k}^{t} y+y^{t} F_{k}\right)\right) \\
& =-(1 / 2)^{*} X Y F_{*}\left(\partial_{k}\right),
\end{aligned}
$$

implying that

$$
\nabla \frac{\perp}{\partial_{k}} h(Y, X)=0, \quad A_{h(Y, X)} \partial_{k}=(1 / 2)^{*} X Y \partial_{k}
$$

Finally, using that $\hat{\nabla}$ is the Levi-Civita connection of the metric, we have that

$$
\begin{aligned}
& D_{Z} h(X, Y)=D_{Z}\left(Y^{*} X+X^{*} Y-(1 / 2)^{*} X Y x^{*} x,-(1 / 2)^{*} X Y x^{t} y,-(1 / 4)^{*} X Y y^{t} y\right) \\
& =D_{Z}\left(Y^{*} X+X^{*} Y, 0,0\right)-(1 / 2)\left({ }^{*}\left(\hat{\nabla}_{Z} X\right) Y+{ }^{*} X \hat{\nabla}_{Z} Y\right)\left(x^{*} x, x^{t} y,(1 / 2) y^{t} y\right) \\
& -(1 / 2)^{*} X Y\left(Z^{*} x+x^{*} Z, Z^{t} y, 0\right) \\
& =\left(D_{Z} Y^{*} X+Y^{*} D_{Z} X+D_{Z} X^{*} Y+X^{*} D_{Z} Y, 0,0\right) \\
& -(1 / 2)\left({ }^{*}\left(\hat{\nabla}_{Z} X\right) Y+{ }^{*} X \hat{\nabla}_{Z} Y\right)\left(x^{*} x, x^{t} y,(1 / 2) y^{t} y\right) \\
& -(1 / 2)^{*} X Y\left(Z^{*} x+x^{*} Z, Z^{t} y, 0\right) \\
& =\left(\hat{\nabla}_{Z} Y^{*} X+Y^{*} \hat{\nabla}_{Z} X+\hat{\nabla}_{Z} X^{*} Y+X^{*} \hat{\nabla}_{Z} Y, 0,0\right) \\
& -(1 / 4)^{*} Z Y\left(x^{*} X+X^{*} x, 0,0\right)-(1 / 4)^{*} Z X\left(Y^{*} x+x^{*} Y, 0,0\right) \\
& -(1 / 2)\left({ }^{*}\left(\hat{\nabla}_{Z} X\right) Y+{ }^{*} X \hat{\nabla}_{Z} Y\right)\left(x^{*} x, x^{t} y,(1 / 2) y^{t} y\right) \\
& -(1 / 2)^{*} X Y\left(Z^{*} x+x^{*} Z, Z^{t} y, 0\right) \\
& =h\left(\hat{\nabla}_{Z} X, Y\right)+h\left(X, \hat{\nabla}_{Z} Y\right)-(1 / 2)^{*} X Y F_{*}(Z) \\
& -(1 / 4)^{*} Z Y\left(x^{*} X+X^{*} x, 0,0\right)-(1 / 4)^{*} Z X\left(Y^{*} x+x^{*} Y, 0,0\right) \\
& =h\left(\nabla_{Z} X, Y\right)+h\left(X, \nabla_{Z} Y\right)-(1 / 4)^{*} Z X \sum_{k=1}^{m} y_{k} h\left(Y, \partial_{k}\right) \\
& -(1 / 4)^{*} Z Y \sum_{k=1}^{m} y_{k} h\left(X, \partial_{k}\right)-(1 / 2)^{*} X Y F_{*}(Z) \\
& -(1 / 4)^{*} Z Y\left(x^{*} X+X^{*} x, 0,0\right)-(1 / 4)^{*} Z X\left(Y^{*} x+x^{*} Y, 0,0\right) \\
& =h\left(\nabla_{Z} X, Y\right)+h\left(X, \nabla_{Z} Y\right)-(1 / 4)^{*} Z X \sum_{k=1}^{m} y_{k}\left(0, Y^{t} F_{k}, 0\right) \\
& -(1 / 4)^{*} Z Y \sum_{k=1}^{m} y_{k}\left(0, X^{t} F_{k}, 0\right)-(1 / 2)^{*} X Y F_{*}(Z) \\
& -(1 / 4)^{*} Z Y\left(x^{*} X+X^{*} x, 0,0\right)-(1 / 4)^{*} Z X\left(Y^{*} x+x^{*} Y, 0,0\right) \\
& =h\left(\nabla_{Z} X, Y\right)+h\left(X, \nabla_{Z} Y\right)-(1 / 4)^{*} Z Y\left(x^{*} X+X^{*} x, X^{t} y, 0\right) \\
& -(1 / 4)^{*} Z X\left(Y^{*} x+x^{*} Y, Y^{t} y, 0\right)-(1 / 2)^{*} X Y F_{*}(Z) \\
& =h\left(\nabla_{Z} X, Y\right)+h\left(X, \nabla_{Z} Y\right) \\
& -(1 / 4)^{*} Z Y F_{*}(X)-(1 / 4)^{*} Z X F_{*}(Y)-(1 / 2)^{*} X Y F_{*}(Z),
\end{aligned}
$$

from which it follows that

$$
\begin{aligned}
\nabla_{Z}^{\perp} h(X, Y) & =h\left(\nabla_{Z} X, Y\right)+h\left(X, \nabla_{Z} Y\right) \\
A_{h(X, Y)} Z & =(1 / 4)^{*} Z Y X+(1 / 4)^{*} Z X Y+(1 / 2)^{*} X Y Z .
\end{aligned}
$$

This completes the proof that $F$ is a parallel affine immersion.

In the next section we will prove that a linearly full parallel affine immersion of $M^{n}$ into $\boldsymbol{R}^{n+n(n+1) / 2}$ has to satisfy some further properties which will be helpfull in obtaining a classification. Since the immersion described in the example is a linearly full parallel affine immersion, it has to satisfy these properties too.
3. A classification theorem. In this section we are going to show that the immersion described in the previous section is the only parallel affine immersion of an $n$-dimensional affine manifold which is linearly full in $\boldsymbol{R}^{n+n(n+1) / 2}$. In order to do so, we first introduce some notation. We denote by $X_{1}, \ldots, X_{n}$ a local basis of tangent vector fields and define $\xi_{i j}=h\left(X_{i}, X_{j}\right)$. Clearly, we have that $\xi_{i j}=\xi_{j i}$ and because $M$ is linearly full, we also have that $\xi_{i j}, i \leq j$, are linearly independent vectors belonging to $\sigma$. We denote by $(V)^{k}$ the component of a vector field $V$ in the direction of $X_{k}$. Then, we have the following lemma.

Lemma 4. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+n(n+1) / 2}$ be a parallel linearly full affine immersion and $\left\{X_{1}, \ldots, X_{n}\right\}$ a tangent frame defined on a neighborhood of a point $q$ of $M^{n}$. Then there exist functions $b_{i j}, 1 \leq i, j \leq n$, with $b_{j i}=b_{i j}$ such that

$$
\begin{aligned}
& A_{\xi_{i i}} X_{i}=b_{i i} X_{i}, \\
& A_{\xi_{i i}} X_{j}=(2 / 3) b_{i j} X_{i}+(1 / 2) b_{i i} X_{j}, \\
& A_{\xi_{i j}} X_{i}=b_{i j} X_{i}+(1 / 4) b_{i i} X_{j}, \\
& A_{\xi_{i j}} X_{k}=(1 / 3) b_{j k} X_{i}+(1 / 3) b_{i k} X_{j}+(2 / 3) b_{i j} X_{k},
\end{aligned}
$$

where $i, j, k$ are mutually different indices.
Proof. Let $q \in M$ and let $\left\{X_{1}, \ldots, X_{n}\right\}$ be a tangent frame defined on a neighborhood of $q$. We introduce local functions $b_{i j}$ as follows:
(i) $b_{i i}$ is the component of $A_{\xi_{i i}} X_{i}$ in the direction of $X_{i}$,
(ii) $b_{i j}$ is the component of $A_{\xi_{i j}} X_{i}$ in the direction of $X_{i}$,
where $i$ and $j$ are different indices. Putting now $X=X_{i}, Y=Z=X_{j}$ and $W=X_{k}$, where $i, j$ and $k$ are mutually different indices, into Lemma 3 and looking at the $\xi_{i i}$ component, we deduce that $A_{\xi_{j k}} X_{j}$ has no component in the direction of $X_{i}$, where $i$ is different from $j$ and k.

Next, we consecutively put
(i) $X=X_{j}, Y=X_{k}, Z=W=X_{i}$; the $\xi_{j j}$ component,
(ii) $X=X_{i}, Y=X_{j}, Z=W=X_{i}$; the $\xi_{j j}$ component,
(iii) $X=X_{i}, Y=X_{j}, Z=X_{k}, W=X_{l}$; the $\xi_{j j}$ component,
in order to find that
(i) $A_{\xi_{i i}} X_{k}$ has no component in the direction of $X_{j}$ with $j$ different from $i$ and $k$,
(ii) $A_{\xi_{i i}} X_{i}$ has no component in the direction of $X_{j}$ with $j$ different from $i$,
(iii) $\quad A_{\xi_{k l}} X_{i}$ has no component in the direction of $X_{j}$ with $j$ different from $k, l$ and $i$.

The above already implies that

$$
A_{\xi_{i i}} X_{i}=b_{i i} X_{i}
$$

Now, we take $X=X_{i}=Z=W$ and $Y=X_{j}$. Then, using the above equation, we find that

$$
\begin{equation*}
-b_{i i} \xi_{i j}+3 h\left(A_{\xi_{i i}} X_{j}, X_{i}\right)-2 h\left(A_{\xi_{i j}} X_{i}, X_{i}\right)=0 \tag{9}
\end{equation*}
$$

Looking at the $\xi_{i i}$ component of the above equation gives that

$$
3\left(A \xi_{i i} X_{j}\right)^{i}=2\left(A_{\xi_{i j}} X_{i}\right)^{i}=2 b_{i j}
$$

Hence

$$
\begin{equation*}
\left(A_{\xi_{i i}} X_{j}\right)^{i}=(2 / 3) b_{i j} \tag{10}
\end{equation*}
$$

Whereas, looking at the $\xi_{i j}$-component of (9) yields that

$$
\begin{equation*}
3\left(A_{\xi_{i i}} X_{j}\right)^{j}-2\left(A_{\xi_{i j}} X_{i}\right)^{j}-b_{i i}=0 \tag{11}
\end{equation*}
$$

Taking $X=X_{i}=Z$ and $Y=X_{j}=W$ next, we find that

$$
\begin{equation*}
2 h\left(A_{\xi_{i j}} X_{j}, X_{i}\right)-2 h\left(A_{\xi_{i j}} X_{i}, X_{j}\right)=h\left(A_{\xi_{j j}} X_{i}, X_{i}\right)-h\left(A_{\xi_{i i}} X_{j}, X_{j}\right) \tag{12}
\end{equation*}
$$

Looking at the $\xi_{i j}$ component of (12), using the definition of $b_{i j}$ and (10), we get that

$$
2 b_{j i}-2 b_{i j}=(2 / 3) b_{j i}-(2 / 3) b_{i j}
$$

Hence $b_{i j}=b_{j i}$. It also follows from (12) that

$$
2\left(A_{\xi_{i j}} X_{i}\right)^{j}=\left(A_{\xi_{i i}} X_{j}\right)^{j}
$$

Combining this with (11), we obtain that

$$
\left(A_{\xi_{i j}} X_{i}\right)^{j}=b_{i i} / 4, \quad\left(A_{\xi_{i i}} X_{j}\right)^{j}=b_{i i} / 2
$$

Finally, we still have to compute $\left(A_{\xi_{i j}} X_{k}\right)^{i}$ and $\left(A_{\xi_{i j}} X_{k}\right)^{k}$. Since $\xi_{i j}=\xi_{j i}$, it follows that we can introduce functions $c_{i j k}$ and $d_{i j k}$ such that

$$
\begin{equation*}
A_{\xi_{i j}} X_{k}=c_{i j k} X_{i}+c_{j i k} X_{j}+d_{i j k} X_{k} \tag{13}
\end{equation*}
$$

We take $X=X_{i}=W, Y=X_{j}$ and $Z=X_{k}$. Then, we obtain that

$$
2 h\left(A_{\xi_{i k}} X_{j}, X_{i}\right)-h\left(A_{\xi_{j k}} X_{i}, X_{i}\right)=b_{i k} \xi_{i j}+(1 / 3) b_{i j} \xi_{i k}
$$

Looking at the different components of the above equation, we deduce that

$$
d_{j k i}=2 c_{i k j}, \quad 2 c_{k i j}-c_{k j i}=(1 / 3) b_{i j}, \quad 2 d_{i k j}=c_{j k i}+b_{i k}
$$

Combining the first and the last of the above equations, it follows that

$$
c_{j k i}+b_{i k}=2 d_{i k j}=4 c_{j k i}
$$

Hence $c_{j k i}=(1 / 3) b_{i k}$ and $d_{i k j}=(2 / 3) b_{i k}$.
We recall that the Ricci tensor Ric associated with the curvature tensor $R$ of an affine connection is defined by

$$
\begin{equation*}
\operatorname{Ric}(Y, Z)=\operatorname{trace}\{X \mapsto R(X, Y) Z\} \tag{14}
\end{equation*}
$$

Using Lemma 4 we compute in the following lemma the Ricci tensor in terms of the functions $b_{i j}$.

LEMMA 5. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+n(n+1) / 2}$ be a parallel linearly full affine immersion and $\left\{X_{1}, \ldots, X_{n}\right\}$ a tangent frame defined on a neighborhood of a point $q$ of $M^{n}$. Then, using the notation of the previous lemma, we have that

$$
\begin{aligned}
& \operatorname{Ric}\left(X_{i}, X_{j}\right)=(n-1) b_{i j} / 3, \quad i \neq j, \\
& \operatorname{Ric}\left(X_{i}, X_{i}\right)=(n-1) b_{i i} / 4 .
\end{aligned}
$$

Proof. We consider two cases. If $i \neq j$, we have that

$$
\begin{aligned}
\operatorname{Ric}\left(X_{i}, X_{j}\right) & =\sum_{k=1}^{n}\left(R\left(X_{k}, X_{i}\right) X_{j}\right)^{k} \\
& =\sum_{\substack{k=1 \\
k \neq i, j}}^{n}\left((2 / 3) b_{i j}-(1 / 3) b_{i j}\right)+\left(R\left(X_{j}, X_{i}\right) X_{j}\right)^{j} \\
& =(n-2) b_{i j} / 3+b_{i j}-(2 / 3) b_{i j}=(n-1) b_{i j} / 3
\end{aligned}
$$

Finally, we have that

$$
\begin{aligned}
\operatorname{Ric}\left(X_{i}, X_{i}\right) & =\sum_{k=1}^{n}\left(R\left(X_{k}, X_{i}\right) X_{i}\right)^{k}=\sum_{\substack{k=1 \\
k \neq i}}^{n}\left(R\left(X_{k}, X_{i}\right) X_{i}\right)^{k} \\
& =\sum_{\substack{k=1 \\
k \neq i}}^{n}\left(b_{i i} / 2-b_{i i} / 4\right)=(n-1) b_{i i} / 4
\end{aligned}
$$

Note that it follows from the previous lemmas that the Ricci tensor of $\nabla$ is symmetric. Let $q \in M$. Since, starting with three linearly independent tangent vectors $v, u, w$ at the point $q$, we can always construct a tangent basis at the point $q$, we find by combining Lemma 4 with Lemma 5 that

$$
\begin{align*}
A_{h(v, v)} v= & (4 /(n-1)) \operatorname{Ric}(v, v) v,  \tag{15}\\
A_{h(v, v)} u= & (2 /(n-1)) \operatorname{Ric}(u, v) v+(2 /(n-1)) \operatorname{Ric}(v, v) u,  \tag{16}\\
A_{h(u, v)} v= & (3 /(n-1)) \operatorname{Ric}(u, v) v+(1 /(n-1)) \operatorname{Ric}(v, v) u,  \tag{17}\\
A_{h(u, v)} w= & (1 /(n-1)) \operatorname{Ric}(u, w) v+(1 /(n-1)) \operatorname{Ric}(v, w) u  \tag{18}\\
& +(2 /(n-1)) \operatorname{Ric}(u, v) w .
\end{align*}
$$

Taking the appropriate limits, it is clear that the above formulas remain valid for linearly dependent $u, v, w$ too. Therefore, we have shown the following lemma:

Lemma 6. Let $M$ be as in the previous lemmas and let $u, v, w$ be arbitrary tangent vectors. Then

$$
A_{h(u, v)} w=(1 /(n-1)) \operatorname{Ric}(u, w) v+(1 /(n-1)) \operatorname{Ric}(v, w) u+(2 /(n-1)) \operatorname{Ric}(u, v) w .
$$

Remark that in the special case that $M$ is an isometric immersion into a Euclidean space, the formula (15) implies that the immersion is isotropic in the sense of O'Neill, see [11]. In that respect, it makes sense to define an affine immersion isotropic if there exists a symmetric bilinear form $\alpha$ such that

$$
\begin{equation*}
A_{h(v, v)} v=\alpha(v, v) v \tag{19}
\end{equation*}
$$

It is clear that every Euclidean isotropic immersion is also an affine isotropic immersion. The previous lemma then states that every semi-parallel affine immersion $\phi:\left(M^{n}, \nabla\right) \rightarrow$ $\boldsymbol{R}^{n+n(n+1) / 2}$ is affine isotropic. It also follows easily that a codimension one nondegenerate affine immersion is affine isotropic if and only if $A_{\xi}$ is proportional to the identity, i.e., if and only if it is an affine sphere.

So far, we have only worked at the tangent space at one point. Up to this point all results would remain valid for semi-parallel immersions too, provided that $T M \oplus \operatorname{im}(h)$ was $n+n(n+1) / 2$-dimensional. In the next steps we will explicitly use the fact that $M$ is parallel together with the Codazzi equation for $A$ in order to show that the Ricci tensor is parallel and that the rank of it is constant on $M$. This is done in the following lemmas:

LEMMA 7. Let $M$ be as before. Then $\left(\nabla_{X} \operatorname{Ric}\right)(Y, Z)=0$ for all tangent vector fields $X, Y$ and $Z$.

Proof. We take linearly independent vector fields $X$ and $Y$. Then, we have that

$$
\begin{equation*}
\left(\nabla_{X} A\right)_{h(X, X)} Y=\left(\nabla_{Y} A\right)_{h(X, X)} X \tag{20}
\end{equation*}
$$

Computing the left-hand side of (20), we find that

$$
\begin{aligned}
\left(\nabla_{X} A\right)_{h(X, X)} Y= & \nabla_{X} A_{h(X, X)} Y-A_{\nabla_{X}^{1} h(X, X)} Y-A_{h(X, X)} \nabla_{X} Y \\
= & \nabla_{X}((2 /(n-1)) \operatorname{Ric}(X, Y) X+(2 /(n-1)) \operatorname{Ric}(X, X) Y) \\
& -2 A_{h\left(\nabla_{X} X, X\right)} Y-A_{h(X, X)} \nabla_{X} Y \\
= & \nabla_{X}((2 /(n-1)) \operatorname{Ric}(X, Y) X+(2 /(n-1)) \operatorname{Ric}(X, X) Y) \\
& -2\left((1 /(n-1)) \operatorname{Ric}\left(\nabla_{X} X, Y\right) X+(1 /(n-1)) \operatorname{Ric}(X, Y) \nabla_{X} X\right. \\
& \left.+(2 /(n-1)) \operatorname{Ric}\left(\nabla_{X} X, X\right) Y\right) \\
& -\left((2 /(n-1)) \operatorname{Ric}\left(\nabla_{X} Y, X\right) X+(2 /(n-1)) \operatorname{Ric}(X, X) \nabla_{X} Y\right) \\
= & (2 /(n-1))\left(\nabla_{X} \operatorname{Ric}\right)(X, Y) X+(2 /(n-1))\left(\nabla_{X} \operatorname{Ric}\right)(X, X) Y,
\end{aligned}
$$

whereas the right-hand side of (20) gives that

$$
\begin{aligned}
\left(\nabla_{Y} A\right)_{h(X, X)} X= & \nabla_{Y} A_{h(X, X)} X-A_{\nabla_{Y}}{ }_{h(X, X)} X-A_{h(X, X)} \nabla_{Y} X \\
= & \nabla_{Y}(4 /(n-1)) \operatorname{Ric}(X, X) X-2 A_{h\left(\nabla_{Y} X, X\right)} X-A_{h(X, X)} \nabla_{Y} X \\
= & \nabla_{Y}(4 /(n-1)) \operatorname{Ric}(X, X) X-2\left((3 /(n-1)) \operatorname{Ric}\left(\nabla_{Y} X, X\right) X\right. \\
& \left.+(1 /(n-1)) \operatorname{Ric}(X, X) \nabla_{Y} X\right) \\
& -\left((2 /(n-1)) \operatorname{Ric}\left(\nabla_{Y} X, X\right) X+(2 /(n-1)) \operatorname{Ric}(X, X) \nabla_{Y} X\right) \\
= & (4 /(n-1))\left(\nabla_{Y} \operatorname{Ric}\right)(X, X) X .
\end{aligned}
$$

Comparing both sides of (20), it follows that for linearly independent $X$ and $Y$, we have that

$$
\begin{align*}
& \left(\nabla_{X} \text { Ric }\right)(X, X)=0,  \tag{21}\\
& 2\left(\nabla_{Y} \operatorname{Ric}\right)(X, X)-\left(\nabla_{X} \operatorname{Ric}\right)(X, Y)=0 . \tag{22}
\end{align*}
$$

Since (21) remains valid for all vectors $X$, it follows that

$$
\left(\nabla_{a X+b Y} \operatorname{Ric}\right)(a X+b Y, a X+b Y)=0
$$

for all values of $a$ and $b$. The above equation can be seen as a polynomial equation in $a$ and $b$ which vanishes identically. Therefore every coefficient has to vanish. Using that Ric is symmetric and computing the coefficient of $a^{2} b$, we find that

$$
\left(\nabla_{Y} \operatorname{Ric}\right)(X, X)+2\left(\nabla_{X} \operatorname{Ric}\right)(X, Y)=0
$$

Combining this with (22), it follows that

$$
\begin{align*}
& \left(\nabla_{Y} \operatorname{Ric}\right)(X, X)=0,  \tag{23}\\
& \left(\nabla_{X} \operatorname{Ric}\right)(X, Y)=0 \tag{24}
\end{align*}
$$

As (23) remains valid for all vectors $X$ and $Y$, we also have

$$
\left(\nabla_{Y} \operatorname{Ric}\right)(X+Z, X+Z)=0
$$

Since Ric is symmetric, this last equation implies that $\left(\nabla_{Y}\right.$ Ric $)(X, Z)=0$.
Let $r_{q}$ denote the rank of the Ricci tensor at the point $q$. Then, we have:
LEMMA 8. Let $\phi:\left(M^{n}, \nabla\right) \rightarrow \boldsymbol{R}^{n+n(n+1) / 2}$ be a parallel affine immersion. Then the rank $r_{q}$ of the Ricci tensor at the point $q$ is independent of $q$.

Proof. Let $q_{1}$ and $q_{2}$ be two points in a coordinate neighborhood of $M$ and $\gamma$ be a differentiable curve connecting $q_{1}$ and $q_{2}$. Let $X_{1}\left(q_{1}\right), \ldots, X_{n}\left(q_{1}\right)$ be a basis of the tangent space at $q_{1}$. Then it is well-known that we can extend $X_{1}, \ldots, X_{n}$ along $\gamma$ such that $\nabla_{\gamma^{\prime}} X_{i}=$ 0 . Then, it follows that

$$
0=\left(\nabla_{\gamma^{\prime}} \operatorname{Ric}\right)\left(X_{i}, X_{j}\right)=(d / d t)\left(\operatorname{Ric}\left(X_{i}, X_{j}\right)\right)
$$

This implies that $\operatorname{Ric}\left(X_{i}, X_{j}\right)$ remains constant along the curve $\gamma$. Consequently, the rank of the Ricci tensor is constant.

We denote the rank of the Ricci tensor by $r$. Since it is constant on $M$, we can define a distribution $T_{0}$ on $M$ by

$$
T_{0}=\{Z \mid \operatorname{Ric}(Y, Z)=0 \text { for all vector fields } Y\}
$$

The dimension of this distribution equals $m$, where $m=n-r$. Let $Z \in T_{0}$, and let $X$ and $Y$ be arbitrary vector fields. Since $0=\left(\nabla_{X} \operatorname{Ric}\right)(Y, Z)=-\operatorname{Ric}\left(Y, \nabla_{X} Z\right)$, it follows that $\nabla_{X} Z \in T_{0}$ for $Z \in T_{0}$. This shows that the distribution $T_{0}$ is parallel with respect to $\nabla$.

The next lemmas will then show how to construct a suitable basis of the distribution $T_{0}$ and how to define a suitable complementary distribution. However, before doing this, we need the following lemma about the solution of differentiable equations on affine differentiable manifolds:

LEMMA 9. Let $m$ be a positive integer and $\alpha_{i j}$ and $\beta_{i}, i, j=1, \ldots, m$, one-forms on M. Then, if those one-forms satisfy

$$
\begin{aligned}
& d \beta_{i}(X, Y)-\sum_{j=1}^{m}\left(\alpha_{i j}(X) \beta_{j}(Y)-\alpha_{i j}(Y) \beta_{j}(X)\right)=0, \\
& d \alpha_{i j}(X, Y)-\sum_{j_{2}=1}^{m}\left(\alpha_{i j_{2}}(X) \alpha_{j_{2} j}(Y)-\alpha_{i j_{2}}(Y) \alpha_{j_{2} j}(X)\right)=0,
\end{aligned}
$$

then the system of partial differential equations given by:

$$
X\left(f_{i}\right)=\sum_{j=1}^{m} \alpha_{i j}(X) f_{j}+\beta_{i}(X)
$$

has a solution.
Proof. By introducing a function $f_{m+1}=1$ and forms $\alpha_{m+1 i}=0, \alpha_{m+1 m+1}=0$ and $\alpha_{i m+1}=\beta_{i}$, we see that it is sufficient to prove the lemma in the case that all $\beta_{i}$ vanish identically. Using local coordinates $\left\{x_{1}, \ldots, x_{n}\right\}$, we see that it is then sufficent to prove that a system

$$
\partial_{i} f=A_{i} f,
$$

where $\partial_{i}=\left(\partial / \partial x_{i}\right), f={ }^{t}\left(f_{1}, \ldots, f_{m}\right)$ and $A_{i}$ is an $m \times m$-matrix, has a solution provided that

$$
\partial_{i}\left(A_{j}\right)-\partial_{j}\left(A_{i}\right)-\left[A_{i}, A_{j}\right]=0
$$

We now show the above claim by induction on the number of variables $n$. If $n=1$, the condition becomes trivial and the claim follows immediately from the existence theorem for solutions of ordinary differential equations.

Therefore assume that $n>1$ and let $\tilde{A}_{1}$ be a matrix solution of

$$
\partial_{1} \tilde{A}_{1}=A_{1} \tilde{A}_{1}
$$

with initial condition $\tilde{A}_{1}\left(p_{0}\right)=I$. We then try to find a solution of the form $f=\tilde{A}_{1} g$, where $g={ }^{t}\left(g_{1}, \ldots, g_{m}\right)$ depends only on the variables $x_{2}, \ldots, x_{n}$. Clearly, we have that

$$
\partial_{1} f=A_{1} \tilde{A}_{1} g=A_{1} f
$$

We also have that

$$
\begin{aligned}
& \partial_{i} f=A_{i} f=A_{i} \tilde{A}_{1} g, \\
& \partial_{i} f=\left(\partial_{i} \tilde{A}_{1}\right) g+\tilde{A}_{1} \partial_{i} g .
\end{aligned}
$$

As the matrix $\tilde{A}_{1}$ is locally invertible, it follows that the function $g$ has to satisfy

$$
\partial_{i} g=B_{i} g
$$

where $B_{i}=-\tilde{A}_{1}^{-1}\left(\partial_{i} \tilde{A}_{1}\right)+\tilde{A}_{1}^{-1} A_{i} \tilde{A}_{1}$. Using that $\tilde{A}_{1}^{-1} \tilde{A}_{1}=I$ and therefore

$$
\partial_{i} \tilde{A}_{1}^{-1}=-\tilde{A}_{1}^{-1}\left(\partial_{i} \tilde{A}_{1}\right) \tilde{A}_{1}^{-1}
$$

we get that

$$
\begin{aligned}
\partial_{1} B_{i}= & \tilde{A}_{1}^{-1}\left(\partial_{1} \tilde{A}_{1}\right) \tilde{A}_{1}^{-1}\left(\partial_{i} \tilde{A}_{1}\right)-\tilde{A}_{1}^{-1}\left(\partial_{i} \partial_{1} \tilde{A}_{1}\right) \\
& -\tilde{A}_{1}^{-1}\left(\partial_{1} \tilde{A}_{1}\right) \tilde{A}_{1}^{-1} A_{i} \tilde{A}_{1}+\tilde{A}_{1}^{-1}\left(\partial_{1} A_{i}\right) \tilde{A}_{1}+\tilde{A}_{1}^{-1} A_{i}\left(\partial_{1} \tilde{A}_{1}\right) \\
= & \tilde{A}_{1}^{-1} \tilde{A}_{1}\left(\partial_{i} \tilde{A}_{1}\right)-\tilde{A}_{1}^{-1} \partial_{i}\left(A_{1} \tilde{A}_{1}\right) \\
& -\tilde{A}_{1}^{-1} A_{1} A_{i} \tilde{A}_{1}+\tilde{A}_{1}^{-1}\left(\partial_{1} A_{i}\right) \tilde{A}_{1}+\tilde{A}_{1}^{-1} A_{i} A_{1} \tilde{A}_{1} \\
= & -\tilde{A}_{1}^{-1}\left(\partial_{i} A_{1}-\partial_{1} A_{i}+A_{1} A_{i}-A_{i} A_{1}\right) \tilde{A}_{1}=0
\end{aligned}
$$

Similarly, we also obtain that

$$
\partial_{i} B_{j}-\partial_{j} B_{i}-\left[B_{i}, B_{j}\right]=\tilde{A}_{1}^{-1}\left(\partial_{i} A_{j}-\partial_{j} A_{i}-\left[A_{i}, A_{j}\right]\right) \tilde{A}_{1}=0
$$

Applying the induction hypothesis now completes the proof.
Lemma 10. Let $q \in M$. Then there exist vector fields $Z_{1}, \ldots, Z_{m}$ defined on a neighborhood of $q$, which form a basis of $T_{0}$ satisfying that

$$
\nabla_{X} Z_{k}=0
$$

for any vector field $X$.
Proof. We start with an arbitrary local basis $Z_{1}, \ldots, Z_{m}$. Any other basis $\tilde{Z}_{1}, \ldots, \tilde{Z}_{m}$ can then be written as $\tilde{Z}_{k}=\sum_{l=1}^{m} b_{k l} Z_{l}$. Since $T_{0}$ is parallel, we can also introduce 1-forms $\beta_{k}^{l}$ on $M$ by $\nabla_{X} Z_{k}=\sum_{l=1}^{m} \beta_{k}^{l}(X) Z_{l}$. Since $Z_{k} \in T_{0}$, it follows from the Gauss equation that

$$
\begin{aligned}
R(X, Y) Z_{k} & =A_{h\left(Y, Z_{k}\right)} X-A_{h\left(X, Z_{k}\right)} Y \\
& =(1 /(n-1)) \operatorname{Ric}(X, Y) Z_{k}-(1 /(n-1)) \operatorname{Ric}(Y, X) Z_{k} \\
& =0 .
\end{aligned}
$$

Therefore, we get that

$$
\begin{aligned}
0 & =R(X, Y) Z_{k} \\
& =\nabla_{X} \nabla_{Y} Z_{k}-\nabla_{Y} \nabla_{X} Z_{k}-\nabla_{[X, Y]} Z_{k} \\
& =\nabla_{X}\left(\sum_{l=1}^{m} \beta_{k}^{l}(Y) Z_{l}\right)-\nabla_{Y}\left(\sum_{l=1}^{m} \beta_{k}^{l}(X) Z_{l}\right)-\sum_{l=1}^{m} \beta_{k}^{l}([X, Y]) Z_{l} \\
& =\sum_{l=1}^{n} d \beta_{k}^{l}(X, Y) Z_{l}+\sum_{l, s=1}^{m}\left(\beta_{k}^{l}(Y) \beta_{l}^{s}(X)-\beta_{k}^{l}(X) \beta_{l}^{s}(Y)\right) Z_{s},
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
d \beta_{k}^{l}(X, Y)+\sum_{s=1}^{m}\left(\beta_{k}^{s}(Y) \beta_{s}^{l}(X)-\beta_{k}^{s}(X) \beta_{s}^{l}(Y)\right)=0 . \tag{25}
\end{equation*}
$$

Now, expressing that the new basis $\tilde{Z}_{1}, \ldots, \tilde{Z}_{m}$ is parallel, we obtain that

$$
\begin{aligned}
0 & =\nabla_{X} \tilde{Z}_{k}=\sum_{l=1}^{m}\left(X\left(b_{k l}\right) Z_{l}+b_{k l} \nabla_{X} Z_{l}\right) \\
& =\sum_{l=1}^{m} X\left(b_{k l}\right) Z_{l}+\sum_{l, s=1}^{m} b_{k l} \beta_{l}^{s}(X) Z_{s}
\end{aligned}
$$

Hence in order to obtain the desired basis, the functions $b_{k l}$ have to satisfy the following system of differential equations:

$$
\begin{equation*}
X\left(b_{k l}\right)=-\sum_{s=1}^{m} \beta_{s}^{l}(X) b_{k s} \tag{26}
\end{equation*}
$$

Notice that this is a system of differential equations as treated in Lemma 9. From Lemma 9, we get that a sufficient condition for the existence of a solution is that

$$
0=-d \beta_{\tilde{s}}^{l}(X, Y)+\sum_{s=1}^{m}\left(\beta_{s}^{l}(Y) \beta_{\tilde{s}}^{s}(X)-\beta_{s}^{l}(X) \beta_{\tilde{s}}^{s}(Y)\right),
$$

which is satisfied because of (25).
Let $q$ be a point of $M$ and assume that $X_{1}, \ldots, X_{r}$ form a local basis of a complementary distribution $T_{1}$ to $T_{0}$. Since the Ricci tensor restricted to the space $T_{1}$ is a nondegenerate symmetric bilinear form, we may assume that $X_{1}, \ldots, X_{r}$ form a pseudo-orthonormal basis, i.e., we may assume that

$$
\operatorname{Ric}\left(X_{i}, X_{j}\right)=((n-1) / 4) \varepsilon_{i} \delta_{i j}
$$

where $\varepsilon_{i}= \pm 1$. We also take a basis $Z_{1}, \ldots, Z_{m}$ of $T_{0}$ as constructed before. We introduce one forms $\omega_{i}^{j}$ and $v_{i}^{k}, 1 \leq i, j \leq r, 1 \leq k \leq m$, by

$$
\begin{equation*}
\nabla_{X} X_{i}=\sum_{j=1}^{r} \omega_{i}^{j}(X) X_{j}+\sum_{k=1}^{m} v_{i}^{k}(X) Z_{k} \tag{27}
\end{equation*}
$$

Then, taking arbitrary vector fields $X$ and $Y$, it follows that

$$
\begin{aligned}
R(X, Y) X_{i}= & \nabla_{X} \nabla_{Y} X_{i}-\nabla_{Y} \nabla_{X} X_{i}-\nabla_{[X, Y]} X_{i} \\
= & \nabla_{X}\left(\sum_{j=1}^{r} \omega_{i}^{j}(Y) X_{j}+\sum_{k=1}^{m} v_{i}^{k}(Y) Z_{k}\right)-\nabla_{Y}\left(\sum_{j=1}^{r} \omega_{i}^{j}(X) X_{j}+\sum_{k=1}^{m} v_{i}^{k}(X) Z_{k}\right) \\
& -\sum_{j=1}^{r} \omega_{i}^{j}([X, Y]) X_{j}-\sum_{k=1}^{m} v_{i}^{k}([X, Y]) Z_{k} \\
= & \sum_{j=1}^{r} d \omega_{i}^{j}(X, Y) X_{j}+\sum_{k=1}^{m} d v_{i}^{k}(X, Y) Z_{k}+\sum_{j=1}^{r}\left(\omega_{i}^{j}(Y) \nabla_{X} X_{j}-\omega_{i}^{j}(X) \nabla_{Y} X_{j}\right) \\
(28) & \sum_{j=1}^{r} d \omega_{i}^{j}(X, Y) X_{j}+\sum_{j, j_{1}=1}^{r}\left(\omega_{i}^{j}(Y) \omega_{j}^{j_{1}}(X)-\omega_{i}^{j}(X) \omega_{j}^{j_{1}}(Y)\right) X_{j_{1}} \\
& +\sum_{k=1}^{m} d v_{i}^{k}(X, Y) Z_{k}+\sum_{j=1}^{r} \sum_{k=1}^{m}\left(\omega_{i}^{j}(Y) v_{j}^{k}(X)-\omega_{i}^{j}(X) v_{j}^{k}(Y)\right) Z_{k} \\
= & \sum_{j_{1}=1}^{r}\left(d \omega_{i}^{j_{1}}(X, Y)+\sum_{j=1}^{r}\left(\omega_{i}^{j}(Y) \omega_{j}^{j_{1}}(X)-\omega_{i}^{j}(X) \omega_{j}^{j_{1}}(Y)\right)\right) X_{j_{1}} \\
& +\sum_{k=1}^{m}\left(d v_{i}^{k}(X, Y)+\sum_{j=1}^{r}\left(\omega_{i}^{j}(Y) v_{j}^{k}(X)-\omega_{i}^{j}(X) v_{j}^{k}(Y)\right)\right) Z_{k} .
\end{aligned}
$$

On the other hand, using the Gauss equation, it follows that

$$
\begin{align*}
R(X, Y) X_{i} & =A_{h\left(Y, X_{i}\right)} X-A_{h\left(X, X_{i}\right)} Y=0, \quad X, Y \in T_{0}  \tag{29}\\
& =0, \quad Y \in T_{0}, X=X_{j}, j \neq i  \tag{30}\\
& =-\varepsilon_{i} Y / 4, \quad Y \in T_{0}, X=X_{i}  \tag{31}\\
& =0, \quad X=X_{j_{1}}, Y=X_{j_{2}}, \quad i, j_{1}, j_{2} \text { are mutually different }  \tag{32}\\
& =-\varepsilon_{i} X_{j} / 4, \quad X=X_{i}, Y=X_{j}, i \neq j  \tag{33}\\
& =0, \quad X=Y \tag{34}
\end{align*}
$$

Next we will try to construct a more suitable local complementary distribution. It is clear that any other complementary distribution can be spanned by vector fields $\tilde{X}_{i}, 1 \leq i \leq r$, which are given by $\tilde{X}_{i}=X_{i}+\sum_{k=1}^{m} a_{i k} Z_{k}$, where the $a_{i k}$ are arbitrary local functions. The next lemma then shows how to define these functions to obtain a unique complementary distribution.

LEMMA 11. Let $q \in M$ and let $Z_{1}, \ldots, Z_{m}$ be a local basis of $T_{0}$ as constructed in Lemma 10. Then on a neighborhood $U$ of $q$ there exists a complementary distribution $T_{1}$ such
that

$$
\begin{align*}
& \nabla_{X} Y-(1 /(n-1)) \operatorname{Ric}(X, Y) Z^{*} \in T_{1}, \quad X, Y \in T_{1},  \tag{35}\\
& \nabla_{Z} X \in T_{1}, \quad X \in T_{1}, Z \in T_{0} \tag{36}
\end{align*}
$$

where $Z^{*}=\sum_{k=1}^{m} g_{k} Z_{k} \in T_{0}$ is a vector field satisfying

$$
X\left(g_{k}\right)=0, \quad X \in T_{1} ; \quad Z_{l}\left(g_{k}\right)=\delta_{k l} .
$$

Proof. We introduce a vector field $Z^{*}=\sum_{k=1}^{m} g_{k} Z_{k}$. We get that

$$
\begin{aligned}
\nabla_{Z_{k}} \tilde{X}_{i} & =\nabla_{Z_{k}} X_{i}+\sum_{l=1}^{m} Z_{k}\left(a_{i l}\right) Z_{l} \\
& =\sum_{j=1}^{r} \omega_{i}^{j}\left(Z_{k}\right) X_{j}+\sum_{l=1}^{m} v_{i}^{l}\left(Z_{k}\right) Z_{l}+\sum_{l=1}^{m} Z_{k}\left(a_{i l}\right) Z_{l} \\
& =\sum_{j=1}^{r} \omega_{i}^{j}\left(Z_{k}\right) \tilde{X}_{j}-\sum_{j=1}^{r} \sum_{l=1}^{m} \omega_{i}^{j}\left(Z_{k}\right) a_{j l} Z_{l}+\sum_{l=1}^{m} v_{i}^{l}\left(Z_{k}\right) Z_{l}+\sum_{l=1}^{m} Z_{k}\left(a_{i l}\right) Z_{l} \\
\nabla_{X_{j_{1}}} \tilde{X}_{i} & =\nabla_{X_{j_{1}}} X_{i}+\sum_{l=1}^{m} X_{j_{1}}\left(a_{i l}\right) Z_{l} \\
& =\sum_{j=1}^{r} \omega_{i}^{j}\left(X_{j_{1}}\right) X_{j}+\sum_{l=1}^{m} v_{i}^{l}\left(X_{j_{1}}\right) Z_{l}+\sum_{l=1}^{m} X_{j_{1}}\left(a_{i l}\right) Z_{l} \\
& =\sum_{j=1}^{r} \omega_{i}^{j}\left(X_{j_{1}}\right) \tilde{X}_{j}-\sum_{j=1}^{r} \sum_{l=1}^{m} \omega_{i}^{j}\left(X_{j_{1}}\right) a_{j l} Z_{l}+\sum_{l=1}^{m} v_{i}^{l}\left(X_{j_{1}}\right) Z_{l}+\sum_{l=1}^{m} X_{j_{1}}\left(a_{i l}\right) Z_{l} .
\end{aligned}
$$

Therefore we see that the connection $\nabla$ has the form as described in the lemma if and only if the functions $a_{i k}$ satisfy the following system of differential equations:

$$
\begin{aligned}
Z_{k}\left(a_{i l}\right) & =-v_{i}^{l}\left(Z_{k}\right)+\sum_{j=1}^{r} \omega_{i}^{j}\left(Z_{k}\right) a_{j l} \\
X_{j_{1}}\left(a_{i l}\right) & =-v_{i}^{l}\left(X_{j_{1}}\right)+\sum_{j=1}^{r} \omega_{i}^{j}\left(X_{j_{1}}\right) a_{j l}+(1 / 4) \varepsilon_{i} \delta_{j_{1} i} g_{l}
\end{aligned}
$$

The second part of the lemma now reduces to the following system of differential equations:

$$
X_{j}\left(g_{l}\right)=-a_{j l}, \quad Z_{k}\left(g_{l}\right)=\delta_{k l} .
$$

Therefore, in order to complete the proof of the lemma, we notice that this is again a system of differential equations as treated in Lemma 9 (with functions $a_{i l}$ and $g_{l}$ ). Using the notation of Lemma 9, we see that it is sufficient to show that the following system of differential
equations:

$$
X\left(f_{i}\right)=\sum_{j=0}^{n} \alpha_{i j}(X) f_{j}+\beta_{i}(X), \quad i=0,1, \ldots, n
$$

has a solution, where for some fixed $l$ and $i, j=1, \ldots, r$, we have that

$$
\begin{array}{ll}
f_{0}=g_{l}, \\
f_{i}=a_{i l}, \\
\alpha_{00}=0, & \\
\alpha_{0 i}\left(X_{j}\right)=-\delta_{i j}, & \alpha_{0 i}\left(Z_{k}\right)=0, \\
\alpha_{i 0}\left(X_{j}\right)=(1 / 4) \varepsilon_{i} \delta_{i j}, & \alpha_{i 0}\left(Z_{k}\right)=0, \\
\alpha_{i j}(X)=\omega_{i}^{j}(X), & \\
\beta_{0}\left(X_{j}\right)=0, & \beta_{0}\left(Z_{k}\right)=\delta_{k l}, \\
\beta_{i}(X)=-v_{i}^{l}(X) . &
\end{array}
$$

Using the above definitions and (28), we see that for $i, j>0$, we have that:

$$
\begin{aligned}
& d \alpha_{i j}(X, Y)-\sum_{j_{2}=0}^{r}\left(\alpha_{i j_{2}}(X) \alpha_{j_{2} j}(Y)-\alpha_{i j_{2}}(Y) \alpha_{j_{2} j}(X)\right) \\
& = \\
& \quad d \omega_{i}^{j}(X, Y)-\sum_{j_{2}=1}^{r}\left(\omega_{i}^{j_{2}}(X) \omega_{j_{2}}^{j}(Y)-\omega_{i}^{j_{2}}(Y) \omega_{j_{2}}^{j}(X)\right) \\
& \quad-\alpha_{i 0}(X) \alpha_{0 j}(Y)+\alpha_{i 0}(Y) \alpha_{0 i}(X) \\
& \quad=\left(R(X, Y) X_{i}\right)^{X_{j} \text {-component }}+\alpha_{i 0}(X) Y^{X_{j} \text {-component }}-\alpha_{i 0}(Y) X^{X_{j} \text {-component. }}
\end{aligned}
$$

Using now (29) up to (33) it follows that the righthandside vanishes identically and therefore

$$
d \alpha_{i j}(X, Y)-\sum_{j_{2}=0}^{r}\left(\alpha_{i j_{2}}(X) \alpha_{j_{2} j}(Y)-\alpha_{i j_{2}}(Y) \alpha_{j_{2} j}(X)\right)=0
$$

The other equations can be verified in a similar way.
Next, we introduce a metric $g$ on $U$ by

$$
\begin{align*}
& g(X, Y)=(4 /(n-1)) \operatorname{Ric}(X, Y), \quad X, Y \in T_{1}  \tag{37}\\
& g(X, Z)=0, \quad X \in T_{1}, Z \in T_{0}  \tag{38}\\
& g\left(Z_{k}, Z_{l}\right)=\delta_{k l}, \quad 1 \leq k, l \leq m \tag{39}
\end{align*}
$$

Lemma 12. The Levi-Civita connection $\hat{\nabla}$ of the metric $g$ is given by

$$
\begin{align*}
& \hat{\nabla}_{X} Y=\nabla_{X} Y-(1 / 4) g(X, Y) Z^{*}, \quad X, Y \in T_{1},  \tag{40}\\
& \hat{\nabla}_{Z} X=\nabla_{Z} X, \quad X \in T_{1}, Z \in T_{0},  \tag{41}\\
& \hat{\nabla}_{X} Z_{k}=0, \quad X \in T_{1}, 1 \leq k \leq m  \tag{42}\\
& \hat{\nabla}_{Z_{k}} Z_{l}=0, \quad 1 \leq k, l \leq m \tag{43}
\end{align*}
$$

Proof. We define a connection by the above formulas. Since $\nabla$ is symmetric, it follows from the definition that $\hat{\nabla}$ is symmetric too. So we have only to check that $\hat{\nabla}$ is compatible with the metric $g$. Let $X$ be an arbitrary tangent vector field. First we take $Y_{1}, Y_{2} \in T_{1}$. Then, since Ric is parallel with respect to $\nabla$, it follows that

$$
\begin{aligned}
\left(\hat{\nabla}_{X} g\right)\left(Y_{1}, Y_{2}\right) & =X g\left(Y_{1}, Y_{2}\right)-g\left(\hat{\nabla}_{X} Y_{1}, Y_{2}\right)-g\left(Y_{1}, \hat{\nabla}_{X} Y_{2}\right) \\
& =(4 /(n-1)) X \operatorname{Ric}\left(Y_{1}, Y_{2}\right)-g\left(\nabla_{X} Y_{1}, Y_{2}\right)-g\left(Y_{1}, \nabla_{X} Y_{2}\right) \\
& =(4 /(n-1))\left(X \operatorname{Ric}\left(Y_{1}, Y_{2}\right)-\operatorname{Ric}\left(\nabla_{X} Y_{1}, Y_{2}\right)-\operatorname{Ric}\left(Y_{1}, \nabla_{X} Y_{2}\right)\right) \\
& =0
\end{aligned}
$$

Next we compute for $Y \in T_{1}$ and $Z \in T_{0}$ that

$$
\begin{aligned}
\left(\hat{\nabla}_{X} g\right)(Y, Z) & =X g(Y, Z)-g\left(\hat{\nabla}_{X} Y, Z\right)-g\left(Y, \hat{\nabla}_{X} Z\right) \\
& =-g\left(\hat{\nabla}_{X} Y, Z\right)=0
\end{aligned}
$$

since by construction $\hat{\nabla}_{X} Y$ does not have a $T_{0}$ component. The fact that $\left(\hat{\nabla}_{X} g\right)\left(Z_{k}, Z_{l}\right)=0$ follows trivially.

As a consequence, we have
THEOREM 1. Let $\phi: M \rightarrow \boldsymbol{R}^{n+n(n+1) / 2}$ be a parallel linearly full affine immersion and let $q \in M$. Then there exists a metric $g$ on a neighborhood $V$ of $q$ in $M$ such that $V$ is isometric to an open set of $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$. Moreover, the affine connection $\nabla$ is related to the Levi-Civita connection of $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$ by

$$
\begin{aligned}
& \nabla_{X} Y=\hat{\nabla}_{X} Y+(1 / 4) g(X, Y) \sum_{k=1}^{m} z_{k} \partial_{k}, \\
& \nabla_{X} \partial_{k}=0, \quad \nabla_{\partial k} X=0, \quad \nabla_{\partial k} \partial l=0,
\end{aligned}
$$

where $X, Y$ are tangent to $S_{s}^{r}(2)$ (and we consider them as tangent vectors of the product manifold in the standard way) and $\partial_{k}, k=1, \ldots, m$, is the standard basis of $\boldsymbol{R}^{m}$ with coordinates denoted by $z_{1}, \ldots, z_{k}$.

Proof. Let $q \in M$. It follows from the previous lemmas that both distributions $T_{0}$ and $T_{1}$ are parallel with respect to $\hat{\nabla}$. Consequently, applying the results of [15] and [16], we get that a neighborhood $V$ of the point $q$ is congruent with the semi-Riemannian product manifold $M_{1} \times M_{0}$. Here, we interprete $T_{1}$ as tangent to $M_{1}$ and $T_{0}$ as tangent to $M_{0}$.

From the definition of $\hat{\nabla}$ it follows that $Z_{1}, \ldots, Z_{m}$ are parallel vector fields of unit length on $M_{0}$, implying that $M_{0}$ is congruent with $\boldsymbol{R}^{m}$ and that we can interprete the vector fields $Z_{k}$ as coordinate vector fields $Z_{k}=\partial_{k}=\partial / \partial z_{k}$. Writing now the vector field $Z^{*}=$ $\sum_{k=1}^{m} g_{k} Z_{k}$ and recalling that the functions $g_{k}$ depended only on $M_{0}$ and were determined there by the following system of differential equations:

$$
\partial_{l} g_{k}=\delta_{k l},
$$

we get that, after applying a translation of the coordinates, if necessary, that $g_{k}=z_{k}$.
Now, we still have to show that $M_{1}$ is locally isometric to $S_{s}^{r}(2)$. Since all one-dimensional manifolds are locally isometric, we may assume that $r \geq 2$. In that case, we have for $Y_{1}$ and $Y_{2}$ tangent to $M_{1}$ that

$$
\begin{aligned}
g\left(\hat{R}\left(Y_{1}, Y_{2}\right) Y_{2}, Y_{1}\right)= & g\left(\hat{\nabla}_{Y_{1}} \hat{\nabla}_{Y_{2}} Y_{2}-\hat{\nabla}_{Y_{2}} \hat{\nabla}_{Y_{1}} Y_{2}-\hat{\nabla}_{\left[Y_{1}, Y_{2}\right]} Y_{2}, Y_{1}\right) \\
= & g\left(\nabla_{Y_{1}}\left(\nabla_{Y_{2}} Y_{2}-(1 / 4) g\left(Y_{2}, Y_{2}\right) Z^{*}\right)-\nabla_{Y_{2}}\left(\nabla_{Y_{1}} Y_{2}-(1 / 4) g\left(Y_{1}, Y_{2}\right) Z^{*}\right)\right. \\
& \left.-\nabla_{\left[Y_{1}, Y_{2}\right]} Y_{2}, Y_{1}\right) \\
= & g\left(R\left(Y_{1}, Y_{2}\right) Y_{2}, Y_{1}\right) \\
= & g\left(A_{h\left(Y_{2}, Y_{2}\right)} Y_{1}, Y_{1}\right)-g\left(A_{h\left(Y_{1}, Y_{2}\right)} Y_{2}, Y_{1}\right) \\
= & (1 / 2) g\left(Y_{1}, Y_{2}\right)^{2}+(1 / 2) g\left(Y_{2}, Y_{2}\right) g\left(Y_{1}, Y_{1}\right)-(3 / 4) g\left(Y_{1}, Y_{2}\right)^{2} \\
& -(1 / 4) g\left(Y_{2}, Y_{2}\right) g\left(Y_{1}, Y_{1}\right) \\
= & (1 / 4)\left(g\left(Y_{2}, Y_{2}\right) g\left(Y_{1}, Y_{1}\right)-g\left(Y_{1}, Y_{2}\right)^{2}\right) .
\end{aligned}
$$

Consequently, $M_{1}$ has constant sectional curvature $1 / 4$ and is therefore congruent with the semi-Riemannian sphere of radius 2 and index $s$.

The remaining formulas now follow from the previous lemmas together with the fact that $X$ and $Y$ are tangent to $S_{s}^{r}(2)$.

We are now in a position to prove the main classification result of the paper.
THEOREM 2. Let $\phi: M \rightarrow \boldsymbol{R}^{n+n(n+1) / 2}$ be a parallel linearly full affine immersion. Then $M$ is affine congruent with one of the affine immersions described in Section 2.

Proof. Let $q \in M$. By Theorem 1, we have that a neighborhood of $q$ is isometric to an open set of $S_{s}^{r}(2) \times \boldsymbol{R}^{m}$. We consider the corresponding immersion $F$. We indicate the immersion under consideration by adding an appropriate superscript. By construction both $F$ and $\phi$ have the same induced affine connection. It is also clear that by an affine transformation we may assume that $F(q)=\phi(q), F_{*}(v)=\phi_{*}(v)$ and $h^{F}(v, w)=h^{\phi}(v, w)$, where $v$ and $w$ are tangent vectors at the point $q$.

Let $\gamma$ be a geodesic, with respect to $\nabla$, in $V$. We denote by $\gamma_{1}=\phi(\gamma)$ and by $\gamma_{2}=F(\gamma)$. Then, using the previous lemmas we have that

$$
\begin{aligned}
& \gamma_{1}^{\prime}=\phi_{*}\left(\gamma^{\prime}\right) \\
& \gamma_{1}^{\prime \prime}=h^{\phi}\left(\gamma^{\prime}, \gamma^{\prime}\right), \\
& \gamma_{1}^{\prime \prime \prime}=-\phi_{*}\left(A_{h^{\phi}\left(\gamma^{\prime}, \gamma^{\prime}\right)} \gamma^{\prime}\right)=-(4 /(n-1)) \operatorname{Ric}\left(\gamma^{\prime}, \gamma^{\prime}\right) \gamma_{1}^{\prime} .
\end{aligned}
$$

Similarly, we obtain that $\gamma_{2}^{\prime \prime \prime}=-(4 /(n-1)) \operatorname{Ric}\left(\gamma^{\prime}, \gamma^{\prime}\right) \gamma_{2}^{\prime}$. By the initial conditions and the uniqueness of solutions it follows that $F$ and $\phi$ coincide.
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