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BOUNDEDNESS OF SOLUTIONS FOR A CLASS OF
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Abstract. We establish various new boundedness results for a class of nonlinear pla-
nar systems including some generalized Liénard equations. These results represent significant
improvement and generalization of many existing ones in the literature. Our sufficient condi-
tions are sharp in the sense that for some special but quite general cases, they coincide with
the necessary conditions. Three illustrative examples are given.

1. Introduction. The purpose of this paper is to obtain sharp conditions for the bound-
edness of all solutions and conditions for the existence of unbounded solutions of the follow-
ing nonlinear differential systems,

(1.1)




dx

dt
= yαψ(y)− ϕ(x) ,

dy

dt
= −yβh(y)f (x)−

n∑
i=1

pi(y)fi(x)− g (x)k(y) ,

where and throughout this paper,α andβ are ratios of positive odd integers withα ≥ β, ψ,
ϕ, h, f , g , k, fi andpi (i = 1, 2, . . . , n) are continuous real value functions defined onR,
ψ(y) > 0, h(y) > 0 andk(y) > 0 for all y ∈ R. Moreover, we assume the existence and
uniqueness of the solution of the Cauchy initial value problem of (1.1).

The boundedness of solutions for some special cases of (1.1) has been extensively studied
in the literature. We refer to [1–18] and the references therein for existing results for the well-
known Liénard system

(1.2)




dx

dt
= y ,

dy

dt
= −yf (x)− g (x)
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or its equivalent

(1.3)




dx

dt
= y − F(x) , with F(x) =

∫ x

0
f (u)du,

dy

dt
= −g (x)

and for some of their generalized forms. In particular, as pointed in the papers [5–9, 15], the
condition

(1.4) f (x) ≥ 0 for all x ∈ R

or

(1.5) g (x)F (x) ≥ 0 for all x ∈ R

and the signumcondition

(1.6) xg (x) ≥ 0 for all x ∈ R (or for |x| ≥ X0 with someX0 > 0)

have been assumed for a long time and have been considered as fundamental for the consid-
ered boundedness problem (see, e.g., [1–4, 10–18]). Sugie [15] studied the boundedness of
solutions of the following generalized Liénard system,

(1.7)




dx

dt
= y ,

dy

dt
= −yh(y)f (x)− g (x)k(y) ,

whereh(y) > 0 andk(y) > 0 for ally ∈ R, and improved the results of [1–4] by relaxing (1.6)
but still requiring the assumption (1.4). Sugie’s results were later improved and generalized
in Huang [5, 7] where condition (1.4) was weakened.

System (1.1) clearly includes (1.2), (1.3)and (1.7) as special cases. On the other hand,
for the well-known Liénard equation

(1.8)
d2x

dt2
+ f ∗(x)dx

dt
+ g ∗(x) = 0 ,

if there exists a continuous functionf : R → R and a differentiable functionϕ : R → R such
that

(1.9) f ∗(x) = f (x)+ dϕ(x)

dx
,

then, by setting

(1.10) y = dx

dt
+ ϕ(x) and g (x) = g ∗(x)− f (x)ϕ(x) ,

we can transform (1.8) into the following system

(1.11)




dx

dt
= y − ϕ(x) ,

dy

dt
= −yf (x)− g (x) ,
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which is a special case of (1.1) withα = β = 1,ψ(y) = h(y) = k(y) ≡ 1 for all y ∈ R and
fi(x) ≡ 0 for all x ∈ R andi = 1, 2,. . . , n.

As will be illustrated, our boundedness results for the system (1.1) represent significant
improvement and generalization of aforementioned existing results. In particular, we also
show that some of our sufficient conditions are necessary to ensure boundedness of all solu-
tions. Applying our results to the Liénard type systems (1.2), (1.3) and (1.7) in Section 4, we
show that our results generalize those in [1–5, 7, 15]. Furthermore, we give two examples to
illustrate that, for some Liénard equations of form (1.8), our results provide some new bound-
edness criteria which can not be derived by using the traditional equivalent system (1.2) or
(1.3) and the existing results.

The remaining part of this paper is organized as follows. In Section 2, we formulate var-
ious assumptions to be used in our main results and we derive several technical lemmas. The
main results are presented in Section 3. Their applications to Liénard systems and illustrative
examples are provided in Section 4.

2. Assumptions and technical lemmas. For the simplicity of presentation, we start
with the introduction of some notations and assumptions to be used in the remaining part of
this paper.

F(x) =
∫ x

0
f (u)du ; Fi(x) =

∫ x

0
fi(u)du (i = 1,2, . . . , n) ;

G(x) =
∫ x

0
g (u)du ; Fϕ(x) =

∫ x

0
f (u)ϕ(u)du ;

K(y) =
∫ y

0

uαψ(u)

k(u)
du ; H(y) =

∫ y

0

uα−βψ(u)
h(u)

du ;
V (x, y) = K(y)+G(x)+ Fϕ(x) .

Some of the standing assumptions are formulated below:
(I) Let P(±∞) denote the limit of a functionP(x) asx → ±∞.

(i) K(±∞) = ∞,H(±∞) = ±∞ and lim
y→±∞

k(y)

yβh(y)
= 0;

(ii) yαψ(y) is strictly increasing onR and lim
y→±∞ y

αψ(y) = ±∞.

(II) There exists a constantX0 ≥ 0 such that
(i) f (x) ≥ 0 for |x| ≥ X0;
(ii) g (x)ϕ(x) ≥ 0 for |x| ≥ X0;
(iii) fi(x) ≥ 0 for |x| ≥ X0 andi = 1, 2,. . . , n.

(III) There exist constantsX∗
0 ≥ 0 andY0 ≥ 0 such that

(i) G(x)+ Fϕ(x) ≤ lim sup
z→∞

[G(z)+ Fϕ(z)] for x ≥ X∗
0;

(ii) G(x)+ Fϕ(x) ≤ lim sup
z→−∞

[G(z)+ Fϕ(z)] for x ≤ −X∗
0;

(iii) G(x)+ Fϕ(x) ≥ −Y0 for all x ∈ R.

(IV) For all i = 1, 2,. . . , n, ypi(y) ≥ 0 for y ∈ R and lim
y→±∞

pi(y)

yβh(y)
= 0.
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(V) Whenϕ(x) �≡ 0 onR,
h(y)

ψ(y)k(y)
≥ yα−β for all y ∈ R.

(VI) lim sup
x→±∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) = ∞.

(VII) There exist constantsa > 0 andb > 0 such thatF(b) − F(−a) > 0 andf (x) ≥ 0
for x /∈ (−a, b).

Note that (I) (ii) implies that there exists an inverse function ofz = yαψ(y) on R. We
denote this inverse byy = Ψ−1(z).

We now establish several technical lemmas which will be very useful in the proofs of the
main results in Section 3.

LEMMA 2.1. Suppose that (I) and (IV) hold. Then, for any constants q1 < q2 and
C > 0, there exists a constant D > C such that for all r ≥ D the positive semi-trajectory
(x(t), y(t)) of (1.1) satisfying (x(t0), y(t0)) = (q1, r) must intersect the line x = q2 at some
time t1 > t0 and y(t) > C for all t ∈ [t0, t1].

PROOF. Let

M = max{|f (x)|, |g (x)|, |ϕ(x)|, |fi(x)|; q1 ≤ x ≤ q2, i = 1,2, . . .¸ , n} .
Choose a constant

E > max{1, Ψ−1(M),C} .
By (I) and (IV), it is easy to see that there exists a constantM∗ such that

max

{∣∣∣∣ pi(y)yβh(y)

∣∣∣∣ ,
∣∣∣∣ k(y)

yβh(y)

∣∣∣∣ ; y ≥ C

}
≤ M∗ .

Again by (I), it is clear that there exists a constantD > E such that, for allr ≥ D, we have

(2.1) H(r) > H(E)+MEαψ(E)(q2 − q1)
1 + (n+ 1)M∗

Eαψ(E)−M
.

Assume, by way of contradiction, that the conclusion in the lemma is false. Then there exists
anr0 ≥ r such that for the positive semi-trajectory(x(t), y(t)) of (1.1) starting from the point
(q1, r0) at timet0, one of the following two cases must occur:

(i) there exists at∗ > t0 such thatx(t∗) ∈ (q1, q2], y(t∗) = E andy(t) > E for all
t ∈ (t0, t∗);

(ii) x(t) ∈ [q1, q2) andy(t) > E for all t ∈ (t0, T ), where[t0, T ) (T may be∞)
represents the right-maximal interval of existence of the positive semi-trajectory(x(t), y(t)).

Let y = y(x) be the solution satisfyingy(x(t0)) = y(t0) (i.e., y(q1) = r0) for the
equation

dy

dx
= −y

βh(y)f (x)+ ∑n
i=1pi(y)fi(x)+ g (x)k(y)

yαψ(y)− ϕ(x)
.

We write this equation in the following form:

(2.2)
yα−βψ(y)
h(y)

dy = −f (x)+
∑n
i=1[pi(y)/yβh(y)]fi(x)+ g (x)[k(y)/yβh(y)]

1 − ϕ(x)/[yαψ(y)] dx .
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If Case (i) occurs, then, by integrating (2.2) from(x(t0), y(t0)) to (x(t∗), y(t∗)) along the
trajectoryy = y(x), we obtain

H(E)−H(r0) =
∫ E

r0

yα−βψ(y)
h(y)

dy

=
∫ y(t∗)

y(t0)

yα−βψ(y)
h(y)

dy

= −
∫ x(t∗)

q1

f (x)+ ∑n
i=1[pi(y(x))fi(x)+ g (x)k(y(x))]/[yβ(x)h(y(x))]

1 − ϕ(x)/[yα(x)ψ(y(x))] dx

≥ − MEαψ(E)

Eαψ(E)−M

∫ q2

q1

[
1 +

n∑
i=1

∣∣∣∣ pi(y(x))

yβ(x)h(y(x))

∣∣∣∣ +
∣∣∣∣ k(y(x))

yβ(x)h(y(x))

∣∣∣∣
]

dx

≥ −MEαψ(E)(q2 − q1)
1 + (n+ 1)M∗

Eαψ(E) −M
.

That is

H(r0) ≤ H(E)+MEαψ(E)(q2 − q1)
1 + (n+ 1)M∗

Eαψ(E)−M
,

which contradicts (2.1) andr0 ≥ r ≥ D.
We now assume Case (ii) occurs. Since there are no equilibrium points of (1.1) in the

region {(x, y); q1 ≤ x ≤ q2, y ≥ E}, which follows from dx/dt = yαψ(y) − ϕ(x) ≥
Eαψ(E)−M > 0 for y ≥ E andx ∈ [q1, q2], we have lim supt→T y(t) = ∞. On the other
hand, by integrating (2.2) along the trajectoryy = y(x) with y(q1) = r0, for t ≥ t0, we have

H(y(t))−H(r0) =
∫ y(t)

r0

yα−βψ(y)
h(y)

dy

= −
∫ x(t)

q1

f (x)+ ∑n
i=1[pi(y(x))fi(x)+ g (x)k(y(x))]/[yβ(x)h(y(x))]

1 − ϕ(x)/[yα(x)ψ(y(x))] dx

≤ M[1 + (n+ 1)M∗]
1 −M/[Eαψ(E)] (x(t)− q1)

≤ MEαψ(E)(q2 − q1)
1 + (n+ 1)M∗

Eαψ(E)−M
.

This, together with (I) (i), implies that lim supt→T y(t) < ∞. But this contradicts the fact
that lim supt→T y(t) = ∞. This completes the proof of Lemma 2.1.

In a similar fashion, we can show the following:

LEMMA 2.2. Suppose that (I) and (IV) hold. Then, for any constants q1 < q2 and
C > 0, there exists a constant D > C such that for all r ≥ D the positive semi-trajectory
(x(t), y(t)) of (1.1)satisfying (x(t0), y(t0)) = (q2,−r)must intersect the line x = q1 at some
time t1 > t0 and y(t) < −C for all t ∈ [t0, t1].
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LEMMA 2.3. Suppose that (I)–(VI) hold. Then, for each (x0, y0) ∈ {(x, y); x ≥
0, yαψ(y) > ϕ(x)}, the positive semi-trajectory of (1.1)passing through (x0, y0) either inter-
sects the curve yαψ(y) = ϕ(x) or tends to some point (x∗, y∗) ∈ {(x, y); x > 0, yαψ(y) =
ϕ(x), yβh(y)f (x)+ ∑n

i=1pi(y)fi(x)+ g (x)k(y) = 0}.
PROOF. Suppose, by way of contradiction, that there exists some point(x0, y0) ∈

{(x, y); x ≥ 0, yαψ(y) > ϕ(x)} such that the positive semi-trajectoryL+ of (1.1) start-
ing from the point(x0, y0) at timet0 neither intersects the curveyαψ(y) = ϕ(x) nor tends
to any point(x∗, y∗) ∈ {(x, y); x > 0, yαψ(y) = ϕ(x), yβh(y)f (x) + ∑n

i=1pi(y)fi(x) +
g (x)k(y) = 0}. Let [t0, T ) be the right-maximal interval of existence ofL+ (T may be∞),
and(x(t), y(t)) be the coordinates ofL+ at timet . Then we have

yα(t)ψ(y(t)) > ϕ(x(t)) and
d

dt
x(t) > 0 for all t ∈ [t0, T ) .

Therefore, either

(2.3) lim
t→T

x(t) < ∞ and lim sup
t→T

y(t) = ∞
or

(2.4) lim
t→T

x(t) = ∞ .

By Lemma 2.1, it is easy to see that Case (2.3) is impossible.
We now assume Case (2.4). Then there exists at1 > t0 such thatx(t1) ≥ max{X0,X

∗
0}

andx(t) > max{X0,X
∗
0} for all t ∈ (t1, T ). It follows from (II) and (IV) that for|x| ≥ X0

we have

(2.5)

dV (x, y)

dt

∣∣∣∣
(1.1)

= −y
α+βh(y)ψ(y)

k(y)
f (x)−

n∑
i=1

yαψ(y)pi(y)

k(y)
fi(x)

+yαψ(y)f (x)ϕ(x)− f (x)ϕ2(x)− g (x)ϕ(x)

≤ −y
α+βh(y)ψ(y)

k(y)
f (x)+ yαψ(y)f (x)ϕ(x)− f (x)ϕ2(x) .

Therefore, again by (II) and (V), fort ∈ [t1, T ) alongL+ we have

dV (x, y)

dt

∣∣∣∣
(1.1)

≤ −y
α+βh(y)ψ(y)

k(y)
f (x)+ yαψ(y)f (x)ϕ(x)− f (x)ϕ2(x) ,

which implies that

(2.6)
dV (x, y)

dt

∣∣∣∣
(1.1)

≤ −yα+βh(y)ψ(y)
k(y)

f (x) if ϕ(x) ≡ 0 onR ,

and

(2.7)
dV (x, y)

dt

∣∣∣∣
(1.1)

≤ −f (x)
[
yαψ(y)− 1

2
ϕ(x)

]2

− 3

4
f (x)ϕ2(x) if ϕ(x) �≡ 0 onR .
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It follows from (2.6) and (2.7) that

(2.8)
dV (x, y)

dt

∣∣∣∣
(1.1)

≤ 0 for t ∈ [t1, T ) ,

wherex = x(t) andy = y(t). Therefore,

V (x(t), y(t)) ≤ V (x(t1), y(t1)) for t ∈ [t1, T ) .

That is,

(2.9) K(y(t))+G(x(t))+ Fϕ(x(t)) ≤ K(y(t1))+G(x(t1))+ Fϕ(x(t1))

for t ∈ [t1, T ). Noting thatK(y) > 0 for all y �= 0, we obtain from (2.9) that

lim sup
x→∞

(G(x)+ Fϕ(x)) = lim sup
t→T

(G(x(t))+ Fϕ(x(t))) < ∞ ,

which, together with (VI), implies that

lim sup
x→∞

|F(x)| = ∞ or lim sup
x→∞

ϕ(x) = ∞ .

We first consider the case where lim supx→∞ |F(x)| = ∞. By (II) (i), it is easy to see that
limx→∞ F(x) = lim supx→∞ |F(x)| = ∞. Let

m = lim sup
x→∞

(G(x)+ Fϕ(x))

and

V (t) = K(y(t))+G(x(t))+ Fϕ(x(t)) .

We next show thatV (t) > m for all t ∈ [t1, T ). Suppose to the contrary. Then there
exists ans1 ∈ [t1, T ) such thatV (s1) ≤ m. By limx→∞ F(x) = limt→T F (x(t)) = ∞
and (II) (i), it is clear that there exists an increasing sequence{τn} such thatτn ∈ [s1, T ),
limn→∞ τn = T andf (x(τn)) > 0 forn = 1,2, . . . .On the other hand, sinceyα(t)ψ(y(t)) >
ϕ(x(t)) for all t ∈ [t0, T ), it is obvious thaty2α(τn)ψ

2(y(τn)) + ϕ2(x(τn)) �= 0 for n =
1,2, . . . . Consequently, in view of (2.6), (2.7) and (II), we have

dV (t)

dt

∣∣∣∣
t=τn

≤




−yα+β(τn)ψ(y(τn))h(y(τn))
k(y(τn))

if ϕ(x) ≡ 0 on R ,

−f (x(τn))
[
yα(τn)ψ(y(τn))− 1

2
ϕ(x(τn))

]2

− 3

4
f (x(τn))ϕ

2(x(τn))

if ϕ(x) �≡ 0 on R ,
< 0 ,

which, together with (2.8), implies that there exists ans2 ∈ (s1, T ) such that

V (t) ≤ V (s2) < V (s1) ≤ m for all t ∈ [s2, T ) .
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It follows that

m > V (s2)≥ lim sup
t→T

V (t) = lim sup
t→T

(K(y(t))+G(x(t))+ Fϕ(x(t)))

≥ lim sup
t→T

(G(x(t))+ Fϕ(x(t)))

= lim sup
x→∞

(G(x)+ Fϕ(x)) .

But, this contradictsm = lim supx→∞(G(x)+ Fϕ(x)). HenceV (t) > m for all t ∈ [t1, T ).
Again from (2.9) and (I) and (III) (iii), it is easy to see that|y(t)| is bounded fort ∈

[t1, T ), and so there exist constantsσ > 0, λ > 0 andδ > 0 such that, for|y| ≤ sup{|y(t)| :
t ∈ [t1, T )}, we have

(2.10) ψ(y) ≥ σ ,
h(y)

k(y)
≥ λ and

ψ(y)

k(y)
≤ δ .

Thus, alongL+ we obtain

(2.11) K(y(t)) =
∫ y(t)

0

uαψ(u)

k(u)
du ≤ δ

∫ y(t)

0
uαdu = δ

1 + α
yα+1(t) , t ∈ [t1, T ) .

On the other hand, according to (III) (i), we have

K(y(t)) = V (t)−G(x(t))− Fϕ(x(t)) ≥ V (t)−m > 0 , t ∈ [t1, T ) ,
which, together with (2.10), implies that

(2.12) |y(t)| ≥
[

1 + α

δ
(V (t)−m)

]1/(1+α)
> 0 for t ∈ [t1, T ) .

We claim that (II) (i), (II) (ii) and (III) (i) imply that there exists an increasing sequence{x+
n }

satisfying limn→∞ x+
n = ∞ such thatϕ(x+

n ) ≥ 0 for i = 1, 2, . . . . In fact, if this is not true,
then there exists a constantX∗∗

0 > 0 such thatϕ(x) < 0 for all x ≥ X∗∗
0 , which combined

with (II) (ii) implies that g (x) ≤ 0 for all x ≥ max{X0,X
∗∗
0 }. Thus, according to (II)(i) and

the definitions ofG(x) andFϕ(x), we have

(2.13)
d

dx
[G(x)+ Fϕ(x)] = g (x)+ f (x)ϕ(x) ≤ f (x)ϕ(x) ≤ 0

for all x ≥ max{X0,X
∗
0,X

∗∗
0 }. Furthermore, by limx→∞ F(x) = ∞ and using an argument

similar as that above, we can choose an increasing sequence{τn} such thatτn ∈ [t1, T ),
limn→∞ τn = T , limn→∞ x(τn) = ∞, x(τn) > max{X0,X

∗
0,X

∗∗
0 } andf (x(τn)) > 0 for

n = 1,2, . . . . Thus, we have

(2.14)
d

dx
[G(x)+ Fϕ(x)] |x=x(τn)≤ f (x(τn))ϕ(x(τn)) < 0 , n = 1,2, . . . .

It is easy to see that (2.13) and (2.14) imply that

G(x)+ Fϕ(x) > lim sup
z→∞

(G(z)+ Fϕ(z)) = lim
z→∞(G(z)+ Fϕ(z))
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for x ≥ max{X0,X
∗
0,X

∗∗
0 }, which contradicts (III) (i). Therefore, by the facts limt→T x(t) =

∞ andyα(t)ψ(y(t)) > ϕ(x(t)) for all t ∈ [t1, T ), it is clear that (2.12) implies that

(2.15) y(t) >

[
1 + α

δ
(V (t)−m)

]1/(1+α)
> 0 for all t ∈ [t1, T ) .

Notice that dF(x(t))/dt = f (x(t))[yα(t)ψ(y(t)) − ϕ(x(t))]. It follows from (2.6), (2.7),
(2.10) and (II) that, for allt ∈ [t1, T ),

dV (t)

dt
≤




−yα+β(t)h(y(t))ψ(y(t))
k(y(t))

f (x(t)) if ϕ(x) ≡ 0 on R ,

−y2α(t)ψ2(y(t))f (x(t))+ yα(t)ψ(y(t))f (x(t))ϕ(x(t))

−f (x(t))ϕ2(x(t)) if ϕ(x) �≡ 0 on R ,

≤
{−λyα+β(t)ψ(y(t))f (x(t)) if ϕ(x) ≡ 0 on R ,

−σyα(t)f (x(t))[yα(t)ψ(y(t)) − ϕ(x(t))] if ϕ(x) �≡ 0 on R ,

=




−λyβ(t) d

dt
F (x(t)) if ϕ(x) ≡ 0 on R ,

−σyα(t) d

dt
F (x(t)) if ϕ(x) �≡ 0 on R ,

which, together with (2.12), implies that

(2.16)
dV (t)

dt
≤ −λ

[
1 + α

δ
(V (t)−m)

]β/(1+α) dF(x(t))

dt
,

if ϕ(x) ≡ 0 onR, and

(2.17)
dV (t)

dt
≤ −σ

[
1 + α

δ
(V (t)−m)

]α/(1+α) dF(x(t))

dt
,

if ϕ(x) �≡ 0 on R. Integrating (2.16) and (2.17) fromt1 to t ∈ [t1, T ) and simplifying, we
obtain the following:

If ϕ(x) ≡ 0 onR, then

1 + α

1 + α − β
[(V (t)−m)(1+α−β)/(1+α) − (V (t1)−m)(1+α−β)/(1+α)]

≤ −λ
(

1 + α

δ

)β/(1+α)
[F(x(t))− F(x(t1))] .

If ϕ(x) �≡ 0 onR, then

(1 + α)[(V (t)−m)1/(1+α) − (V (t1)−m)1/(1+α)]

≤ −σ
(

1 + α

δ

)α/(1+α)
[F(x(t))− F(x(t1))] .

Therefore, fort ∈ [t1, T ), we have

(2.18) F (x(t)) ≤ F(x(t1))+ 1 + α

λ(1 + α − β)

(
δ

1 + α

)β/(1+α)
(V (t1)−m)(1+α−β)/(1+α)
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if ϕ(x) ≡ 0 onR, and

(2.19) F (x(t)) ≤ F(x(t1))+ 1 + α

σ

(
δ

1 + α

)α/(1+α)
(V (t1)−m)1/(1+α)

if ϕ(x) �≡ 0 onR. (2.18) and (2.19) imply thatF(x(t)) < ∞ for t ∈ [t1, T ), which contradicts
the facts limt→T x(t) = ∞ and limt→T F (x(t)) = limx→∞ F(x) = ∞. Hence Case (2.4)
can not occur if lim supx→∞ |F(x)| = ∞.

It now remains to consider the case of lim supx→∞(G(x) + Fϕ(x)) < ∞,
lim supx→∞ |F(x)| < ∞ and lim supx→∞ ϕ(x) = ∞. Since limt→T x(t) = ∞ and
yα(t)ψ(y(t)) > ϕ(x(t)) for all t ∈ [t0, T ), it follows that lim supt→T y

α(t)ψ(y(t)) =
∞, which implies lim supt→T y(t) = ∞. But, by (2.9) and (I) (i) and (III) (iii), we have
lim supt→T |y(t)| < ∞. This is a contradiction. Therefore, Case (2.4) can not occur if
lim supx→∞ ϕ(x) = ∞. This completes the proof.

A similar argument leads to

LEMMA 2.4. Suppose that (I)–(VI) hold. Then, for each (x0, y0) ∈ {(x, y); x ≤
0, yαψ(y) < ϕ(x)}, the positive semi-trajectory of (1.1)passing through (x0, y0) either inter-
sects the curve yαψ(y) = ϕ(x) or tends to some point (x∗, y∗) ∈ {(x, y); x < 0, yαψ(y) =
ϕ(x), yβh(y)f (x)+ ∑n

i=1pi(y)fi(x)+ g (x)k(y) = 0}.
REMARK 2.5. In the proof of Lemma 2.3 (similarly for Lemma 2.4), (III) (iii) is used

only to derive (2.10) and to yield a contradiction when lim supx→∞(G(x) + Fϕ(x)) < ∞,
lim supx→∞ |F(x)| < ∞ and lim supx→∞ ϕ(x) = ∞. Therefore, if there exist positive
constantsσ , λ and δ such that the functionsψ(y), h(y) andk(y) satisfy (2.10) onR (for
example, for the special case whereψ(y) = h(y) = k(y) ≡ 1 for all y ∈ R) and use
assumption
(VI)∗ lim sup

x→±∞
(|F(x)| +G(x)+ Fϕ(x)) = ∞

instead of (VI), then the conclusion of Lemma 2.3 (Lemma 2.4) holds even if (III) (iii) is not
assumed.

3. Main results.

THEOREM 3.1. If (I)–(VII) are satisfied, then all solutions of (1.1)are bounded.

PROOF. Suppose to the contrary. Then there exists a pointP0 = (x0, y0) ∈ R2 such
that the positive semi-trajectoryL+(P0) of (1.1) starting fromP0 at timet0 is unbounded. By
Lemmas 2.1–2.4, it is easy to see thatL+(P0) eventually spirals around the origin clockwise.

Let

C0 = 1 + max{|x0|, |y0|, a, b,X0,X
∗
0} ,

M0 = max{|f (x)|, |g (x)|, |ϕ(x)|, |fi(x)|; |x| ≤ C0, i = 1,2, . . . , n} ,
C1 = max{C0,1 + Ψ−1(M0)} .



BOUNDEDNESS OF SOLUTIONS 403

According to (I), (IV) and (VII), we can choose constantsC2 ≥ C1 andε > 0 such that

M0

Cα2ψ(C2)
<

1

2
, max

i=1,2,... ,n

{∣∣∣∣ pi(y)yβh(y)

∣∣∣∣ ,
∣∣∣∣ k(y)

yβh(y)

∣∣∣∣
}
< ε for |y| ≥ C2 ,

and

(3.1) − [F(b)− F(−a)] + 2C0M
2
0

Cα2ψ(C2)−M0
+ 4M0C0(n+ 1)ε < 0 .

In view of Lemmas 2.1 and 2.2, we can choose a constantD > C2 such that, for all
r ≥ D, the positive semi-trajectory(x(t), y(t)) of (1.1) with(x(t∗0), y(t∗0)) = (−C0, r) (resp.
(x(t∗0), y(t∗0)) = (C0,−r)) must intersect the linex = C0 (resp. x = −C0) at some time
t∗1 > t∗0 andy(t) > C2 (resp.y(t) < −C2) for all t ∈ [t∗0 , t∗1 ].

For ease of exposition, in the following discussion we denote by(x(t), y(t)) the coordi-
nates ofL+(P0) at timet and denote byL+(A) the positive semi-trajectory of (1.1) passing
through an arbitrary pointA.

We next prove that there exists at1 > t0 such thatx(t1) = −C0 andy(t1) > D. Let
A1 = (−C0,1+D). Then from the above argument it follows thatL+(A1) intersects the line
x = C0 at some pointA2, and the arĉA1A2 of L+(A1) is above the liney = C2. By Lemma
2.3, L+(A1) also intersects the curveyαψ(y) = ϕ(x) at some pointA3 = (xA3, yA3) ∈
{(x, y); yαψ(y) = ϕ(x), x > 0} or tends toA3. It is certain that the arĉA2A3 ofL+(A1) is on
the right-hand side of the linex = C0 andxA3 > C0. In view of Lemma 2.2, we may choose
a pointA4 = (xA3, yA4) on the linex = xA3 such thatL+(A4) intersects the linex = −C0

at some pointA5, and the arcÂ4A5 of L+(A4) is below the liney = −C2. By Lemma
2.4, L+(A4) also intersects the curveyαψ(y) = ϕ(x) at some pointA6 = (xA6, yA6) ∈
{(x, y); yαψ(y) = ϕ(x), x < 0} or tends toA6. It is certain that the arĉA5A6 of L+(A4) is
on the left-hand side of the linex = −C0 andxA6 < −C0. Again, according to Lemma 2.1,
we may choose a pointA7 = (xA6, yA7) on the linex = xA6 such thatL+(A7) intersects the

line x = −C0 at some pointA8 and the arcÂ7A8 of L+(A7) is above the liney = 1 + D.
In view of the choice ofC0 andC2, it is easy to see thatP0 lies in the region bounded by
the segmental arcŝA1A2, Â2A3, Â4A5, Â5A6, Â7A8 and the line segmentsA3A4, A6A7

andA8A1. SinceL+(P0) is unbounded and on the line segmentsA3A4 andA6A7, we have
dx/dt < 0 and dx/dt > 0, respectively. It is obvious thatL+(P0) must intersect the line
segmentA8A1. Therefore, there exists at1 > t0 such thatx(t1) = −C0 andy(t1) > D.

In a similar fashion, we can show that there exists at1 > t0 such thatx(t1) = C0 and
y(t1) < −D.

SinceL+(P0) is unbounded and eventually spirals around the origin clockwise, it is
not difficult to see, from the above arguments and Lemmas 2.1–2.4, that onL+(P0) there
exist pointsP1 = (−C0, yP1), P2 = (C0, yP2), P3 = (C0, yP3), P4 = (−C0, yP4) and

P5 = (−C0, yP5) such that the arĉP1P2 of L+(P0) is above the liney = C2, the arcP̂2P3

of L+(P0) is on the right-hand side of the linex = C0, the arcP̂3P4 of L+(P0) is below
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the liney = −C2, the arcP̂4P5 of L+(P0) is on the left-hand side of the linex = −C0 and
yP5 > yP1.

Let

(x(t1), y(t1)) = (−C0, yP1) = P1 and (x(t2), y(t2)) = (C0, yP2) = P2 .

Then, by integrating (2.2) fromP1 to P2 along the arĉP1P2 of L+(P0), we have

H(yP2)−H(yP1) =
∫ yP2

yP1

yα−βψ(y)
h(y)

dy

= −
∫ t2

t1

f (x(t))+ ∑n
i=1[pi(y(t))fi(x(t))+ g (x(t))k(y(t))]/[yβ(t)h(y(t))]

1 − ϕ(x(t))/[yα(t)ψ(y(t))]
(

dx(t)

dt

)
dt

= −
∫ C0

−C0

f (x)dx −
∫ t2

t1

[f (x(t))ϕ(x(t))]/[yα(t)ψ(y(t))]
1 − ϕ(x(t))/[yα(t)ψ(y(t))]

(
dx(t)

dt

)
dt

+
∫ t2

t1

∑n
i=1[pi(y(t))fi(x(t))+ g (x(t))k(y(t))]/[yβ(t)h(y(t))]

1 − ϕ(x(t))/[yα(t)ψ(y(t))]
(

dx(t)

dt

)
dt

≤ −
∫ C0

−C0

f (x)dx +M0

∫ t2

t1

M0 + ε(n+ 1)|yα(t)ψ(y(t))|
|yα(t)ψ(y(t))| −M0

(
dx(t)

dt

)
dt

≤ −
∫ b

−a
f (x)dx +M2

0

∫ C0

−C0

1

Cα2ψ(C2)−M0
dx +M0ε(n+ 1)

∫ C0

−C0

1

1 −M0/[Cα2ψ(C2)]dx

< − [F(b)− F(−a)] + 2C0M
2
0

Cα2ψ(C2)−M0
+ 4M0C0(n+ 1)ε

< 0 ,

which implies that

H(yP2) < H(yP1) ,

and henceyP1 > yP2 (> C2). Therefore, it is easy to see that

(3.2) K(yP1) > K(yP2) .

Using a similar argument, we can show thatH(yP3) < H(yP4), which impliesyP3 < yP4

(< −C2). Thus, we have

(3.3) K(yP3) > K(yP4) .

Again using a similar argument as in the proof of Lemma 2.3, we can obtain

dV (x, y)

dt

∣∣∣∣
(1.1)

≤ 0 for all |x| ≥ C0 .

Therefore, along the arcŝP2P3 andP̂4P5 of L+(P0) we have

dV (x, y)

dt

∣∣∣∣
�P2P3

≤ 0 and
dV (x, y)

dt

∣∣∣∣
�P4P5

≤ 0 .
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It follows that

V (C0, yP2) ≥ V (C0, yP3) and V (−C0, yP4) ≥ V (−C0, yP5) .

That is
K(yP2)+G(C0)+ Fϕ(C0) ≥ K(yP3)+G(C0)+ Fϕ(C0)

and
K(yP4)+G(−C0)+ Fϕ(−C0) ≥ K(yP5)+G(−C0)+ Fϕ(−C0) .

Therefore,

(3.4) K(yP2) ≥ K(yP3)

and

(3.5) K(yP4) ≥ K(yP5) .

Thus, from (3.2)–(3.5) we obtain

(3.6) K(yP1) > K(yP5).

Notice thatyP1 > C2 andyP5 > C2. Therefore, (3.6) impliesyP1 > yP5. However, this
contradicts the fact thatyP5 > yP1. This completes the proof.

REMARK 3.2. By Remark 2.5 and the proof of Theorem 3.1, if there exist positive
constantsσ , λ andδ such thatψ(y), h(y) andk(y) satisfy (2.10) onR and use (VI)∗ instead
of (VI), then (III) (iii) can be dropped in Theorem 3.1.

COROLLARY 3.3. Suppose that (I), (II) and (IV)–(VII) hold and that the following
condition

(3.7) xg (x) ≥ 0 if |x| ≥ X0 for some constant X0 ≥ 0

is satisfied. Then all solutions of (1.1)are bounded.

PROOF. By Theorem 3.1, it suffices to show that (3.7), together with the other assump-
tions in the corollary, implies that (III) holds.

In fact, (3.7), together with (II) (ii), implies thatxϕ(x) ≥ 0 for |x| ≥ X∗
0 = max{X0,X0},

and soxf (x)ϕ(x) ≥ 0 for |x| ≥ X∗
0. Therefore, it is easy to see that

G(x)+ Fϕ(x) =
∫ x

0
(g (u)+ f (u)ϕ(u))du

is nondecreasing on[X∗
0,∞) and is nonincreasing on(−∞,−X∗

0]. Thus, it is obvious that
limx→±∞(G(x)+ Fϕ(x)) exists or is∞, and that

G(x)+ Fϕ(x) ≤ lim sup
z→∞

[G(z)+ Fϕ(z)] = lim
z→∞[G(z)+ Fϕ(z)] for x ≥ X∗

0 ,

G(x)+ Fϕ(x) ≤ lim sup
z→−∞

[G(z)+ Fϕ(z)] = lim
z→−∞[G(z)+ Fϕ(z)] for x ≤ −X∗

0

and
G(x)+ Fϕ(x) ≥ −Y0 for someY0 ≥ 0 and allx ∈ R .

Hence, (III) holds. This completes the proof.
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COROLLARY 3.4. Suppose that (3.7) and (I), (II), (IV), (V) and (VII) hold and that
one of the following four equalities is satisfied :

ϕ(±∞) = ±∞ ,

F ϕ(±∞) =
∫ ±∞

0
f (u)ϕ(u)du = ∞ ,

G(±∞) =
∫ ±∞

0
g (u)du = ∞ ,

F (±∞) =
∫ ±∞

0
f (u)du = ±∞ .

(3.8)

Then all solutions of (1.1)are bounded.

PROOF. By an argument similar to that in the proof of Corollary 3.3, we know that
ϕ(x) sgnx ≥ 0 for |x| ≥ X∗

0 = max{X0,X0}, and thatFϕ(x) andG(x) are nondecreasing on
[X∗

0,∞) and nonincreasing on(−∞,−X∗
0]. It follows that

lim inf
x→±∞F

ϕ(x) = lim
x→±∞Fϕ(x) > −∞

and
lim inf
x→±∞G(x) = lim

x→±∞G(x) > −∞ .

Therefore, each in (3.8) implies that

lim sup
x→±∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) = ∞ .

This means that (VI) holds. Therefore, the conclusion follows from Corollary 3.3.

THEOREM 3.5. Suppose that the following conditions are satisfied.

(C+1) lim
y→∞ y

αψ(y) = ∞ and
∫ ∞

0

yαψ(y)

k(y)
dy = ∞.

(C+2) there exists a constant X0 ≥ 0 such that f (x) ≥ 0 and fi(x) ≥ 0 (i = 1,2, . . . , n)
for all x ≥ X0.

(C+3) there exist constants X∗
0 ≥ 0 and Y0 ≥ 0 such that G(x) ≥ −Y0 for all x ≥ X∗

0.
(C+4) lim supx→∞ F(x)<∞, lim supx→∞ Fi(x)<∞ (i = 1,2, . . . , n), lim supx→∞G(x)

< ∞ and lim supx→∞ ϕ(x) < ∞.
Then there exists an unbounded solution of (1.1)whose components are eventually positive.

PROOF. Let
W = sup{G(x); x ≥ max{X0,X

∗
0}}

and
W∗ = sup{ϕ(x); x ≥ max{X0,X

∗
0}} .

According to condition(C+1), we can choose constantsw∗ > max{0,W∗} andw > w∗ such
that

yαψ(y) > W∗ and
W∗

yαψ(y)
<

1

2
for all y ≥ w∗
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and

(3.9)
∫ w

w∗
yαψ(y)

k(y)
dy > 4(W + Y0) .

Thus, for allx ≥ max{X0,X
∗
0}, we have

∫ w

w∗
yαψ(y)

k(y)
dy ≤ 2

∫ w

w∗
yαψ(y)

k(y)

[
1 − W∗

yαψ(y)

]
dy

≤ 2
∫ w

w∗
yαψ(y)

k(y)

[
1 − ϕ(x)

yαψ(y)

]
dy .

(3.10)

Set

N = max

{
h(y)

k(y)
,
|pi(y)|
k(y)

;w∗ ≤ y ≤ w, i = 1,2, . . . , n

}
.

Then, in view of conditions(C+2) and(C+4), there exists anx0 > max{X0,X
∗
0} such that

∫ ∞

x0

f (u)du <
W + Y0

2N(w∗)β

and

∫ ∞

x0

fi(u)du <
W + Y0

2nN
, i = 1,2, . . . , n .

We now consider the positive semi-trajectory of (1.1) starting from the point(x0, w)

at time t0 and denote its coordinates at timet by (x(t), y(t)). We are going to show that
y(t) > w∗ for all t ≥ t0.

Otherwise, there existt2 > t1 ≥ t0 such thaty(t1) = w, y(t2) = w∗ andw∗ < y(t) ≤ w

for t ∈ [t1, t2). Again by noticing that dx/dt = yαψ(y)− ϕ(x) ≥ yαψ(y)−W∗ > 0 for all
y ≥ w∗, we obtain thatx(t) ≥ x0 for all t ∈ [t1, t2).

On the other hand, by (1.1) we have

(3.11)
yαψ(y)− ϕ(x)

k(y)
dy = −

[
yβh(y)

k(y)
f (x)+

n∑
i=1

pi(y)

k(y)
fi(x)+ g (x)

]
dx .
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Integrating (3.11) from(x(t1), y(t1)) to (x(t2), y(t2)) along the trajectory{(x(t), y(t)); t1 ≤
t ≤ t2}, we have∫ w

w∗
yαψ(y)

k(y)

[
1 − ϕ(x)

yαψ(y)

]
dy

= −
∫ w∗

w

yαψ(y)− ϕ(x)

k(y)
dy

= −
∫ y(t2)

y(t1)

yαψ(y)− ϕ(x)

k(y)
dy

= −
∫ t2

t1

yα(t)ψ(y(t)) − ϕ(x(t))

k(y(t))

(
dy(t)

dt

)
dt

=
∫ t2

t1

[
yβ(t)h(y(t))

k(y(t))
f (x(t))+

n∑
i=1

pi(y(t))

k(y(t))
fi(x(t))+ g (x(t))

](
dx(t)

dt

)
dt

≤ (w∗)βN
∫ x(t2)

x(t1)

f (u)du+N

n∑
i=1

∫ x(t2)

x(t1)

fi(u)du+
∫ x(t2)

x(t1)

g (u)du

≤ (w∗)βN
∫ ∞

x0

f (u)du+ N

n∑
i=1

∫ ∞

x0

fi(u)du+G(x(t2))−G(x(t1))

≤ (w∗)βN W + Y0

2N(w∗)β
+Nn

W + Y0

2nN
+W + Y0

= 2(W + Y0) ,

which, together with (3.10), implies that∫ w

w∗
yαψ(y)

k(y)
dy ≤ 4(W + Y0) .

But this contradicts (3.9). Hence,y(t) > w∗ for all t ≥ t0.
Since dx/dt = yαψ(y)−ϕ(x) > W∗ −ϕ(x) ≥ 0 for all y ≥ w∗ andx ≥ max{X0,X

∗
0},

(1.1) has no equlibrium points in the region{(x, y); x ≥ max{X0,X
∗
0}, y ≥ w∗}. It is easy to

see that the positive semi-trajectory of (1.1) passing through(x0, w) is unbounded and its two
coordinates are positive. This completes the proof.

Similarly, we can obtain the following:

THEOREM 3.6. Suppose that the following conditions are satisfied.

(C−1) lim
y→−∞ y

αψ(y) = −∞ and
∫ −∞

0

yαψ(y)

k(y)
dy = ∞.

(C−2) there exists a constant X0 ≥ 0 such that f (x) ≥ 0 and fi(x) ≥ 0 (i = 1,2, . . . , n)
for all x ≤ −X0.

(C−3) there exist constants X∗
0 ≥ 0 and Y0 ≥ 0 such that G(x) ≥ −Y0 for all x ≤ −X∗

0.
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(C−4) lim infx→−∞ F(x) > −∞, lim infx→−∞ Fi(x) > −∞ (i = 1,2, . . . , n),
lim supx→−∞G(x) < ∞ and lim supx→−∞ ϕ(x) sgnx < ∞ (i.e.,
lim infx→−∞ ϕ(x) > −∞).

Then there exists an unbounded solution of (1.1)whose components are eventually negative.

The following result gives a necessary and sufficient condition for all solutions of (1.1)
to be bounded.

THEOREM 3.7. Suppose that (I)–(V), (VII) hold. Moreover assume that

(3.12) there exists a constant Y ∗
0 ≥ 0 such that ϕ(x) sgnx ≥ −Y ∗

0 for x ∈ R ,

and that there exist constants M+
i andM−

i (i = 1,2, . . . , n) such that for i = 1,2, . . . , n,

(3.13) lim sup
x→∞

|Fi(x)| ≤ M+
i + lim sup

x→∞
|F(x)|, lim sup

x→−∞
|Fi(x)| ≤ M−

i + lim sup
x→−∞

|F(x)| .
Then all solutions of (1.1)are bounded if and only if (VI) holds.

PROOF. The sufficiency follows from Theorem 3.1. We only need to show the neces-
sity.

Let

(3.14) lim sup
x→∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) < ∞ .

By (III) (iii) and condition (3.12), it iseasy to see that (3.14) implies that

(3.15) lim sup
x→∞

|F(x)| < ∞ , lim sup
x→∞

ϕ(x) < ∞ ,

and

(3.16) lim sup
x→∞

(G(x)+ Fϕ(x)) < ∞ .

It follows from (II) and (3.13) that

(3.17) lim sup
x→∞

F(x) = lim sup
x→∞

|F(x)| < ∞ , lim sup
x→∞

Fi(x) < ∞ for i = 1,2, . . . , n .

LetN∗ = supx≥X0
F(x). Then, forx ≥ X0, we have

Fϕ(x) =
∫ x

0
f (u)ϕ(u)du

=
∫ X0

0
f (u)ϕ(u)du+

∫ x

X0

f (u)ϕ(u)du

≥
∫ X0

0
f (u)ϕ(u)du− Y ∗

0

∫ x

X0

f (u)du

= Fϕ(X0)+ Y ∗
0F(X0)− Y ∗

0F(x)

≥ Fϕ(X0)+ Y ∗
0F(X0)− Y ∗

0N
∗ ,
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which, together with (3.16), implies that

(3.18) lim sup
x→∞

G(x) < ∞ .

Again letN̄ = supx≥X0
ϕ(x). Then, forx ≥ X0, we have

Fϕ(x) =
∫ x

0
f (u)ϕ(u)du

=
∫ X0

0
f (u)ϕ(u)du+

∫ x

X0

f (u)ϕ(u)du

≤ Fϕ(X0)+ N̄

∫ x

X0

f (u)du

= Fϕ(X0)+ N̄ [F(x)− F(X0)]
≤ Fϕ(X0)+ N̄N∗ − N̄F (X0) ,

which, together with (III) (iii), implies that

(3.19) G(x) ≥ −Y0 − Fϕ(x) ≥ −Y0 − Fϕ(X0)− N̄N∗ + N̄F (X0)

for all x ≥ X0. Thus, from (3.15)–(3.19) and Theorem 3.5, it is easy to see that there exists
an unbounded solution of (1.1).

By a similar argument, we can show that, under the conditions of Theorem 3.7, the
condition

(3.20) lim sup
x→−∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) < ∞

implies that

lim inf
x→−∞F(x) > −∞ , lim inf

x→−∞Fi(x) > −∞ (i = 1,2, . . . , n) ,

lim inf
x→−∞ϕ(x) > −∞ , lim sup

x→−∞
G(x) < ∞ ,

and that condition(C−3) holds. Thus, it follows from Theorem 3.6 that there exists an un-
bounded solution of (1.1) if (3.20) holds. This completes the proof.

REMARK 3.8. For the special case of (1.1) withfi(x) ≡ 0 onR for i = 1, 2, . . . , n,
that is

(3.21)




dx

dt
= yαψ(y)− ϕ(x) ,

dy

dt
= −yβh(y)f (x)− g (x)k(y) .

(II) (iii) and (3.13) hold naturally. It is easy to see that Theorem 3.7 is valid even (IV) is
dropped.



BOUNDEDNESS OF SOLUTIONS 411

If we further letα = β andψ(y) = h(y) = k(y) ≡ 1 for all y ∈ R in (3.21), then (3.21)
reduces to the following form

(3.22)




dx

dt
= yα − ϕ(x) ,

dy

dt
= −yαf (x)− g (x) .

For convenience of applications, we list the following results for (3.22).

COROLLARY 3.9. (1) If (II) (i), (II) (ii), (III), (VI) and (VII) are satisfied, then all
solutions of (3.22)are bounded.

(2) If (II) (i), (II) (ii), (III) (i), (III) (ii), (VI) ∗ and (VII) are satisfied, then all solutions
of (3.22)are bounded.

(3) If (II) (i), (II) (ii), (III), (VII) and (3.12) hold, then all solutions of (3.22) are
bounded if and only if (VI) holds.

PROOF. Noting that (I), (II)(iii), (IV), (V) and (2.10) hold for (3.22), the conclusion (1)
follows from Theorem 3.1; the conclusion (2) follows from Theorem 3.1 and Remark 3.2; the
conclusion (3) follows from Theorem 3.7.

REMARK 3.10. By using the methods similar to those used for (1.1), we can deal with
more general systems of the following type:

(3.23)




dx

dt
=Ψ (y)− ϕ(x) ,

dy

dt
= −P(y)f (x)−

n∑
i=1

pi(y)fi(x)− g (x)k(y) ,

whereΨ,P : R → R are continuous, the other functions in the right-hand side of (3.23) are
the same as in (1.1), and (3.23) has a unique solution for the Cauchy initial value problem. In
fact, using the condition

lim
y→∞Ψ (y) = ∞ and

∫ ∞

0

Ψ (y)

k(y)
dy = ∞

instead of condition(C+1) in Theorem 3.5, by a similar argument as in the proof of Theorem
3.5, one can show that the conclusion of Theorem 3.5 holds for (3.23). Similarly, if using the
condition

lim
y→−∞Ψ (y) = −∞ and

∫ −∞

0

Ψ (y)

k(y)
dy = ∞

instead of condition(C−1) in Theorem 3.6, then the conclusion of Theorem 3.6 also holds for
(3.23). One may also establish the results similar to those in Theorems 3.1 and 3.7 for (3.23)
under some minor additional assumptions onΨ (y) andP(y).

The following example and the argument in the next section show that the above results
are very significant.
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EXAMPLE 3.11. All solutions of the planar system

(3.24)




dx

dt
= y9

(1 + y2)3
− 4x

1 + (x2 − 1)4

dy

dt
= −y

7(x2 − 1)

(1 + y2)2
− y(x2 + x − 2)− 2x

(1 + x4)(1 + y2)

are bounded.

PROOF. For this system, we haveα = 9, β = 7, n = 1, ψ(y) = (1 + y2)−3, h(y) =
(1 + y2)−2, k(y) = (1 + y2)−1, ϕ(x) = 4x[1 + (x2 − 1)4]−1, f (x) = x2 − 1, p1(y) =
y, f1(x) = x2 + x − 2, g (x) = 2x(1 + x4)−1. Furthermore, after some simple calculations,
we obtain

F(x)= 1

3
x3 − x ,

G(x)= arctanx2 ,

F ϕ(x)= arctan(x2 − 1)2 − arctan 1,

K(y)= 1

6
y6 − 1

2
y4 + 3

2
y2 − 2 ln(1 + y2)− 1

2(1 + y2)
+ 1

2
,

H(y)= y − arctany .

It is easy to check that the assumptions (I)–(VI) are satisfied. On the other hand, if we take
a, b >

√
3, then the assumption(VII ) holds. Therefore, it follows from Theorem 3.1 that all

solutions of (3.24) are bounded.

4. Applications to Systems of Liénard Type. In this section, we apply our main
results to some Liénard type systems to illustrate that our results not only improve and gener-
alize many existing ones but also contain some new contributions.

Restricted to the Liénard equation (1.8), we have the following result:

THEOREM 4.1. Suppose that there exist a continuous function f : R → R and a
differentiable function ϕ : R → R such that f ∗(x) = f (x) + dϕ(x)/dx for all x ∈ R. Let
g (x) = g ∗(x)− f (x)ϕ(x). Then the following results hold:

(1) If f, ϕ and g satisfy (II) (i), (II) (ii), (III), (VI) and (VII), then all solutions of (1.8)
are bounded.

(2) If f, ϕ and g satisfy (II) (i), (II) (ii), (III) (i), (III) (ii), (VI) ∗ and (VII), then all
solutions of (1.8)are bounded.

(3) If f, ϕ and g satisfy (II) (i), (II) (ii), (III), (VII) and (3.12), then all solutions of
(1.8)are bounded if and only if (VI) holds.

PROOF. By using the transformation (1.10), the Liénard equation (1.8) can be rewritten
as system (1.11) which is a special case of (3.22) withα = 1. So the conclusions (1) and (2)
and the part of the sufficiency of the conclusion (3) follow from the conclusions (1), (2) and
(3) of Corollary 3.9, respectively. Finally, we show the necessity part of the conclusion (3).
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Assume that (VI) does not hold. Then either

(4.1) lim sup
x→∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) < ∞
or

(4.2) lim sup
x→−∞

(|F(x)| + ϕ(x) sgnx +G(x)+ Fϕ(x)) < ∞ .

Note that (1.11) is a special case of (1.1) and (3.22). Also note that (1.11) satisfies (I),
(II) (iii), (IV) and (V). If (4.1) holds, then, by Theorem 3.7 and the proofs of Theorems 3.5
and 3.7, there exists an unbounded solution(x(t), y(t)) of (1.11) withx(t) andy(t) being
eventually positive. From the proofs of Theorems 3.5 and 3.7, we know that dx(t)/dt > 0,
x(t) > x(t0) > max{X0,X

∗
0} and y(t) > w∗ for all t ∈ (t0, T ), wherew∗ is given in

the proof of Theorem 3.5 andT represents the supremum of time of existence of such a
solution. Since (1.11) satisfies the conditions of Lemma 2.1, it is easy to see that the case
where limt→T x(t) < ∞ and lim supt→T y(t) = ∞ cannot occur and hence limt→T x(t) =
∞. This means that (1.8) has an unbounded solution if (4.1) holds. Similarly, by using
Theorems 3.6 and 3.7 and Lemma 2.2, (1.8) has an unbounded solution if (4.2) holds. This
completes the proof.

The following examples illustrate that our results are new and different from those ob-
tained in [1–18] even for the special Liénard systems.

EXAMPLE 4.2. All solutions of the Liénard equation

(4.3)
d2x

dt2
+ (1 + 2 cosx)

dx

dt
+ 4 sinx = 0

are bounded.

PROOF. (4.3) is a special case of (1.8) withf ∗(x) = 1 + 2 cosx andg ∗(x) = 4 sinx.
Choosef (x) ≡ 1, ϕ(x) = 2 sinx andg (x) = g ∗(x) − f (x)ϕ(x) = 2 sinx. Then, we have
f ∗(x) = f (x) + dϕ(x)/dx, F(x) = x, G(x) = Fϕ(x) = 2(1 − cosx). It is straight for-
ward to check that all assumptions needed in the conclusion (1) of Theorem 4.1 are satisfied.
Therefore, all solutions of (4.3) are bounded.

REMARK 4.3. (4.3) is a very simple Liénard equation. But, if using traditional equiv-
alent system (1.2) or (1.3), that is


dx

dt
= y ,

dy

dt
= −y(1 + 2 cosx)− 4 sinx

or 


dx

dt
= y − (x + 2 sinx) ,

dy

dt
= −4 sinx ,
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thenf (x) = 1 + 2 cosx, g (x) = 4 sinx, F(x) = x + 2 sinx andG(x) = 4(1 − cosx). It is
clear that conditions (1.4)–(1.6) are not satisfied. Moreover, it is easy to check that the results
obtained in [1–18] are not applicable.

EXAMPLE 4.4. All solutions of the Liénard equation

(4.4)
d2x

dt2
+ [6(x2 − 1)+ (3x2 − 1) sinx + x(x2 − 1) cosx]dx

dt
+(6x4 − 12x2 + 7)x sinx = 0

are bounded.

PROOF. Let f (x) = 6(x2 − 1), ϕ(x) = (x2 − 1)x sinx, f ∗(x) = 6(x2 − 1)+ (3x2 −
1) sinx + x(x2 − 1) cosx andg ∗(x) = (6x4 − 12x2 + 7)x sinx. Thenf ∗(x) = f (x) +
dϕ(x)/dx. By using the transformation (1.10), that is,

y = dx

dt
+ (x2 − 1)x sinx , g (x) = g ∗(x)− f (x)ϕ(x) = x sinx ,

(4.4) can be rewritten as

(4.5)




dx

dt
= y − (x2 − 1)x sinx ,

dy

dt
= −6(x2 − 1)y − x sinx ,

which is of the form of (1.11) and (3.22). For this system, if we chooseX0 = 1, then it is
obvious that (II) (i) and (II) (ii) hold. Furthermore, after some simple calculations, we have

F(x) = 2x3 − 6x ,

G(x) = sinx − x cosx,

Fϕ(x) = 6[−x5 + 22x3 − 133x] cosx + 6[5x4 − 66x2 + 133] sinx ,

G(x)+ Fϕ(x) = 6x[−x4 + 22x2 − 799/6] cosx + 6[5x4 − 66x2 + 799/6] sinx .

Obviously, lim supx→±∞(G(x)+Fϕ(x)) = ∞. This implies that (III) (i), (III) (ii) and(VI)∗
are satisfied. On the other hand, if we choosea = 1 andb = 3, then

F(b)− F(−a) = 32> 0 and f (x) ≥ 0 for x /∈ (−1,3) ,

and so (VII) also holds. Thus, it follows from the conclusion (2) of Corollary 3.9 that all
solutions of (4.5) are bounded, and hence all solutions of (4.4) are bounded.

REMARK 4.5. For system (4.5), it is easy to see that lim infx→±∞(G(x)+ Fϕ(x)) =
−∞, and hence (III) (iii) is not satisfied. On the other hand, using the traditional transforma-
tion

x = x , y = dx

dt
or

x = x , y = dx

dt
+

∫ x

0
f ∗(u)du ,
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(4.4) is transformed into the equivalent Liénard system

(4.6)




dx

dt
= y

dy

dt
= −[(3x2 − 1) sinx + (x2 − 1)(6 + x cosx)]y − (6x4 − 12x2 + 7)x sinx

or

(4.7)




dx

dt
= y − [2x3 − 6x + (x2 − 1)x sinx] ,

dy

dt
= −(6x4 − 12x2 + 7)x sinx .

For systems (4.6) and (4.7), we have

f (x) = 6(x2 − 1)+ (3x2 − 1) sinx + x(x2 − 1) cosx ,

F (x) =
∫ x

0
f (u)du = 2x3 − 6x + (x2 − 1)x sinx

and
g (x) = (6x4 − 12x2 + 7)x sinx .

Obviously,
lim sup
x→±∞

f (x) = lim sup
x→±∞

g (x) = lim sup
x→±∞

g (x)F (x) = ∞
and

lim inf
x→±∞ f (x) = lim inf

x→±∞ g (x) = lim inf
x→±∞ g (x)F (x) = −∞ .

Therefore, conditions (1.4), (1.5) and (1.6) do not hold for (4.6) and (4.7), and so the results
obtained in [1–5, 7, 15] are not applicable to (4.6) and (4.7). It is also easy to verify that the
results obtained in [6, 8–14, 16–18] are not applicable to (4.6) and (4.7) as well.

In order to compare our results with those obtained in [1–5, 7, 15], we now consider the
following generalized Liénard type system

(4.8)




dx

dt
= yα ,

dy

dt
= −yβh(y)f (x)−

n∑
i=1

pi(y)fi(x)− g (x)k(y) ,

which is a special case of (1.1) withϕ(x) ≡ 0 onR andψ(y) ≡ 1 onR. Sinceϕ(x) ≡ 0 onR
implies thatFϕ(x) ≡ 0 onR and (II) (ii) and (3.12) hold, from the results obtained in Section
3, we have the following immediate consequences:

THEOREM 4.6. (1) Suppose that (II) (i), (II) (iii), (IV), (VI) and (VII) hold and the
following assumptions are satisfied.

(I)∗
∫ ±∞

0

yα

k(y)
dy = ∞,

∫ ±∞

0

yα−β

h(y)
dy = ±∞ and lim

y→±∞
k(y)

yβh(y)
= 0.

(III )∗ there exist constants X∗
0 ≥ 0 and Y0 ≥ 0 such that
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(i) G(x) ≤ lim sup
z→∞

G(z) for x ≥ X∗
0,

(ii) G(x) ≤ lim sup
z→−∞

G(z) for x ≤ −X∗
0,

(iii) G(x) ≥ −Y0 for all x ∈ R.
Then all solutions of (4.8)are bounded.

(2) Suppose that conditions (C+2) and (C+3) hold. Moreover, assume the following
conditions.

(C+1)∗
∫ ∞

0

yα

k(y)
dy = ∞;

(C+4)∗ lim sup
x→∞

F(x) < ∞, lim sup
x→∞

Fi(x) < ∞ (i = 1,2, . . . , n), lim sup
x→∞

G(x) < ∞.

Then there exists an unbounded solution of (4.8)whose components are eventually positive.
(3) Suppose that (C−2) and (C−3) hold. Moreover, assume the following conditions:

(C−1)∗
∫ −∞

0

yα

k(y)
dy = ∞;

(C−4)∗ lim inf
x→−∞F(x) > −∞, lim inf

x→−∞Fi(x) > −∞ (i = 1,2, . . . , n), lim sup
x→−∞

G(x) < ∞.

Then there exists an unbounded solution of (4.8)whose components are eventually negative.
(4) Suppose that (I)∗, (II) (i), (II) (iii), (III )∗, (IV), (VII) and (3.13)are satisfied. Then

all solutions of (4.8)are bounded if and only if

lim sup
x→±∞

(|F(x)| +G(x)) = ∞ .

REMARK 4.7. If h(y) = k(y) = 1 for all y ∈ R, then the third term of(III )∗ may be
dropped in the conclusion (1) of Theorem 4.6. This follows from Theorem 3.1 and Remark
3.2.

REMARK 4.8. System (4.8) is a generalization of (1.7). For the special case where
fi(x) ≡ 0 (i = 1,2 . . . , n) for x ∈ R, Theorem 4.4 was previously obtained in [5, 7] and
improves or extends various results in [1–4, 15].
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