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## § 0. Introduction.

Throughout this paper we assume that $\Lambda$ is a finite dimensional local algebra over an algebraically closed field $K$. By considering certain subgroups of the Hochschild cohomology groups of $\Lambda$-bimodule $\Lambda \otimes \Lambda$ for a generalized biserial commutative algebra $\Lambda$ the author proved in [7] that $\Lambda$ is selfinjective if and only if $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$. Here $\Lambda$ is called to be generalized biseral if the both composition lengths of $\Lambda\left((\operatorname{rad} \Lambda)^{i} /(\operatorname{rad} \Lambda)^{i+1}\right)$ and $\left((\operatorname{rad} \Lambda)^{i} /(\operatorname{rad} \Lambda)^{i+1}\right)_{A}$ $\leqq 2$ for all $i=1,2, \cdots$.

On the other hand for a commutative algebra $\Lambda$ with cube zero radical using Hoshino's results Asashiba proved in [1] that $\Lambda$ is selfinjective if and only if $\left.\operatorname{Ext}_{\Lambda}^{1}{ }_{\Lambda} \operatorname{Hom}_{K}\left(\Lambda_{\Lambda}, K\right),{ }_{\Lambda} \Lambda\right) \cong H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$.

One of the purposes of this paper is to show in $\S 1$ that Asashiba's results together with Hoshino's can be proved directly by calculating the similar subgroups of the Hochschild cohomology of $\Lambda$-bimodule $\Lambda \otimes \Lambda$ with [7].

It was conjectured in [5] that $\Lambda$ is selfinjective if $H^{i}(\Lambda, \Lambda \otimes \Lambda)=0$ for $i=$ $1,2, \cdots$. The above results implies that a commutative algebra $\Lambda$ is selfinjective if $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$ and $\Lambda$ is either generalized biserial or of cube zero radical. So it is interesting to consider the same problem for an algebra with quartic zero radical which is a homomorphic image of the polynomial ring $K[x, y]$ of variables $x$ and $y$. In $\S 2$ we shall prove that for such algebras we have also an affirmative answer. However it is to be noted here that for this case it needs to consider the larger subgroups of the Hochschild cohomology of $\Lambda$-bimodule $\Lambda \otimes \Lambda$ different than ones for the above stated cases.

As was seen in [6] and [7] for commutative algebra $\Lambda$ it holds that the both composition lengths of $(\operatorname{rad} \Lambda) /(\operatorname{rad} \Lambda)^{2}$ and $(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3} \leqq 2$ implies that $\Lambda$ is generalized biserial. In $\S 3$ we shall show that we can generalize the above fact for non-commutative algebras. At the end of this section we shall quote that for a (not necessarily commutative) positively Z-gradable algebra $\Lambda$

[^0]we can choose a set of homogeneous elements with respect to the grading of $\Lambda$ as a system of minimal generators of $\operatorname{rad} \Lambda$.

## § 1. $H^{1}(\Lambda, \Lambda \otimes \Lambda)$ for algebra $\Lambda$ with cube zero radical.

Let $\Lambda$ be a local algebra over an algebraically closed field $K$ having a cube zero radical $N$. Then the following results were obtained by Asashiba and Hoshino.

Proposition 1.1. (M. Hoshino, see [1]) If $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$, then $\operatorname{dim}_{K} N^{2}$ $\leqq 2$.

Theorem 1.2 (H. Asashiba [1]) If $\Lambda$ is commutative and $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$, then $\Lambda$ is selfinjective.

Let $x_{1}, x_{2}, \cdots, x_{n}$ be the elements of $\Lambda$ such that $x_{1}+N, x_{2}+N, \cdots, x_{n}+N$ are a $K$-basis of $N / N^{2}$ and $w_{1}, w_{2}, \cdots, w_{m}$ a $K$-basis of $N^{2}$.

Put $x_{i} x_{j}=\sum_{k=1}^{m} a_{i j}^{k} w_{k}$ for $a_{i j}^{k} \in K$ and $1 \leqq i, j \leqq n$, and let us denote by $A_{k}$ the $n \times n$ matrix ( $a_{i j}^{k}$ ) and by ${ }^{t} A_{k}$ the transpose of $A_{k}$.

In order to prove the above results we shall introduce the following Theorem 1.3.

Theorem 1.3. Let $T$ be the following $\mathrm{nm}^{2} \times 2 n m$ matrix

If $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$, then $\operatorname{rank} T \geqq n m^{2}$.

Proof. Let

$$
0 \longrightarrow J \longrightarrow \Lambda \otimes \Lambda \xrightarrow{\varepsilon} \Lambda \longrightarrow 0
$$

be an exact sequence of $\Lambda^{e}$-modules with a canonical homomorphism $\varepsilon: \Lambda \otimes \Lambda$ $\rightarrow \Lambda$ defined by putting $\varepsilon(x \otimes y)=x y$, where $\Lambda^{e}=\Lambda \otimes \Lambda^{0}$ and $\Lambda^{0}$ is the opposite ring of $\Lambda$. Then

$$
\begin{aligned}
H^{1}(\Lambda, \Lambda \otimes \Lambda) & \cong \operatorname{Ext}_{\Lambda_{e}^{1}}^{1}(\Lambda e \Lambda, \Lambda e \Lambda \otimes \Lambda) \\
& \cong \operatorname{Hom}_{\Lambda e}(J, \Lambda \otimes \Lambda) /\left\{(\Phi \mid J) \mid \Phi \in \operatorname{Hom}_{\Lambda e}(\Lambda \otimes \Lambda, \Lambda \otimes \Lambda)\right\}
\end{aligned}
$$

Cf. [2]. Since $\Lambda_{\text {e }} J$ is generated by $\left\{c_{i}=x_{i} \otimes 1-1 \otimes x_{i} \mid i=1,2, \cdots, n\right\}$ and $N^{2} \subset$ $\operatorname{soc}_{\Lambda} \Lambda \cap \operatorname{soc} \Lambda_{\Lambda}$ and $\operatorname{soc}_{\Lambda e} \Lambda \otimes \Lambda=\operatorname{soc}_{\Lambda} \Lambda \otimes \operatorname{soc} \Lambda_{\Lambda}$, we can define a $\Lambda^{e}$-homomorphism $\psi: J \rightarrow \Lambda \otimes \Lambda$ by giving $n$ elements of $N^{2} \otimes N^{2}$ as the values of $\psi\left(c_{i}\right)$ 's respectively. Let us denote by $H$ the subgroup of $H^{1}(\Lambda, \Lambda \otimes \Lambda)$ which is generated by the residue classes of $\operatorname{Hom}_{\Lambda e}(J, \Lambda \otimes \Lambda)$ whose representatives are such $\psi$ 's. Then by $H \subset H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$ we have an extension $\Psi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ of $\psi$ and we can put

$$
\Psi(1 \otimes 1)=1 \otimes h_{0}+\sum_{j=1}^{n} x_{j} \otimes h_{j}+\sum_{k=1}^{m} w_{k} \otimes g_{k},
$$

where $h_{j}=\alpha_{j 0} 1+\sum_{i=1}^{n} \alpha_{j i} x_{i}+\sum_{k=1}^{m} \beta_{j k} w_{k}$ with $\alpha_{j 0}, \alpha_{j i}, \beta_{j k} \in K$ for $j=0,1, \cdots, n$ and $g_{k}=\gamma_{k 0} 1+\sum_{i=1}^{n} \gamma_{k i} x_{i}+\sum_{l=1}^{m} \delta_{k l} w_{k}$ with $\gamma_{k 0}, \gamma_{k i}, \delta_{k l} \in K$ for $k=1,2, \cdots, m$. It follows that

$$
\begin{aligned}
\Psi\left(\epsilon_{i}\right)= & x_{i} \otimes h_{0}+\sum_{j=1}^{n} x_{i} x_{j} \otimes h_{j}-1 \otimes h_{0} x_{i} \\
& -\sum_{j=1}^{n} x_{j} \otimes h_{j} x_{i}-\sum_{k=1}^{m} w_{k} \otimes g_{k} x_{i}
\end{aligned}
$$

for all $i$. From $x_{i} x_{j}=\sum_{l=1}^{m} a_{i j}^{l} w_{l}$ and the assumption that $\Psi\left(e_{i}\right)=\psi\left(\left(_{i}\right) \in N^{2} \otimes N^{2}\right.$ it follows that

$$
\begin{aligned}
\Psi\left(e_{i}\right) & =\sum_{j=1}^{n}\left(\sum_{l=1}^{m} a_{i j}^{l} w_{l}\right) \otimes h_{j}-\sum_{k=1}^{m} w_{k} \otimes g_{k} x_{i} \\
& =\sum_{l=1}^{m} w_{l} \otimes\left(\sum_{j=1}^{n} a_{i j}^{l} h_{j}-g_{l} x_{i}\right)
\end{aligned}
$$

and we can put

$$
\sum_{j=1}^{n} a_{i j}^{l} h_{j}-g_{l} x_{i}=\sum_{s=1}^{m} \xi_{i l s} w_{s}, \quad \xi_{i l s} \in K .
$$

On the other hand

$$
\begin{aligned}
\sum_{j=1}^{n} a_{i j}^{l} h_{j}-g_{l} x_{i}= & \sum_{j=1}^{n} a_{i j}^{l}\left(\alpha_{j 0} 1+\sum_{r=1}^{n} \alpha_{j r} x_{r}+\sum_{s=1}^{m} \beta_{j s} w_{s}\right) \\
& -\left(\gamma_{l 0} 1+\sum_{p=1}^{n} \gamma_{l p} x_{p}+\sum_{q=1}^{m} \delta_{l q} w_{q}\right) x_{i} \\
= & \left(\sum_{j=1}^{n} a_{i j}^{l}\right) \alpha_{j 0}+\sum_{r=1}^{n}\left(\sum_{j=1}^{n} a_{i j}^{l} \alpha_{j r}\right) x_{r}-\gamma_{l 0} x_{i} \\
& +\sum_{s=1}^{m}\left(\sum_{j=1} a_{i j}^{l} \beta_{j s}\right) w_{s}-\sum_{s=1}^{m}\left(\sum_{p=1} \gamma_{l p} a_{p i}^{s}\right) w_{s} .
\end{aligned}
$$

Thus we have the following simultaneous linear equations with unknown $\beta_{j s}$ and $\gamma_{\iota_{p}}$ :

$$
\sum_{j=1}^{n} a_{i j}^{l} \beta_{j s}-\sum_{p=1}^{n} a_{p i}^{s} \gamma_{l p}=\xi_{i l s}
$$

for $i=1,2, \cdots, n$ and $l, s=1,2, \cdots, m$. But for any $\xi_{i l s}$ we can define $\Lambda^{e}$ homomorphism $\psi: J \rightarrow \Lambda \otimes \Lambda$ and by noting $a_{i j}^{l}=(i, j)$-component of $A_{l}, a_{p i}^{s}=$ ( $i, p$ )-component of ${ }^{t} A_{s}$, we get that $n m^{2} \leqq$ the rank of $T$.

Proof of Proposition 1.1. Since the number of the columns is $2 m n$ it is necessary to hold $2 m n \geqq m^{2} n$. Thus $m \leqq 2$.

Now we have the following immediately
Corollary 1.4. (H. Asashiba [1]) If $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$ and $m=2$, then

$$
\left[\begin{array}{ccccc}
A_{1} & & & \\
& & A_{1} & & \\
& & { }^{t} A_{2} & \\
A_{2} & & & \\
& & & & \\
& & A_{2} & & \\
& & A_{2}
\end{array}\right]
$$

is regular.
Lemma 1.5. Let $\Lambda$ be a commutative algebra with $N^{3}=0$. If $H^{1}(\Lambda, \Lambda \otimes \Lambda)$ $=0$, then $\operatorname{soc} \Lambda=N^{2}$.

Proof. We may assume that $\operatorname{dim}_{K}\left(\operatorname{rad} \Lambda /(\operatorname{rad} \Lambda)^{2} \geqq 2\right.$ because otherwise $\Lambda$ is uniserial. Take $x_{i_{0}} \in(\operatorname{soc} \Lambda) \backslash N^{2}$ and define $\Lambda^{e}$-homomorphism $\varphi: J \rightarrow(\operatorname{soc} \Lambda)$ $\otimes(\operatorname{soc} \Lambda) \subset \Lambda \otimes \Lambda$ by putting $\varphi\left(c_{i_{1}}\right)=x_{i_{0}} \otimes x_{i_{0}}$ for some $i_{1} \neq i_{0}$ and $\varphi\left(c_{i}\right)=0$ for all $i \neq i_{1}$. Then by the assumption that $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$ we have an extension $\Phi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ of $\varphi$ with

$$
\Phi(1 \otimes 1)=1 \otimes h_{0}+\sum_{j=1}^{n} x_{j} \otimes h_{j}+\sum_{k=1}^{m} w_{k} \otimes g_{k} .
$$

It follows from $\Phi\left(c_{i_{1}}\right)=x_{i_{0}} \otimes x_{i_{0}}$ that $-h_{i_{0}} x_{i_{1}}=x_{i_{0}}$, a contradiction, for $x_{i_{0}}$ and $x_{i_{1}}$ are $K$-linearly independent.

Proof of Theorem 1.2. By Lemma 1.5 it is enough to prove $m=1$. Suppose $m \neq 1$. Then by Proposition $1.1 m=2$ but then $T$ is non-regular since $A_{i}={ }^{t} A_{i}$ for $i=1,2$. This implies $H^{1}(\Lambda, \Lambda \otimes \Lambda) \neq 0$ and a contradiction.
$\S$ 2. The case where $\Lambda$ is a homomorphic image of $K[x, y] /(x, y)^{4}$.
As mensioned in the introduction we shall consider for an algebra $\Lambda$ with quartic zero radical which is a homomorphic image of the polynomial ring
$K[x, y]$ of variables $x$ and $y$. However $\Lambda$ is same with a homomorphic image of $K[x, y] /(x, y)^{4}$, since $\Lambda$ is an artin ring and $K$ is an algebraically closed field.

At the beginning we shall prove

Lemma 2.1. Let $\Lambda$ be a homomorphic image of $K[x, y] /(x, y)^{4}$. Then $\Lambda$ is generalized biserial if $\Lambda$ is selfinjective.

Proof. Suppose that $\Lambda$ is selfinjective but not generalized biserial. Then $\left\{x^{2}+(\operatorname{rad} \Lambda)^{3}, x y+(\operatorname{rad} \Lambda)^{3}, y^{2}+(\operatorname{rad} \Lambda)^{3}\right\}$ is a free $K$-basis of $(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad})^{3}$, because otherwise they are $K$-linearly dependent and hence $\Lambda$ is a homomorphic image of $K[x, y] /\left((x, y)^{4}, f\right)$, where the polynomial $f \in K[x, y]$ has a non-zero homogeneous term of degree two and then $\Lambda$ is generalized biserial as was proved in [6]. Hence we can suppose that $\Lambda$ is one of the following cases:

Case 0: $\Lambda=K[x, y] /(x, y)^{4}$;
Case I: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}\right)$ where $0 \neq f_{1}=a x^{3}+b x^{2} y+c x y^{2}+d y^{3}$ with $a, b, c$ and $d \in K$.

Case II: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}\right)$ where $f_{1}$ and $f_{2}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2$.

Case III: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}, f_{3}\right)$ where $f_{1}, f_{2}$ and $f_{3}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2,3$.

It is easy to see that if $\Lambda$ is one of the Case $0-\mathrm{II}$, then soc $\Lambda$ is not simple. Hence it is enough to consider the Case III only because $\Lambda$ is selfinjective and $\operatorname{soc} \Lambda$ is simple. Since $\Lambda$ is not generalized biserial the series of composition lengths of factor modules with respect to the upper Loewy series of $\Lambda$ is (1, 2, 3, 1), that is, $\operatorname{dim}_{K} \Lambda /(\operatorname{rad} \Lambda)=1, \operatorname{dim}_{K}(\operatorname{rad} \Lambda) /(\operatorname{rad} \Lambda)^{2}=2, \operatorname{dim}_{K}(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3}$ $=3$ and $\operatorname{dim}_{K}(\operatorname{rad} \Lambda)^{4}=1$.

Now we observe the lower Loewy series of $\Lambda$. At first, it does not happen that $\operatorname{dim}_{K} \operatorname{soc}^{2} \Lambda / \operatorname{soc} \Lambda=3$ and $\operatorname{dim}_{K} \operatorname{soc} \Lambda=1$. Because otherwise the series of composition lengths of factor modules with respect to the upper Loewy series of $D \Lambda$, where $D$ denotes the usual selfduality $\operatorname{Hom}_{K}(-, K)$, is $(1,3, *, *)$ but $D \Lambda \cong \Lambda$ and this is a contradiction. Hence the series of composition lengths of factor modules with respect to the lower Loewy series of $\Lambda$ is either ( $*, *, 2,1$ ) or $(*, *, 1,1)$. But they do not happen because $x^{2}, x y$ and $y^{2} \in(\operatorname{rad} \Lambda)^{2} \backslash(\operatorname{rad} \Lambda)^{3}$ and $(\operatorname{rad} \Lambda)^{3}(\subset \operatorname{soc} \Lambda)$ is simple by the $K$-linearly independent assumption of $f_{1}, f_{2}$ and $f_{3}$. It concludes that $\Lambda$ is generalized biserial.

Corollary 2.2. Let $\Lambda$ be isomorphic to $K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}, f_{3}\right)$ where $f_{1}, f_{2}$ and $f_{3}$ are K-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2,3$, then there exists an element $\alpha \in(\operatorname{rad} \Lambda)^{2} \backslash(\operatorname{rad} \Lambda)^{3}$ such that $\alpha \in \operatorname{soc} \Lambda$.

Now our main purpose of this section is to prove
Theorem 2.3. Let $\Lambda$ be a homomorphic image of $K[x, y] /(x, y)^{4}$. If $H^{1}(\Lambda, \Lambda \otimes \Lambda)=0$, then $\Lambda$ is selfinjective.

Note that it was proved in [7] that the theorem is true if $\Lambda$ is generalized biserial. Thus it is enough to prove that if $\Lambda$ is not generalized biserial, then $H^{1}(\Lambda, \Lambda \otimes \Lambda) \neq 0$. Throughout this section we assume hereafter that $\Lambda$ is not generalized biserial.

Let us denote $x \otimes 1-1 \otimes x$ and $y \otimes 1-1 \otimes y$ by $\iota_{1}$ and $\iota_{2}$ respectively.
Lemma 2.4. Let $\Lambda$ be not a generalized biserial. If $\lambda c_{1}=\mu c_{2}$ for $\lambda, \mu \in \Lambda^{e}$, then $\lambda=a \iota_{2}+\lambda_{1}$ and $\mu=a \iota_{1}+\mu_{1}$ with some $a \in K$ and $\lambda_{1}, \mu_{1} \in\left(\operatorname{rad} \Lambda^{e}\right)^{2}$.

Proof. Put $\lambda=a_{1,1}(1 \otimes 1)+a_{x, 1}(x \otimes 1)+a_{1, x}(1 \otimes x)+a_{y, 1}(y \otimes 1)+a_{1, y}(1 \otimes y)+\lambda_{1}$ and $\mu=b_{1,1}(1 \otimes 1)+b_{x, 1}(x \otimes 1)+b_{1, x}(1 \otimes x)+b_{y, 1}(y \otimes 1)+b_{1, y}(1 \otimes y)+\mu_{1}$ with $\lambda_{1}, \mu_{1} \in$ $\left(\operatorname{rad} \Lambda^{e}\right)^{2}$. Then it is clear that $\left\{a_{1,1}(1 \otimes 1)+a_{x, 1}(x \otimes 1)+a_{1, x}(1 \otimes x)+a_{1, y}(1 \otimes y)+\right.$ $\left.a_{y, 1}(y \otimes 1)\right\} \times \iota_{1} \equiv\left\{b_{1,1}(1 \otimes 1)+b_{x, 1}(x \otimes 1)+b_{1, x}(1 \otimes x)+b_{y, 1}(y \otimes 1)+b_{1, y}(1 \otimes y)\right\} \times \iota_{2}$ $\bmod \left(\mathrm{rad} \Lambda^{e}\right)^{3}$. That is $\quad a_{1,1} \ell_{1}+a_{x, 1}\left(x^{2} \otimes 1\right)+\left(a_{1, x}-a_{x, 1}\right)(x \otimes x)-a_{1, x}\left(1 \otimes x^{2}\right)+$ $a_{y, 1}(x y \otimes 1)-a_{y, 1}(y \otimes x)+a_{1, y}(x \otimes y)-a_{1, y}(1 \otimes x y) \equiv b_{1,1 \iota_{2}}+b_{x, 1}(x y \otimes 1)-b_{x, 1}(x \otimes y)$ $\left.\left.+b_{1, x}(y \otimes x)-b_{1, x}(1 \otimes x y)+b_{y, 1}\left(y^{2} \otimes 1\right)+\left(b_{1, y}-b_{y, 1}\right)\right) y \otimes y\right)-b_{1, y}\left(1 \otimes y^{2}\right) \bmod \left(\operatorname{rad}\left(\Lambda^{e}\right)^{3}\right.$ Since $x^{2}, x y$ and $y^{2}$ are $K$-linearly independent $\bmod (\operatorname{rad} \Lambda)^{3}$ we have that $a_{1,1}=0=b_{1,1}, a_{x, 1}=0=a_{1, x}, b_{y, 1}=0=b_{1, y}, a_{y, 1}=b_{x, 1}=-a_{1, y}=-b_{1, x}$. Now put $a_{y, 1}=a$ for some $a \in K$.

Let

$$
0 \longrightarrow J \longrightarrow \Lambda \otimes \Lambda \xrightarrow{\varepsilon} \Lambda \longrightarrow 0
$$

be an exact sequence of the left $\Lambda^{e}$-modules with a canonical homomorphism $\varepsilon$ defined by putting $\varepsilon(s \otimes t)=s t$ for $s, t \in \Lambda$. Then $\Lambda_{\Lambda} J$ is generated by $\iota_{1}$ and $\iota_{2}$. And

$$
H^{1}(\Lambda, \Lambda \otimes \Lambda) \cong \operatorname{Hom}_{\Lambda e}(J, \Lambda \otimes \Lambda) /\left\{(\Phi \mid J) \mid \Phi \in \operatorname{Hm}_{\Lambda e}(\Lambda \otimes \Lambda, \Lambda \otimes \Lambda)\right\}
$$

Since $\operatorname{soc}_{A e}(\Lambda \otimes \Lambda)=\left(\operatorname{soc}_{\Lambda} \Lambda\right) \otimes\left(\operatorname{soc} \Lambda_{\Lambda}\right)$, for any elements $u_{1}$ and $u_{2} \in\left(\operatorname{soc}_{\Lambda} \Lambda\right) \otimes$ $\left(\operatorname{soc} \Lambda_{\Lambda}\right)$ we can define a $\Lambda^{e}$-homomorphism $f: J \rightarrow \Lambda \otimes \Lambda$ by putting $f\left(c_{1}\right)=u_{1}$
and $f\left(\iota_{2}\right)=u_{2}$. In [7] and in $\S 1$ we have consider a subgroup $\underline{H}$ of $H^{1}(\Lambda, \Lambda \otimes \Lambda)$ which is generated by the residue classes of $\operatorname{Hom}_{A e}(J, \Lambda \otimes \Lambda)$ whose representatives are such homomorphisms $f$ 's.

However in the proof of Theorem 2.3 it needs to consider some $\Lambda^{e}$-homomorphisms $g: J \rightarrow \Lambda \otimes \Lambda$ which do not belong to $\underline{H}$. Then the following lemma is useful to check whether a map from $J$ to $\Lambda \otimes \Lambda$ is a $\Lambda^{e}$-homomorphism.

LEMMA 2.5. Take two elements $\gamma$ and $\delta$ belonging to $\operatorname{rad}_{A_{e}}$ e $(\Lambda \otimes \Lambda)$ and de fine $f: J \rightarrow \Lambda \otimes \Lambda$ by putting $f\left(\alpha \iota_{1}+\beta \iota_{2}\right)=\alpha \gamma+\beta \delta$ for any $\alpha, \beta \in \Lambda^{e}$. If $\delta \iota_{1}=\gamma \iota_{2}$, then $f$ is a $\Lambda^{e}$-homomorphism.

Proof. If $\lambda \epsilon_{1}=\mu \iota_{2}$ for any $\lambda, \mu \in \Lambda^{e}$, then by Lemma 2.4 $\lambda=a \iota_{2}+\lambda_{1}$ and $\mu=a \iota_{1}+\mu_{1}$ with $\lambda_{1}, \mu_{1} \in\left(\operatorname{rad} \Lambda^{e}\right)^{2}$. Hence $\lambda_{1} f\left(\iota_{1}\right), \mu_{1} f\left(\iota_{2}\right) \in\left(\operatorname{rad} \Lambda^{e}\right)^{7}=0$. Therefore $\delta \iota_{1}=\gamma \iota_{2}$ implies $\lambda f\left(\iota_{1}\right)=\mu f\left(\iota_{2}\right)$. Thus $f$ is well-defined.

Proof of Theorem 2.3. As in the proof of Lemma 2.1, we shall divide the proof of this theorem into the following cases:

Case 0: $\Lambda=K[x, y] /(x, y)^{4}$;
Case I: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}\right)$ where $0 \neq f_{1}=a x^{3}+b x^{2} y+c x y^{2}+d y^{3}$ with $a, b, c$ and $d \in K$.

Case II: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}\right)$ where $f_{1}$ and $f_{2}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2$.

Case III: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}, f_{3}\right)$ where $f_{1}, f_{2}$ and $f_{3}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2,3$.

Now for all cases 0 -III we shall denote the defining ideal by $I$ and denote the residue classes $u+I$ for $u \in K[x, y]$, that is an element of $\Lambda$, simply by $u$.

At first we shall prove for the Case $0: \Lambda=K[x, y] /(x, y)^{4}$. We define a $K$-homomorphism $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(\varepsilon_{1}\right)=y^{3} \otimes y^{3}$ and $f\left(\epsilon_{2}\right)=0$. Since $y^{3} \otimes y^{3} \in \operatorname{soc}_{A e}(A \otimes \Lambda), f$ is obviously well-defined as a $\Lambda^{e}$-homomorphism. But $f$ cannot be extended to any $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$. Because if $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$, then $\varphi$ is defined by $\varphi(1 \otimes 1)=\sum_{v \in V} v \otimes h_{v}$ since $\Lambda \otimes \Lambda$ is generated by $1 \otimes 1$ as a $\Lambda^{e}$-module, where $h_{v}=h_{v}(x, y)$ is a $K$-linear combination of $V=$ $\left\{1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, x y^{2}\right.$ and $\left.y^{3}\right\}$ the $K$-basis of $\Lambda$. And

$$
\begin{align*}
& \varphi\left(\iota_{1}\right)=y^{3} \otimes y^{3}  \tag{i}\\
& \varphi\left(\iota_{2}\right)=0 \tag{ii}
\end{align*}
$$

But $\varphi\left(e_{1}\right)=\sum_{v \in V} x v \otimes\left(h_{v}-x h_{x v}\right)+\sum_{u \in V \backslash \backslash x v|v \in V\rangle} u \otimes\left(-x h_{u}\right)=-1 \otimes x h_{1}+x \otimes\left(h_{1}-x h_{x}\right)$
$-y \otimes x h_{y}+x^{2} \otimes\left(h_{x}-x h_{x^{2}}\right)+x y \otimes\left(h_{y}-x h_{x y}\right)-y^{2} \otimes x h_{y^{2}}+x^{3} \otimes\left(h_{x^{2}}-x h_{x^{3}}\right)+x^{2} y \otimes$ $\left(h_{x y}-x h_{x^{2} y}\right)+x y^{2} \otimes\left(h_{y^{2}}-x h_{x y^{2}}\right)-y^{3} \otimes x h_{y^{3}}$, thus from (i) $-x h_{y^{3}}=y^{3}$, but this is a contradiction because $x h_{y^{3}}+y^{3}$ does not belong to $(x, y)^{4}$.

Now we shall prove for the Case I: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}\right)$. Here we may assume that $f_{1}=a x^{3}+b x^{2} y+c x y^{2}+d y^{3}=s(x-\alpha y)(x-\beta y)(x-\gamma y)$ with $s \neq 0, \alpha$, $\beta$ and $\gamma \in K$ because $K$ is assumed to be algebraically closed. Therefore according to (1) $\alpha=\beta=\gamma$; (2) $\alpha=\beta \neq \gamma$; (3) $\alpha \neq \beta, \alpha \neq \gamma$ and $\beta \neq \gamma$, we can change the variables of the polynomial ring $K[x, y]$ so that $f_{1}$ is one of the following three cases: (1) $f_{1}=x^{3}$; (2) $f_{1}=x^{2} y$; (3) $f_{1}=x y(x-y)$. But for any case, if we define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(\ell_{1}\right)=y^{3} \otimes y^{3} \in \operatorname{soc}_{\Lambda e}(\Lambda \otimes \Lambda)$ and $f\left(\epsilon_{2}\right)=0$, then $f$ is obviously well-defined and $f$ has no any extension to $\Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ by a similar argument as in Case 0. Namely $x h_{y^{3}}+y^{3}$ does not belong to $\left((x, y)^{4}, f_{1}\right)$.

Next we shall prove for the Case II: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}\right)$ where $f_{1}$, $f_{2}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ for $i=1,2$. As we considered at Case I, $\Lambda$ has to be one of the following three cases:
(1) $f_{1}=x^{3}, f_{2}=a x^{2} y+b x y^{2}+c y^{3}$;
(2) $f_{1}=x^{2} y, f_{2}=a x^{3}+b x y^{2}+c y^{3}$;
(3) $f_{1}=x^{2} \kappa-x y^{2}, f_{2}=a x^{3}+b x^{2} y+c y^{3}$.

For case (1), if $c=0$, we define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $\iota_{1} \rightarrow y^{3} \otimes y^{3}$ and $\iota_{2} \rightarrow 0$, then $f$ is clearly well-defined and has no any extension to $\Lambda \otimes \Lambda$ as we prove in the Case 0 .

If $c \neq 0$, we may put $c=1$. Then $\operatorname{soc} \Lambda=\left\langle x^{2} y, x y^{2}\right\rangle\left(=K x^{2} y+K x y^{2}\right)$ and $y^{3}=-a x^{2} y-b x y^{2} \in \operatorname{soc} \Lambda$. So we can take $\left\{1, x, y, x^{2}, x y, y^{2}, x^{2} y, x y^{2}\right\}$ as a $K$-basis of $\Lambda$. Define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(\epsilon_{1}\right)=x y^{2} \otimes y^{2}+x y \otimes y^{3}=x y^{2} \otimes y^{2}$ $-x y \otimes\left(a x^{2} y+b x y^{2}\right)$ and $f\left(\iota_{2}\right)=0$. Then $\iota_{2} f\left(\iota_{1}\right)=(y \otimes 1-1 \otimes y)\left(x y^{2} \otimes y^{2}+x y \otimes y^{3}\right)$ $=0=\iota_{1} f\left(\iota_{2}\right)$, hence by Lemma 2.5 $f$ is well-defined. Now if $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}$ $+x^{2} y \otimes h_{x^{2} y}+x y^{2} \otimes h_{x y^{2}}$. Then

$$
\begin{align*}
& \varphi\left(\left(_{1}\right)=x y^{2} \otimes y^{2}-x y \otimes\left(a x^{2} y+b x y^{2}\right)\right.  \tag{i}\\
& \varphi\left(\iota_{2}\right)=0 \tag{ii}
\end{align*}
$$

From (i) we get that $-x h_{y^{2}}=0$ and $h_{y^{2}}-x h_{x y^{2}}=y^{2}$. By the second equation, the polynomial $h_{y^{2}}$ has nonzero term of $y^{2}$, but it contradicts to the first equation.

For case (2), if $a=0$, we define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(c_{1}\right)=0$ and $f\left(c_{2}\right)=$ $x^{3} \otimes x^{3}$, then $f$ is clearly well-defined and has no extension to $\Lambda \otimes \Lambda$ as we proved in the Case 0 .

If $c=0$, similarly defined $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(c_{1}\right)=y^{3} \otimes y^{3}$ and $f\left(\iota_{2}\right)=0$, then $f$ is clearly well-defined and has no any extension to $\Lambda \otimes \Lambda$ as we proved in the Case 0 .

If $a c \neq 0$ and $b=0$, we may put $a=1$. Then soc $\Lambda=\left\langle x y^{2}, y^{3}\right\rangle$ and $x^{3}=-c y^{3}$ $\in \operatorname{soc} \Lambda$. So we can take $\left\{1, x, y, x^{2}, x y, y^{2}, x y^{2}, y^{3}\right\}$ as a $K$-basis of $\Lambda$. Define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting

$$
\begin{aligned}
& \iota_{1} \longrightarrow x y^{2} \otimes y^{2} \\
& \iota_{2} \longrightarrow-c^{-1} x y^{2} \otimes x^{2}
\end{aligned}
$$

Then $\quad \iota_{2} f\left(c_{1}\right)=(y \otimes 1-1 \otimes y)\left(x y^{2} \otimes y^{2}\right)=-x y^{2} \otimes y^{3}=(x \otimes 1-1 \otimes x)\left(-c^{-1} x y^{2} \otimes x^{2}\right)=$ $\iota_{1} f\left(\epsilon_{2}\right)$, hence by Lemma 2.5 $f$ is well-defined. Now if $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}$ $+x y^{2} \otimes h_{x y^{2}}+y^{3} \otimes h_{y^{3}}$. Then

$$
\begin{align*}
& \varphi\left(\ell_{1}\right)=x y^{2} \otimes y^{2}  \tag{i}\\
& \varphi\left(\epsilon_{2}\right)=-c^{-1} x y^{2} \otimes x^{2} . \tag{ii}
\end{align*}
$$

From (i) we get that $-x h_{y^{2}}=0$ and $h_{y^{2}}-x h_{x y^{2}}=y^{2}$. By the last equation $h_{y^{2}}$ has nonzero term of $y^{2}$, but it contradicts to $-x h_{y^{2}}=0$.

If $a b c \neq 0$, we may put $b=1$. Then $\operatorname{soc} \Lambda=\left\langle x^{3}, y^{3}\right\rangle$ and $x y^{2}=-a x^{3}-c y^{3} \in$ $\operatorname{soc} \Lambda$. So we can take $\left\{1, x, y, x^{2}, x y, y^{2}, x^{3}, y^{3}\right\}$ as a $K$-basis of $\Lambda$. Define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting

$$
\begin{aligned}
& \iota_{1} \longrightarrow c\left(y^{3} \otimes y^{2}\right)-x y \otimes y^{3} \\
& \iota_{2} \longrightarrow a\left(x^{2} \otimes y^{3}\right) .
\end{aligned}
$$

Then $\quad \iota_{1} f\left(\epsilon_{2}\right)=(x \otimes 1-1 \otimes x) a\left(x^{2} \otimes y^{3}\right)=a\left(x^{3} \otimes y^{3}\right)=\left(a x^{3}\right) \otimes y^{3}=\left(-c y^{3}-x y^{2}\right) \otimes y^{3}=$ $(y \otimes 1-1 \otimes y)\left[c\left(y^{3} \otimes y^{2}\right)-x y \otimes y^{3}\right]=\iota_{2} f\left(\iota_{1}\right)$, hence by Lemma 2.5 $f$ is well-defined. Now if $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+$ $y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}+x^{3} \otimes h_{x^{3}}+y^{3} \otimes h_{y^{3}}$, Then

$$
\begin{align*}
& \varphi\left(\iota_{1}\right)=c\left(y^{3} \otimes y^{2}\right)-x y \otimes y^{3}  \tag{i}\\
& \varphi\left(\iota_{2}\right)=a\left(x^{2} \otimes y^{3}\right) \tag{ii}
\end{align*}
$$

From (i) we get that $-x h_{y^{2}}=0$ and $-c h_{y^{2}}-x h_{y^{3}}=c y^{2}$. By the last equation $h_{y^{2}}$ has nonzero term of $y^{2}$, but it contradicts to $-x h_{y^{2}}=0$.

For case (3), if $a=0$, we define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(\iota_{1}\right)=0$ and $f\left(\iota_{2}\right)$ $=x^{3} \otimes x^{3}$, then $f$ is clearly well-defined and has no extension to $\Lambda \otimes \Lambda$ as we proved in the Case 0 .

If $c=0$, sımilarly define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting $f\left(\iota_{1}\right)=y^{3} \otimes y^{3}$ and $f\left(\iota_{2}\right)=0$,
then $f$ is clearly well-defined and has no any extension to $\Lambda \otimes \Lambda$ as we proved in the Case 0 .

If $a c \neq 0$ and $b=0$, we may put $a=1$ and then $\operatorname{soc} \Lambda=\left\langle x y^{2}, y^{3}\right\rangle$ with $x^{3}=$ $-c y^{3} \in \operatorname{soc} \Lambda$. So we can take $\left\{1, x, y, x^{2}, x y, y^{2}, x y^{2}, y^{3}\right\}$ as a $K$-basis of $\Lambda$. Define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting

$$
\begin{aligned}
& \iota_{1} \longrightarrow 0 \\
& \iota_{2} \longrightarrow y^{3} \otimes x^{2}+x^{2} \otimes y^{3} .
\end{aligned}
$$

Then $\quad \iota_{2} f\left(\iota_{1}\right)=0=(x \otimes 1-1 \otimes x)\left(y^{3} \otimes x^{2}+x^{2} \otimes y^{3}\right)=-y^{3} \otimes x^{3}+x^{3} \otimes y^{3}=\iota_{1} f\left(\iota_{2}\right)$, hence by Lemma $2.5 f$ is well-defined. If $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}+x y^{2} \otimes h_{x y^{2}}+y^{3} \otimes h_{y^{3}}$. Then

$$
\begin{align*}
& \varphi\left(\iota_{1}\right)=0  \tag{i}\\
& \varphi\left(\iota_{2}\right)=y^{3} \otimes x^{2}+x^{2} \otimes y^{3} . \tag{ii}
\end{align*}
$$

From (i) we get $-x h_{y^{2}}=0$ and from (ii) $h_{y^{2}}-y h_{y^{3}}=x^{2}$. By the last equation $h_{y^{2}}$ has nonzero term of $x^{2}$, but it contradicts to $-x h_{y^{2}}=0$.

If $a b c \neq 0$, we may put $a=1$. Then soc $\Lambda=\left\langle x y^{2}, y^{3}\right\rangle$ and $x^{3}=-b x y^{2}-c y^{3}$ $\in \operatorname{soc} \Lambda$. So we can take $\left\{1, x, y, x^{2}, x y, y^{2}, x y^{2}, y^{3}\right\}$ as a $K$-basis of $\Lambda$. Define $f: J \rightarrow \Lambda \otimes \Lambda$ by setting

$$
\begin{aligned}
& \iota_{1} \longrightarrow 0 \\
& \iota_{2} \longrightarrow y^{3} \otimes x^{2}-\left(c^{-1} x^{2}+b c^{-1} x y\right) \otimes x^{3} .
\end{aligned}
$$

Then $\quad \iota_{2} f\left(\iota_{1}\right)=0=(x \otimes 1-1 \otimes x)\left\{y^{3} \otimes x^{2}-\left(c^{-1} x^{2}+b c^{-1} x y\right) \otimes x^{3}\right\}=\iota_{1} f\left(\iota_{2}\right)$ hence by Lemma $2.5 f$ is well-defined. If $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}+x y^{2} \otimes h_{x y^{2}}+y^{3} \otimes h_{y^{3}}$. Then

$$
\begin{align*}
& \varphi\left(e_{1}\right)=0  \tag{i}\\
& \varphi\left(e_{2}\right)=y^{3} \otimes x^{2}-\left(c^{-1} x^{2}+b c^{-1} x y\right) \otimes x^{3} \tag{ii}
\end{align*}
$$

From (i) we get $-x h_{y^{2}}=0$ and from (ii) $h_{y^{2}}-y h_{y^{3}}=x^{2}$. By the last equation $h_{y^{2}}$ has nonzero term of $x^{2}$, but it contradicts to $-x h_{y^{2}}=0$.

Finally we shall prove for the Case III: $\Lambda=K[x, y] /\left((x, y)^{4}, f_{1}, f_{2}, f_{3}\right)$ where $f_{1}, f_{2}, f_{3}$ are $K$-linearly independent and $f_{i}=a_{i} x^{3}+b_{i} x^{2} y+c_{i} x y^{2}+d_{i} y^{3}$ with $a_{i}, b_{i}, c_{i}$ and $d_{i} \in K$ for $i=1,2,3$. By Corollary 2.2 we know that there exist two nontrivial elements $\alpha$ and $\beta$ belonging to soc $\Lambda$ such that $\alpha=a x^{2}+$ $b x y+c y^{2}$ with $a, b, c \in K$ and $\beta \in \operatorname{rad}^{3} \Lambda$.

Now define $f: J \rightarrow \Lambda \otimes \Lambda$ by putting $f\left(\epsilon_{1}\right)=\alpha \otimes \alpha$ for $i=1,2$, then $f$ is clearly
well-defined.
If $a \neq 0$, we may put $a=1$ and then $x^{2}=\alpha-b x y-c y^{2}$. So we can take $\left\{1, x, y, x y, y^{2}, \alpha, \beta\right\}$ as a $K$-basis of $\Lambda$. If $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $\quad f \quad$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x y \otimes h_{x y}+y^{2} \otimes h_{y^{2}}+\alpha \otimes h_{\alpha}+\beta \otimes h_{\beta}$. Then

$$
\begin{align*}
\varphi\left(\iota_{1}\right)= & \alpha \otimes \alpha  \tag{1}\\
\varphi\left(\iota_{2}\right)= & -1 \otimes y h_{1}-x \otimes y h_{x}+y \otimes\left(h_{1}-y h_{y}\right)+x y \otimes\left(h_{x}-y h_{x y}\right) \\
& +y^{2} \otimes\left(h_{y}-y h_{y^{2}}\right)-\alpha \otimes y h_{\alpha}-\beta \otimes y h_{\beta}+x y^{2} \otimes h_{x y}+y^{3} \otimes h_{y^{2}} \\
= & \alpha \otimes \alpha . \tag{2}
\end{align*}
$$

Since $x y^{2}=k_{1} \beta$ and $y^{3}=k_{2} \beta$ for some $k_{1}, k_{2} \in K$ we have by (2) that $-y h_{\alpha}=\alpha$, a contradiction.

If $c \neq 0$, we may put $c=1$ and then $y^{2}=\alpha-a x^{2}-b x y$. So we can take $\left\{1, x, y, x^{2}, x y, \alpha, \beta\right\}$ as a $K$-basis of $\Lambda$. If $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} h_{x^{2}}+x y \otimes h_{x y}+\alpha \otimes h_{\alpha}+\beta \otimes h_{\beta}$. Then

$$
\begin{align*}
& \varphi\left(\iota_{1}\right)=\alpha \otimes \alpha  \tag{1}\\
& \varphi\left(\iota_{2}\right)=\alpha \otimes \alpha \tag{2}
\end{align*}
$$

By (1) we have similarly that $-x h_{\alpha}=\alpha$, a contradiction.
If $a=0=c$, then $\alpha=b x y$ and we may put $b=1$. So we can take $\{1, x, y$, $\left.x^{2}, y^{2}, \alpha, \beta\right\}$ as a $K$-basis of $\Lambda$. If $\varphi: \Lambda \otimes \Lambda \rightarrow \Lambda \otimes \Lambda$ is an extension of $f$ with $\varphi(1 \otimes 1)=1 \otimes h_{1}+x \otimes h_{x}+y \otimes h_{y}+x^{2} \otimes h_{x^{2}}+y^{2} \otimes h_{y^{2}}+\alpha \otimes h_{\alpha}+\beta \otimes h_{\beta}$. Then

$$
\begin{align*}
& \varphi\left(\ell_{1}\right)=\alpha \otimes \alpha  \tag{1}\\
& \varphi\left(\iota_{2}\right)=\alpha \otimes \alpha . \tag{2}
\end{align*}
$$

Then by (1) we have that $h_{x}=x h_{x^{2}}, h_{y}=x y+x h_{x y}$ and $-x h_{y^{2}}=0$. By (2) we have that $h_{x}=x y+y h_{x y}, h_{y}=y h_{y^{2}}$ and $-y h_{x^{2}}=0$. If $h_{x y}$ has nonzero term of $y, h_{x}=x y+y h_{x y} \neq x h_{x^{2}}$ since $y h_{x y}$ has nonzero term of $y^{2}$, it is a contradiction. If $h_{x y}$ has nonzero term of $x, h_{y}=x y+x h_{x y} \neq y h_{y^{2}}$ since $x h_{x y}$ has nonzero term of $x^{2}$, also a contradiction. Finally if both the terms of $x$ and $y$ in $h_{x y}$ are zero, then $h_{y}=x y+x h_{x y} \neq y h_{y^{2}}$ because $h_{y^{2}}$ has no term of $x$ by $x h_{y^{2}}=0$. This is also a contradiction.

## § 3. Miscellaneous results.

As was easily seen in [6] and [7] for commutative algebra $\Lambda$ over an algebraically closed field $K$ it holds that the both composition lengths of
$(\operatorname{rad} \Lambda) /(\operatorname{rad} \Lambda)^{2}$ and $(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3} \leqq 2$ implies that $\Lambda$ is generalized biserial. We shall generalize the above fact for non-commutative algebras.

Proposition 3.1. A local K-algebra $\Lambda$ is generalized biserial if and only if so is $\Lambda /(\operatorname{rad} \Lambda)^{3}$.

Proof. At first we would like to remark $\Lambda$ is not assumed to be commutative. It is enough to proved only the "if" part. If $\operatorname{dim}_{K}(\operatorname{rad} \Lambda) /(\operatorname{rad} \Lambda)^{2}$ $=1$, then $\Lambda$ is uniserial. So we can take two elements $x$ and $y$ of $\Lambda$ such that $\left\{x+(\operatorname{rad} \Lambda)^{2}, y+(\operatorname{rad} \Lambda)^{2}\right\}$ generates $\left(\operatorname{rad} \Lambda /(\operatorname{rad} \Lambda)^{2}\right.$.

If $(a x+b y)^{2} \equiv 0 \bmod (\operatorname{rad} \Lambda)^{3}$ for any $a, b \in K$, then $\Lambda /(\operatorname{rad} \Lambda)^{3}$ is isomorphic to the exterior algebra over 2-dimensional $K$-vector space and $x y \equiv-y x$ $\bmod (\operatorname{rad} \Lambda)^{3}$. Consequently $\Lambda /(\operatorname{rad} \Lambda)^{3}$ is selfinjective. Now $(\operatorname{rad} \Lambda)^{3} /(\operatorname{rad} \Lambda)^{4}$ is generated by $\left\{x+(\operatorname{rad} \Lambda)^{4}, x^{2} y+(\operatorname{rad} \Lambda)^{4}, x y x+(\operatorname{rad} \Lambda)^{4}, y x y+(\operatorname{rad} \Lambda)^{4}, y x^{2}\right.$ $\left.+(\operatorname{rad} \Lambda)^{4}, y^{2} x+(\operatorname{rad} \Lambda)^{4}, x y^{2}+(\operatorname{rad} \Lambda)^{4}, y^{3}+(\operatorname{rad} \Lambda)^{4}\right\}$. But each of them belongs to $(\operatorname{rad} \Lambda)^{4}$ because $x^{2}, y^{2} \equiv 0 \bmod (\operatorname{rad} \Lambda)^{3}$ and $x y \equiv-y x \bmod (\operatorname{rad} \Lambda)^{3}$ and hence $(\operatorname{rad} \Lambda)^{3} \subset(\operatorname{rad} \Lambda)^{4}$. It follows from Nakayama Lemma that $(\operatorname{rad} \Lambda)^{3}=0$.

Now we may assume that there exists an element $y$ of $\Lambda$ such that $x^{2} \not \equiv 0$ $\bmod (\operatorname{rad} \Lambda)^{3}$. By the assumption $\operatorname{dim}_{K}(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3} \leqq 2$, we proceed at first the proof for the following

Case $1:(\operatorname{rad} \Lambda)^{2} /(\operatorname{rd} \Lambda)^{3}$ is spanned by $\left\{x^{2}+(\operatorname{rad} \Lambda)^{3}, x y+(\operatorname{rad} \Lambda)^{3}\right\}$. We may put $y^{2} \equiv a x^{2}+b x y$ and $y x \equiv c x^{2}+d x y \bmod (\operatorname{rad} \Lambda)^{3}$ with $a, b, c$ and $d \in K$. Since $(\operatorname{rad} \Lambda)^{3}=(\operatorname{rad} \Lambda)(\operatorname{rad} \Lambda)^{2}$ it holds that $(\operatorname{rad} \Lambda)^{3} /(\operatorname{rad} \Lambda)^{4}=\left\langle x^{3}+(\operatorname{rad} \Lambda)^{4}, x^{2} y+\right.$ $\left.(\operatorname{rad} \Lambda)^{4}, y x^{2}+(\operatorname{rad} \Lambda)^{4}, y x y+(\operatorname{rad} \Lambda)^{4}\right\rangle$. But $(\operatorname{rad} \Lambda)^{3} /(\operatorname{rad} \Lambda)^{4}$ is spanned by $\left\{x^{3}+(\operatorname{rad} \Lambda)^{4}, x^{2} y+(\operatorname{rad} \Lambda)^{4}\right\}$. Because we have that $x y^{2} \equiv x\left(a x^{2}+b x y\right) \equiv a x^{3}+$ $b x^{2} y, \quad y x^{2} \equiv(y x) x \equiv\left(c x^{2}+d x y\right) x \equiv c x^{3}+d x y x$, but $x y x \equiv x(y x) \equiv x\left(c x^{2}+d x y\right) \equiv$ $c x^{3}+d x^{2} y$ and $y x y \equiv(y x) x \equiv\left(c x^{2}+d x y\right) x \equiv c x^{2} y+d x y^{2} \bmod (\operatorname{rad} \Lambda)^{4}$.

Now we shall proceed the proof by induction on exponents of rad $\Lambda$. Suppose that $(\operatorname{rad} \Lambda)^{n-2} /(\operatorname{rad} \Lambda)^{n-1}$ is spanned by $\left\{x^{n-2}+(\operatorname{rad} \Lambda)^{n-1}, x^{n-3} y+(\operatorname{rad} \Lambda)^{n-1}\right\}$. Then $(\operatorname{rad} \Lambda)^{n-1} /(\operatorname{rad} \Lambda)^{n}=\left\langle x^{n-1}+(\operatorname{rad} \Lambda)^{n}, x^{n-2} y+(\operatorname{rad} \Lambda)^{n}, y x^{n-3}+(\operatorname{rad} \Lambda)^{n}\right.$, $\left.y x^{n-3} y+(\mathrm{red} \Lambda)^{n}\right\rangle$. But $y x^{n-2} \equiv(y x) x^{n-3} \equiv\left(c x^{2}+d x y\right) x^{n-3} \equiv c x^{n-1}+d x(y x) x^{n-4} \equiv$ $c x^{n-1}+d x\left(c x^{2}+d x y\right) x^{n-4} \equiv(c+c d) x^{n-1}+d^{2} x^{2}(y x) x^{n-5} \equiv\left(c+c d+c d^{2}\right) x^{n-1}+$ $d^{3} x^{3}(y x) x^{n-6} \equiv \cdots \equiv c\left(1+d+d^{2}+\cdots+d^{n-3}\right) x^{n-1}+d^{n-2} x^{n-2} y, y x^{n-3} y \equiv\left[c\left(1+d+d^{2}\right.\right.$ $\left.\left.+\cdots+d^{n-4}\right) x^{n-2}+d^{n-3} x^{n-3} y\right] y=c\left(1+d+d^{2}+\cdots+d^{n-4}\right) x^{n-2} y+d^{n-3} x^{n-3} y^{2} \quad$ and $x^{n-3} y^{2} \equiv x^{n-3}\left(a x^{2}+b x y\right) \equiv a x^{n-1}+b x^{n-2} y \bmod (\operatorname{rad} \Lambda)^{n}$, hence $(\operatorname{rad} \Lambda)^{n-1} /(\operatorname{rad} \Lambda)^{n}$ is spanned by $\left\{x^{n-1}+(\operatorname{rad} \Lambda)^{n}, x^{n-2} y+(\operatorname{rad} \Lambda)^{n}\right\}$.

Case 2: $x y+(\operatorname{rad} \Lambda)^{3}$ is linearly dependent to $x^{2}+(\operatorname{rad} \Lambda)^{3}$ and $(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3}$ is spanned by $\left\{x^{2}+(\operatorname{rad} \Lambda)^{3}, y x+(\operatorname{rad} \Lambda)^{3}\right\}$. Then we may put that $y^{2} \equiv a x^{2}+$
$b y x \bmod (\operatorname{rad} \Lambda)^{3}$ with $a, b \in K$. Considering $(\operatorname{rad} \Lambda)^{3} /(\operatorname{rad} \Lambda)^{4}=\left\langle x^{3}+(\operatorname{rad} \Lambda)^{4}, y x^{2}\right.$ $\left.+(\operatorname{rad} \Lambda)^{4}, y^{2} x+(\operatorname{rad} \Lambda)^{4}\right\rangle$, but $y^{2} x \equiv\left(a x^{2}+b y x\right) x \equiv a x^{3}+b y x^{2} \bmod (\operatorname{rad} \Lambda)^{4}$, so $\left.(\operatorname{rad} \Lambda)^{3} / \operatorname{rad} \Lambda\right)^{4}$ is spanned by $\left\{x^{3}+(\operatorname{rad} \Lambda)^{4}, y x^{2}+(\operatorname{rad} \Lambda)^{4}\right\}$.

Now we shall proceed the proof by induction on exponents of rad $\Lambda$. Suppose that $(\operatorname{rad} \Lambda)^{n-2} /(\operatorname{rad} \Lambda)^{n-1}$ is spanned by $\left\{x^{n-2}+(\operatorname{rad} \Lambda)^{n-1}, y x^{n-3}+(\operatorname{rad} \Lambda)^{n-1}\right\}$. Then $(\operatorname{rad} \Lambda)^{n-1} /(\operatorname{rad} \Lambda)^{n}=\left\langle x^{n-1}+(\operatorname{rad} \Lambda)^{n}, y x^{n-2}+(\operatorname{rad} \Lambda)^{n}, y^{2} x^{n-3}+(\operatorname{rad} \Lambda)^{n}\right\rangle$. But $y^{2} x^{n-3} \equiv\left(a x^{2}+b y x\right) x^{n-3} \equiv a x^{n-1}+b y x^{n-2} \bmod (\operatorname{rad} \Lambda)^{n}$, hence $(\operatorname{rad} \Lambda)^{n-1} /$ $(\operatorname{rad} \Lambda)^{n}$ is spanned by $\left\{x^{n-1}+(\operatorname{rad} \Lambda)^{n}, y x^{n-2}+(\operatorname{rad} \Lambda)^{n}\right\}$.

Case 3: $x y+(\operatorname{rad} \Lambda)^{3}$ and $y x+(\operatorname{rad} \Lambda)^{3}$ are both linearly dependent to $x^{2}+$ $(\operatorname{rad} \Lambda)^{3}$. Then $(\operatorname{rad} \Lambda)^{2} /(\operatorname{rad} \Lambda)^{3}$ is spanned by $\left\{x^{2}+(\operatorname{rad} \Lambda)^{3}, y^{2}+(\operatorname{rad} \Lambda)^{3}\right\}$, and so it is clear that $(\operatorname{rad} \Lambda)^{n} /(\operatorname{rad} \Lambda)^{n+1}$ is spanned by $\left\{x^{n}+(\operatorname{rad} \Lambda)^{n+1}, y^{n}+(\operatorname{rad} \Lambda)^{n+1}\right\}$ for $n \geqq 3$. It completes the proof.

Corollary 3.2. Let $\Lambda$ be a generalized biserial local algebra. If $\operatorname{dim}_{K}(\operatorname{rad} \Lambda)^{n} /(\operatorname{rad} \Lambda)^{n+1} \leqq 1$ for some integer $n>0$, then $\operatorname{dim}_{K}(\operatorname{rad} \Lambda)^{s} /(\operatorname{rad} \Lambda)^{s+1}$ $\leqq 1$ for all $s \geqq n$.

Proof. Use the spanning systems of $(\operatorname{rad} \Lambda)^{s} /(\operatorname{rad} \Lambda)^{s+1}$ which we have obtained in the proof of the previous proposition for $s \geqq n$.

Let $\Lambda=\Lambda_{0} \oplus \Lambda_{1} \oplus \cdots \oplus \Lambda_{n}$ be a positively Z-grading of $K$-algebra $\Lambda$ such that $\operatorname{rad} \Lambda=\Lambda_{1} \oplus \cdots \oplus \Lambda_{n}, \Lambda_{0}=K$ and $\Lambda_{i} \Lambda_{j} \subset \Lambda_{i+j}$ for $i, j \geqq 0$. If $\operatorname{dim}_{K}(\operatorname{rad} \Lambda) /(\operatorname{rad} \Lambda)^{2}$ $=t$, we have a minimal system $\left\{x_{1}, x_{2}, \cdots, x_{t}\right\}$ of generators of $\operatorname{rad} \Lambda$. Put

$$
\begin{equation*}
x_{j}=\sum_{i=1}^{n} \alpha_{j, i} \quad \text { for } j=1,2, \cdots, t \text { and } \alpha_{j, i} \in \Lambda_{i} . \tag{1}
\end{equation*}
$$

In the proof of [7, Proposition 4.1] we proved the fact stated in the following proposition for $t=2$ and $\Lambda$ being commutative. Now we shall prove

Proposition 3.3. There is a set $B=\left\{\alpha_{j_{k}, s_{k}} \in \Lambda_{s_{k}} \mid 1 \leqq j_{k}, s_{k} \leqq n\right.$ and $k=1,2$, $\cdots, t\}$ such that $B$ is a minimal system of generators of $\operatorname{rad} \Lambda$.

Proof. Let us denote by $\bar{a}$ the residue class of $a \in \Lambda \operatorname{modulo}(\operatorname{rad} \Lambda)^{2}$. From (1) we have that $\bar{x}_{j}=\sum_{i=1}^{n} \bar{\alpha}_{j, i}$ for $j=1,2, \cdots, t$. If follows that there exists a set $\left\{\bar{\alpha}_{j_{k}, s_{k}} \mid k=1,2, \cdots, t\right\}$ such that it becomes a $K$-basis of $(\operatorname{rad} \Lambda) /$ $(\operatorname{rad} \Lambda)^{2}$. Then it is clear that $\left\{\alpha_{j_{k}, s_{k}} \mid k=1,2, \cdots, t\right\}$ generates $\operatorname{rad} \Lambda$, since $\operatorname{rad} \Lambda$ is nilpotent.
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