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Abstract. The sharp order is a well known partial order defined on the set of
complex matrices with index less or equal one. Following Šemrl’s approach, Efi-
mov extended this order to the set of those bounded Banach space operators A
for which the closure of the image and kernel are topologically complementary
subspaces. In order to extend the sharp order to arbitrary ring R (particulary
to Rickart and Rickart ∗-rings) we use the notions of annihilators. The concept
of the sharp order is extended to the set IR of those elements for which left
and right annihilators are respectively principal left and principal right ideals
generated by the same idempotent. It is proved that the sharp order is a par-
tial order relation on IR. Following the idea we also extend and discuss the
recently introduced concept of core partial order.

1. Introduction and preliminaries

Let Mn be the algebra of all n× n complex matrices and let

I1,n = {A ∈ Mn : rank A = rank A2}.

For any A ∈ Mn there exists A(1) ∈ Mn such that AA(1)A = A and in this case
A(1) is called the inner inverse of A. But, there exists the matrix A] ∈ Mn such
that

AA]A = A, A]AA] = A, AA] = A]A
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if and only if A ∈ I1,n. When A] exists then it is unique and it is called the group
inverse of A, [2]. The minus partial order on Mn introduced by Hartwig in [8] is
defined by:

A ≤− B ⇐⇒ AA(1) = BA(1), A(1)A = A(1)B for some inner inverse A(1).

Another equivalent definition is:

A ≤− B ⇐⇒ rank B = rank A + rank (B − A).

The well known sharp partial order on I1,n, introduced by Mitra in [14], is
defined by:

A ≤] B ⇐⇒ AA] = BA] and A]A = A]B.

If X is normed space then the set of all bounded linear operators on X is
denoted by B(X). The image and kernel of A ∈ B(X) are denoted by Im A and
Ker A respectively. Of course, if Y ⊆ X then Y is the norm closure of Y . By
the direct sum we mean the topological direct sum. Let M and N be subspaces
of normed space X. Recall that X = M ⊕ N is topological direct sum if and
only if there exists a bounded idempotent P ∈ B(X) such that Im P = M and
Ker P = N. In this case M and N are closed in X. The subspace M is said to
be complemented in X if there exists subspace N such that X = M ⊕N , that is
if M = Im P for some bounded idempotent P ∈ B(X). In that case we say that
M and N are complementary subspaces. Suppose that X1,. . . , Xn are subspaces
of Banach space X. Recall that X = X1 ⊕ · · · ⊕Xn is topological direct sum if
and only if it is algebraic direct sum and Xi is closed in X for all i = 1, 2, . . . , n.
Identifying matrices with operators acting on Cn we can write Mn = B(Cn). If
X is Banach space then A ∈ B(X) has an inner inverse if and only if Im A is
closed and complemented in X and Ker A is complemented in X (see [5]).

In [16] Šemrl extended the notion of minus partial order from Mn to B(H),
where H is a Hilbert space. Since he did not want to restrict the definition to
the closed range operators and since the notion of rank can not be applied when
H is infinite dimensional, he introduced the following definition.

Definition 1.1. [16] Let H be a Hilbert space. For A, B ∈ B(H) we write
A ≤− B if and only if there exist idempotent operators P, Q ∈ B(H) such that

Im P = Im A, Ker Q = Ker A, PA = PB, AQ = BQ.

Šemrl proved that his relation coincides with Hartwig’s minus partial order
when dim X < ∞ and that ≤− is a partial order relation on B(H).

Following Šemrl’s approach, Efimov [7] extended the notion of sharp order to
B(X) the algebra of bounded linear operators on Banach space X. Let

IX = {A ∈ B(X) : Im A⊕Ker A = X}.
It is easy to see that A ∈ IX if and only if there exists idempotent PA ∈ B(X)
such that

Im PA = Im A and Ker PA = Ker A.

Furthermore, such idempotent PA ∈ B(X) is unique and

A = PAA = APA.
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As we can see IX coincides with I1,n when dim X < ∞. The Efimov’s definition
of the sharp order on B(X) is as follows.

Definition 1.2. [7] Let X be a Banach space. For A, B ∈ B(X) we say that
A ≤] B if A ∈ IX and

A = PAB = BPA.

The sharp order ≤] is a partial order relation on IX , [7] and this relation is an
extension of the sharp partial order from I1,n to IX .

Our aim is to extend the sharp order to more general rings. Recently, the
sharp order has been generalized to the subset of all elements in a general ring
with identity which have the group inverse, see [12]. We do not want to restrict
our attention to elements which possess the group inverse, and of course we can
not use the notions such as image or kernel. Instead, we will use the notion of
annihilators.

Let R be a ring with the unit 1. An element p ∈ R is an idempotent if p2 = p.
If R has an involution then idempotent p ∈ R is self-adjoint if p∗ = p. For S ⊆ R
the right annihilator S◦ of S is defined by

S◦ = {x ∈ R : sx = 0 for all s ∈ S}.
Similarly,

◦S = {x ∈ R : xs = 0 for all s ∈ S}
denotes the left annihilator of S. S◦ is a right ideal of R and ◦S is a left ideal of
R. If S = {a} then we shortly write a◦ and ◦a instead of {a}◦ and ◦{a}. A ring
R is Rickart ring if for every a ∈ R there exist idempotents p, q ∈ R such that
a◦ = pR and ◦a = Rq. Every Rickart ring has the identity element 1 [10]. If R is
a ring with an involution then R is Rickart ∗-ring if for every a ∈ R there exist
self-adjoint idempotents p, q ∈ R such that a◦ = pR and ◦a = Rq. Note that p
and q are unique.

The main result in Section 2 is Theorem 2.4 where the following result is
proved. If A ∈ B(X) where X is a normed vector space then the left annihilator
of A is the principal left ideal generated by an idempotent if and only if Im A
is complemented in X. Also, the right annihilator of A is the principal right
ideal generated by an idempotent if and only if Ker A is complemented in X.
This result allows us to characterize the set IX without the use of the notions
of image and kernel and thus we will obtain the equivalent algebraic definition
of the sharp order on B(X). Using the results from Section 2, in Section 3 we
extend the notion of the sharp order to an arbitrary ring R. For an arbitrary ring
R we define the set

IR = {a ∈ R : a◦ = qR, ◦a = Rq for some idempotent q ∈ R},
which coincides with IX when R = B(X). If such an idempotent q exists, then it
is unique. Now, for a, b ∈ IR we write:

a ≤] b ⇐⇒ a = bp = pb,

where p = 1 − q. We will show that ≤] is a partial order relation on IR. We
will also generalize the notions of left sharp and right sharp orders and we will
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show that these relations are partial orders on R. In the last section we extend
the recently introduced notion of the core partial order [1] combining the sharp
and the star partial order [6]. A special case when R = B(X) will be discussed
separately.

2. Equivalent definition of the sharp partial order

In this section we will give a new equivalent algebraic definition of the sharp
partial order on B(X) where X is a Banach space. Let

IX = {A ∈ B(X) : ◦A = ◦P and A◦ = P ◦ for some idempotent P ∈ B(X)}.
(2.1)

To prove that the idempotent P appearing in (2.1) is unique, we give the following
lemma but in a broader context of unitary ring R.

Lemma 2.1. Let p and q be idempotents in R. If p◦ ⊆ q◦ and ◦q ⊆ ◦p then
p = q.

Proof. From p◦ ⊆ q◦ we obtain q(1 − p) = 0 that is q = qp. From ◦q ⊆ ◦p we
obtain (1− q)p = 0 so p = qp = q. �

When A ∈ IX , we will denote the unique idempotent P appearing in (2.1) by
PA.

Definition 2.2. Let X be a Banach space. For A, B ∈ B(X) we say that A ≤] B
if A ∈ IX and A = PAB = BPA.

To prove that the relations given by Definition 1.2 and Definition 2.2 are equal
we need the following lemma and theorem.

Lemma 2.3. If p ∈ R is idempotent then R(1− p) = ◦p and (1− p)R = p◦.

Proof. The proof is straightforward, see Theorem 2 in [10]. �

Theorem 2.4. Let X be the normed space. Let P ∈ B(X) be an idempotent
operator and A ∈ B(X). Then:

(1) A◦ = (I − P )B(X) ⇐⇒ A◦ = P ◦ ⇐⇒ Ker P = Ker A;
(2) ◦A = B(X)(I − P ) ⇐⇒ ◦A = ◦P ⇐⇒ Im P = Im A.

Proof. By Lemma 2.3, we know that A◦ = (I − P )B(X) if and only if A◦ = P ◦

and ◦A = B(X)(I − P ) if and only if ◦A = ◦P .
(1): Suppose that A◦ = (I−P )B(X) that is A◦ = P ◦. We have A(I−P ) = 0 so

Ker P = Im (I − P ) ⊆ Ker A. On the other hand suppose that Ax0 = 0 for some
x0 ∈ X, x0 6= 0. By the consequence of the Hahn–Banach theorem there exists a
bounded linear functional f : X → C with f(x0) = 1. Let S : X → X be the map
defined by Sx = f(x)x0, x ∈ X. Then S ∈ B(X) with ‖S‖ = ‖f‖‖x0‖. For any
x ∈ X we have ASx = A(f(x)x0) = f(x)Ax0 = 0 so S ∈ A◦. Therefore S ∈ P ◦

and hence 0 = PSx0 = P (f(x0)x0) = Px0, so x0 ∈ Ker P . Thus Ker A = Ker P .
Now suppose that Ker P = Ker A. Note that A◦ = P ◦ if and only if for all

C ∈ B(X) the following equivalence holds:

for every x ∈ X (ACx = 0) ⇐⇒ for every x ∈ X (PCx = 0).
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Since for all z ∈ X, Az = 0 if and only if Pz = 0, it follows that A◦ = P ◦ =
(I − P )B(X).

(2): Suppose that ◦A = B(X)(I − P ) that is ◦A = ◦P and let us prove that
Im P = Im A. We have (I − P )A = 0 so

Im A ⊆ Ker (I − P ) = Im P,

since Im P is closed. It follows that with respect to direct sum decomposition
X = Im P ⊕ Ker P , A, P : Im P ⊕ Ker P → Im P ⊕ Ker P have the following
matrix representations

A =

[
A1 A2

0 0

]
and P =

[
I 0
0 0

]
,

where A1 : Im P → Im P and A2 : Ker P → Im P are bounded linear operators.
Suppose, contrary to our claim, that there exists

x0 ∈ Im P\Im A.

Of course, x0 6= 0. By the consequence of the Hahn–Banach theorem there exists
a bounded linear functional f : Im P → C with f(x0) = 1 and f(x) = 0 for all
x ∈ Im A. Let S1 : Im P → Im P be the map defined by S1(x) = f(x)x0. It is
easy to show that S1 is bounded linear operator with S1x = 0 for all x ∈ Im A
and S1x0 = x0 6= 0. Consequently, since Im A1 ⊆ Im A and Im A2 ⊆ Im A we
obtain S1A1 = 0 and S1A2 = 0. Finally, let

S =

[
S1 0
0 0

]
.

Of course, S is linear and bounded and Sx0 = S1x0 = x0 6= 0. We have

SA =

[
S1A1 S1A2

0 0

]
= 0 and SP =

[
S1 0
0 0

]
= S 6= 0.

This contradicts our assumption. We have proved that Im P = Im A.
Suppose now that Im P = Im A. Thus Im A ⊆ Ker (I − P ) so (I − P )A = 0

that is A = PA. This gives ◦P ⊆ ◦A. On the other hand, suppose that CA = 0
for some C ∈ B(X) and let x ∈ X be arbitrary. As Px ∈ Im P = Im A, there
exists a sequence (xn)n∈N ⊆ X such that Axn converges in norm to Px. Since
C is continuous operator it follows that CAxn → CPx. But CAxn = 0 for all
n ∈ N so CPx = 0. This is valid for all x ∈ X so CP = 0. We have proved that
◦A = ◦P . �

Remark 2.5. Recall that if M is closed subspace of a Hilbert space X then M
is complemented in X; namely X = M ⊕ M⊥. In other words there exists
self-adjoint bounded idempotent operator P ∈ B(X) with Im P = M . As we
know if X is Banach space then closed subspaces of X is not complemented in
general. Furthermore, Ker A is closed for every bounded operator. According
to this remark, as a direct consequence of Theorem 2.4 we obtain the following
important well known result. If X is a Hilbert space then B(X) is Rickart ∗-ring.
But, if X is a Banach space then B(X) is not Rickart ring in general.

Theorem 2.6. Let X be a Banach space. Then:
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(1) IX = IX ;
(2) The sharp partial order given by Definition 1.2 and the relation given by

Definition 2.2 are equal.

Proof. The proof is a direct consequence of Lemma 2.3 and Theorem 2.4. �

3. Sharp partial order in ring

Let R be an arbitrary ring with identity 1. Definition of the set IX and sharp
order given by Definition 2.2 make sense in R. Let

IR = {a ∈ R : ◦a = ◦p and a◦ = p◦ for some idempotent p ∈ R}.
We proved the uniqueness of p in Lemma 2.1 so we can and we will write p = pa.
If a ∈ IR then (1− pa)a = a(1− pa) = 0 since 1− pa ∈ ◦pa ∩ p◦a. Hence

a = paa = apa.

Definition 3.1. For a, b ∈ R we say that a ≤] b if a ∈ IR and

a = pab = bpa.

In what follows, we need the following remark.

Remark 3.2. Suppose that 1 = e1 + e2 + e3 and 1 = r1 +f2 +f3 are two decompo-
sitions of the identity of R (we say that 1 = e1 + e2 + e3 is decomposition of the
identity of the ring R if e1, e2 and e3 are idempotents with eiej = 0, for i 6= j).
Then for any x ∈ R we have

x = 1 · x · 1 = (e1 + e2 + e3)x(f1 + f2 + f3) =
3∑

i,j=1

eixfj, (3.1)

which can be rewritten in the matrix form

x =

x11 x12 x13

x21 x22 x23

x31 x32 x33


e×f

where xij = eixfj. One can see that (3.1) represents R as a direct sum of abelian
groups eiRfj := {eixfj : x ∈ R}:

R =
3⊕

i,j=1

eiRfj.

Let y = [yij]e×f and z = [zij]f×e. As eiej = 0 and fifj = 0 for i 6= j, we can
interpreted the usual algebraic operations x+ y and xz in R as simple operations
between appropriate 3 × 3 matrices over R. The decomposition of the identity
1 = e1 + e2 + e3 is orthogonal if ei, i = 1, 2, 3 are self-adjoint idempotents.
Furthermore, it is easy to see that

x∗ =

x∗11 x∗21 x∗31

x∗12 x∗22 x∗32
x∗13 x∗23 x∗33


f∗×e∗

,
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with respect to decompositions 1 = f ∗1 + f ∗2 + f ∗3 and 1 = e∗1 + e∗2 + e∗3. When
ei = fi, the decomposition (3.1) is known as the two-sided Peirce decomposition
of the ring R, [9].

When we have two idempotents p, q ∈ R then for x ∈ R we can write

x =

[
x11 x12

x21 x22

]
p×q

,

where x11 = pxq, x12 = px(1− q), x21 = (1− p)xq, x22 = (1− p)x(1− q).

Lemma 3.3. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a = pab;
(2) a2 = ab.

Any of (1) or (2) implies papb = pa.

Proof. Since a = paa we have

a = pab ⇐⇒ pa(b− a) = 0 ⇐⇒ b− a ∈ p◦a ⇐⇒ b− a ∈ a◦

⇐⇒ a(b− a) = 0 ⇐⇒ a2 = ab.

Suppose that a = pab. From 1−pb ∈ p◦b = b◦ we obtain a(1−pb) = pab(1−pb) = 0
so 1− pb ∈ a◦ = p◦a. Thus pa(1− pb) = 0. �

By duality, we can obtain the following lemma.

Lemma 3.4. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a = bpa;
(2) a2 = ba.

Any of (1) or (2) implies pbpa = pa.

Theorem 3.5. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a ≤] b;
(2) There exists a decomposition of the identity of the ring R, 1 = f1 + f2 + f3,

where f1 = pa and f2 = pb−a such that

a =

a 0 0
0 0 0
0 0 0


f×f

and b =

a 0 0
0 b− a 0
0 0 0


f×f

. (3.2)

(3) a2 = ab = ba.

Proof. (1) ⇒ (2): Suppose that a, b ∈ IR and a ≤] b. Then a = pab = bpa. By
lemmas 3.3 and 3.4 we have

pa = papb = pbpa. (3.3)

It follows that pb− pa is an idempotent. We proceed to show that b− a ∈ IR and

pb−a = pb − pa.

Suppose that (pb − pa)x = 0 for some x ∈ R. Then

(b− a)x = (bpb − bpa)x = b(pb − pa)x = 0.
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On the other hand if (b− a)x = 0 then b(1− pa)x = (b− a)x = 0, so (1− pa)x ∈
b◦ = p◦b . Thus

0 = pb(1− pa)x = (pb − pa)x.

Therefore, (b − a)◦ = (pb − pa)
◦. Likewise, ◦(b− a) = ◦(pb − pa). It follows that

b− a ∈ IR and pb−a = pb − pa. Let f1 = pa, f2 = pb − pa = pb−a and f3 = 1− pb.
From (3.3) we obtain that 1 = f1 + f2 + f3 is a decomposition of the identity
of R. We know that a = paapa = f1af1. The element a (or any other element
of the ring) has a unique matrix representation with respect to decomposition
of the identity, 1 = f1 + f2 + f3. Since a = f1af1 it follows that upper left
entry of the matrix form of a is equal a and all other entries are equal zero. The
representation for a in (3.2) follows. Similarly, the matrix form for b follows from
b−a = pb−a(b−a)pb−a = f2(b−a)f2, that is b = a+(b−a) = f1af1 +f2(b−a)f2.

(2) ⇒ (3) is obvious; ordinary matrix multiplication.
(3) ⇒ (1) follows by lemmas 3.3 and 3.4. �

By Theorem 3.5 we can characterize the set of all elements b that are above an
element a ∈ IR under the sharp partial order:

a ≤] b ⇐⇒ b =

[
a 0
0 b1

]
pa×pa

⇐⇒ b = a + (1− pa)x(1− pa),

where b1 ∈ (1− pa)R(1− pa) and x ∈ R are arbitrary.

Remark 3.6. Let us see to which representations the matrix forms given in (3.2)
reduces in the case R = B(X) where X is Banach space. Suppose that A, B ∈ IX

and A ≤] B. We have proved in Theorem 3.5 that I = F1 + F2 + F3 where
F1 = PA, F2 = PB−A = PB − PA, F3 = I − PB is a decomposition of the identity
I of B(X). Note that every decomposition of the identity of B(X) implies one
topological direct sum. Namely, I = F1 + F2 + F3 implies

X = Im I = Im F1 ⊕ Im F2 ⊕ Im F3.

Indeed, since for any x ∈ X, x = Ix = F1x + F2x + F3x we have X = Im I =
Im F1 + Im F2 + Im F3. Furthermore, since FiFj = 0 we have Im Fi ∩ Im Fj = {0}
and Ker Fi1 = Im Fi2 ⊕ Im Fi3 where {i1, i2, i3} = {1, 2, 3}. Since ◦A = ◦PA,
◦(B − A) = ◦PB−A and B◦ = P ◦

B, from Theorem 2.4 it follows that Im F1 =

Im PA = Im A, Im F2 = Im PB−A = Im (B − A) and Im F3 = Im (I − PB) =
Ker PB = Ker B. Therefore,

X = Im A⊕ Im (B − A)⊕Ker B.

Moreover, since A◦ = P ◦
A, Theorem 2.4 shows that Ker A = Ker PA = Ker F1.

But, from F1F2 = 0 and F1F3 = 0 it follows that Ker F1 = Im F2 ⊕ Im F3. Thus

Ker A = Im (B − A)⊕Ker B.

Similarly
Ker (B − A) = Im A⊕Ker B.

We are now in a position to restate Theorem 3.5. The following result is proved in
Theorem 1 in [7]. The only difference is that we have 3×3 matrix representations
in contrast to 2× 2 matrix representations obtained in [7].
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Theorem 3.7. Let A, B ∈ IX . Then the following statements are equivalent:

(1) A ≤] B;

(2) X = Im A ⊕ Im (B − A) ⊕ Ker B and A and B have the following matrix
representations with respect to this decomposition

A =

A1 0 0
0 0 0
0 0 0

 and B =

A1 0 0
0 B1 0
0 0 0

 ,

where A1 : Im A → Im A and B1 : Im (B − A) → Im (B − A) are injective

bounded operators with Im A1 = Im A and Im B1 = Im (B − A).
(3) A2 = AB = BA.

Theorem 3.8. The relation ≤] is a partial order on IR.

Proof. If a ∈ IR then a = paa = apa, so ≤] is reflexive. Suppose that a, b ∈ IR

and a ≤] b, b ≤] a. We have proved in Lemmas 3.3 and 3.4 that a ≤] b implies
pa = papb = pbpa. In addition we have pb = papb so pa = pb. Now, a = pab =
pbb = b. To show the transitivity suppose that a, b, c ∈ IR and a ≤] b, b ≤] c.
Then a = pab = bpa and b = pbc = cpb. Also, papb = pbpa = pa. It follows that
a = pab = papbc = pac and a = bpa = cpbpa = cpa. By definition, a ≤] c. �

We now proceed to one-sided sharp orders. See [15] for definitions in complex
matrix case.

Definition 3.9. For a, b ∈ R we write a ]≤ b if a ∈ IR, there exists an idempotent
q with a◦ = q◦ and

a = pab = bq.

Definition 3.10. For a, b ∈ R we write a ≤] b if a ∈ IR, there exists an idempo-
tent q with ◦a = ◦q and

a = qb = bpa.

The relations ]≤ and ≤ ] are called left-sharp and right-sharp partial order
respectively.

Theorem 3.11. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a ]≤ b;
(2)

a =

[
a 0
0 0

]
pa×q

and b =

[
a 0
0 b− a

]
pa×q

, (3.4)

where q is some idempotent such that q◦ = a◦.
(3) a2 = ab and a = bq for some idempotent q such that q◦ = a◦.

Proof. (1) ⇒ (2): Suppose that a ]≤ b, that is a = pab = bq where q◦ = a◦. From
q◦ = a◦ we have a(1− q) = 0 so aq = a. Using a = paa = aq = pab = bq one can
easy check that

a = paaq, b− a = (1− pa)b(1− q). (3.5)

Since b = a + (b− a), the matrix forms for a and b given in (3.4) follow.
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(2) ⇒ (1): Since a = paa = aq, from (3.4) and

pa =

[
pa 0
0 0

]
pa×pa

and q =

[
q 0
0 0

]
q×q

,

it follows that a = pab = bq, that is a ]≤ b.
(1) ⇔ (3) follows by Lemma 3.3. �

In the same manner we can prove the following theorem.

Theorem 3.12. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a ≤] b;
(2)

a =

[
a 0
0 0

]
q×pa

and b =

[
a 0
0 b− a

]
q×pa

,

where q is some idempotent such that ◦q = ◦a.
(3) a2 = ba and a = qb for some idempotent q such that ◦q = ◦a.

Theorem 3.13. The relations ]≤ and ≤] are partial orders on IR.

Proof. We will give the proof only for the left-sharp order because the proof for
right-sharp order can be obtained similarly. The reflexivity of ]≤ follows by
a = paa = apa. Suppose that a, b ∈ IR and a ]≤ b, b ]≤ a. We have a = pab = bq,
b = pba = ar where q and r are idempotents such that q◦ = a◦ and r◦ = b◦. By
(3.5) we have

b− a = (1− pa)b(1− q) = (1− pa)ar(1− q) = 0.

Finally, suppose that a, b ∈ IR and a ]≤ b, b ]≤ c. By Definition 3.9 we have
a = pab = bq and b = pbc = cr where q and r are idempotents such that q◦ = a◦

and r◦ = b◦. By Lemma 3.3 we have papb = pa, so

pac = papbc = pab = a.

Let q′ = rq. Since r◦ = b◦, we have b(1 − r) = 0 and hence pabrq = pabq.
Therefore, arq = pabrq = pabq = paa = a, so 1−rq ∈ a◦ = q◦. Thus, q(1−rq) = 0
that is q = qrq. Consequently, q′ is an idempotent. From q′ = rq and q = qq′ it
follows that q′◦ = q◦ = a◦. Finally,

cq′ = crq = bq = a,

so a ]≤ b. �

4. Core partial order in rings

The star partial order, introduced by Drazin in [6], is defined in a ring R with
proper involution ∗ by:

a ≤∗ b ⇐⇒ aa∗ = ba∗ and a∗a = a∗b. (4.1)

Recall that involution is proper if for any a ∈ R, aa∗ = 0 implies a = 0. The
involution of any Rickart ∗-ring is proper [3]. In [13], the following definition is
given.
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Definition 4.1. Let R be a ring with involution ∗. For a, b ∈ R we say that
a ≤∗ b if there exist self-adjoint idempotent elements p, q ∈ R such that

◦a = ◦p, a◦ = q◦, a = pb = bq.

Since Definition 4.1 considers only those elements a for which there exist self-
adjoint idempotents p and q with ◦a = ◦p = R(1 − p) and a◦ = p◦ = (1 − p)R,
we suppose in this section that R is a Rickart ∗-ring. It is shown in [13] that
the star partial order given by Definition 4.1 is equivalent in R with star partial
order given by (4.1). For a ∈ R, let us denote by lp(a) the unique self-adjoint
idempotent such that ◦a = ◦lp(a). Similarly, let rp(a) denote the unique self-
adjoint idempotent such that a◦ = rp(a)◦. It is easy to see that

a = lp(a)a = arp(a).

Beside the star partial order, the left star and right star partial orders on R are
defined in [13].

Definition 4.2. For a, b ∈ R we write a ∗≤ b if there exists an idempotent q with
a◦ = q◦ such that

a = lp(a)b = bq.

We write a ≤∗ b if there exists an idempotent q with ◦a = ◦q such that

a = qb = brp(a).

The following lemmas enable us to simplify definitions 4.1 and 4.2.

Lemma 4.3. [13] For a, b ∈ R the following are equivalent:

(1) a = lp(a)b;
(2) a = pb, for some self-adjoint idempotent p;
(3) a∗a = a∗b.

Lemma 4.4. [13] For a, b ∈ R the following are equivalent:

(1) a = brp(a);
(2) a = bp, for some self-adjoint idempotent p;
(3) aa∗ = ba∗.

From lemmas 4.3 and 4.4 it follows that a ≤∗ b if and only if a = pb = bq for
some self-adjoint idempotents p and q. Also, a ∗≤ b if and only if a = pb = bq for
some self-adjoint idempotent p and some idempotent q with a◦ = q◦. Likewise,
a ≤∗ b if and only if a = qb = bp for some self-adjoint idempotent p and some
idempotent q with ◦a = ◦q.

Finally, the core matrix partial order, introduced by Baksalary and Trenkler
in [1], is defined on the set I1,n. One of the equivalent definition is the following
(see [11]):

A ≤#© B ⇐⇒ A∗A = A∗B and AA] = BA].

Thus, the core partial order is “between” star and sharp partial orders. The
extension of ≤#© from I1,n to IR is natural.

Definition 4.5. For a, b ∈ R we write a ≤#© b if a ∈ IR and

a = lp(a)b = bpa.
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Of course, we can also consider the dual core partial order.

Definition 4.6. For a, b ∈ R we write a ≤#© b if a ∈ IR and

a = pab = brp(a).

Remark 4.7. In [4] the minus partial order is extended from B(H), where H is
Hilbert space, to an arbitrary Rickart ring:

a ≤− b ⇐⇒ a = pb = bq, for some idempotents p and q with ◦a = ◦p and a◦ = q◦.

We can conclude that if ≤∈ {≤], ]≤, ≤ ], ≤∗, ∗≤, ≤∗, ≤#©, ≤#©} then a ≤ b
implies a ≤− b.

Recall the definition of well known partial order on the set of idempotents. If
e and f are idempotents than

e ≤ f ⇐⇒ e = ef = fe.

Suppose that �∈ {≤−, ≤], ]≤,≤]} and let e, f be idempotents. Note that pe = e.
It is not difficult to see that e � f if and only if e ≤ f . Moreover, if e and f
are self-adjoint idempotents then lp(e) = rp(e) = pe = e. Now one can show
that e ≤ f if and only if e � f where �∈ {≤∗, ∗≤,≤∗,≤#©, ≤#©}. Therefore,
all considered orders are extensions of the natural partial order on the set of
self-adjoint idempotents.

In what follows we will only consider the core partial order; the properties of
dual core partial order can be obtained analogously.

Theorem 4.8. Let a, b ∈ R. Then

a ≤#© b ⇐⇒ a ∗≤ b and a ≤] b.

The relation ≤#© is a partial order on IR.

Proof. By definitions 3.10, 4.2 and 4.5 it follows that a ≤#© b if and only if a ∗≤ b
and a ≤] b. We have proved in Theorem 3.13 that ≤] is a partial order on R.
Also, ∗≤ is a partial order on R, see [13]. It follows that ≤#© is a partial order
on R. �

Theorem 4.9. Let a, b ∈ IR. Then the following statements are equivalent:

(1) a ≤#© b;
(2) There exists an orthogonal decomposition of the identity of R

1 = e1 + e2 + e3

and there exists a decomposition of the identity of R

1 = f1 + f2 + f3,

such that e1 = lp(a), e2 = lp(b− a), f1 = pa, f ◦2 = (b− a)◦ and

a =

a 0 0
0 0 0
0 0 0


e×f

and b =

a 0 0
0 b− a 0
0 0 0


e×f

. (4.2)

(3) a∗a = a∗b and a2 = ba.
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Proof. (1) ⇒ (2): Suppose that a, b ∈ IR and a ≤#© b. Then a = lp(a)b = bpa.
We have 1− lp(b) ∈ ◦lp(b) = ◦b so

(1− lp(b))a = (1− lp(b))bpa = 0.

Thus 1 − lp(b) ∈ ◦a = ◦lp(a). We conclude that lp(a) = lp(b)lp(a) and lp(a) =
lp(a)lp(b) since lp(a) and lp(b) are self-adjoint. Therefore, lp(b) − lp(a) is self-
adjoint idempotent. To show that

lp(b− a) = lp(b)− lp(a)

it is enough to show that ◦(b− a) = ◦(lp(b)− lp(a)). Using b = lp(b)b and
a = lp(a)b we obtain

x(b− a) = 0 ⇐⇒ x(lp(b)b− lp(a)b) = 0 ⇐⇒ x(lp(b)− lp(a))b = 0

⇐⇒ x(lp(b)− lp(a)) ∈ ◦b = ◦lp(b) ⇐⇒ x(lp(b)− lp(a))lp(b) = 0

⇐⇒ x(lp(b)lp(b)− lp(a)lp(b)) = 0 ⇐⇒ x(lp(b)− lp(a)) = 0.

It follows that 1 = e1 + e2 + e3 where e1 = lp(a), e2 = lp(b − a) = lp(b)− lp(a),
e3 = 1 − lp(b) is an orthogonal decomposition of the identity of R. We have
proved in Lemma 3.4 that a = bpa implies pbpa = pa. As 1−pb ∈ p◦b = b◦ we have

a(1− pb) = lp(a)b(1− pb) = 0,

so 1 − pb ∈ a◦ = p◦a. We conclude that pa = papb and thus pb − pa is an
idempotent. From pa = papb = pbpa we can show that 1 = f1 + f2 + f3, where
f1 = pa, f2 = pb − pa, f3 = 1 − pb, is a decomposition of the identity of R. We
can show that (b − a)◦ = (pb − pa)

◦ just as in the proof of Theorem 3.5. Let us
prove that apb = a. Indeed, from pa = papb we obtain 1 − pb ∈ p◦a = a◦ that is
a(1− pb) = 0. Note that e1af1 = lp(a)apa = a and

e2bf2 = (lp(b)− lp(a))b(pb − pa) = (b− a)(pb − pa) = b(pb − pa) = b− a.

Thus, a = e1af1 and e2(b−a)f2 = b−a so b = a+(b−a) = e1af1+e2(b−a)f2. Since
a and b have the unique matrix representations with respect to decompositions
of the identity, 1 = e1 + e2 + e3 and 1 = f1 + f2 + f3, we conclude that the matrix
forms of a and b are as in (4.2).

(2) ⇒ (1): Since lp(a) = e1lp(a)e1 and pa = f1paf1, from the uniqueness of the
representation we obtain

lp(a) =

lp(a) 0 0
0 0 0
0 0 0


e×e

and pa =

pa 0 0
0 0 0
0 0 0


f×f

.

Now it is easy to show that a = lp(a)b = bpa that is a ≤#© b.
(1) ⇔ (3) follows by lemmas 3.4 and 4.3. �

Remark 4.10. We saw in in the proof of Theorem 4.9 that a ≤#© b implies lp(b−
a) = lp(b)− lp(a) and p◦b−a = (pb−pa)

◦. Let us prove that a ≤#© b does not imply

pb−a = pb − pa in general. Suppose, contrary to our claim, that a ≤#© b implies
pb−a = pb − pa. Then by the equivalence of (1) and (2) in Theorem 4.9 we can
conclude that a ≤#© b if and only if b− a ≤#© b. But this is not true even in the
complex matrix case, see [1].



SHARP AND CORE PARTIAL ORDER 241

By Theorem 4.9 we can characterize the set of all elements b that are above an
element a ∈ IR under the core partial order:

a ≤#© b ⇐⇒ b =

[
a 0
0 b1

]
lp(a)×pa

⇐⇒ b = a + (1− lp(a))x(1− pa),

where b1 ∈ (1− lp(a))R(1− pa) and x ∈ R are arbitrary.

Remark 4.11. Suppose that R = B(H), A, B ∈ IH , where H is Hilbert space and
let us consider Theorem 4.9. Let E1 = lp(A), E2 = lp(B − A) = lp(B) − lp(A),
E3 = 1 − lp(B) and F1 = PA, F2 = PB − PA, F3 = 1 − PB. Since ◦E1 = ◦A,
◦E2 = ◦(B − A) and ◦lp(B) = ◦B, by Theorem 2.4 we obtain Im E1 = Im A,

Im E2 = Im (B − A) and

Im E3 = Ker lp(B) = Ker (lp(B))∗ = (Im lp(B))⊥ = Im B
⊥

= Ker B∗.

Since 1 = E1 + E2 + E3 is orthogonal decomposition of the identity of B(H)
we conclude that H = Im E1 ⊕⊥ Im E2 ⊕⊥ Im E3 where ⊕⊥ denotes orthogonal
topological direct sum of subspaces. Therefore,

H = Im A⊕⊥ Im (B − A)⊕⊥ Ker B∗.

Similarly, since ◦F1 = ◦A, P ◦
B = B◦ we obtain Im F1 = Im A and Im F3 =

Ker PB = Ker B. Thus we have

H = Im A⊕ Im (PB − PA)⊕Ker B.

Furthermore, since A◦ = F ◦
1 we have

Ker A = Ker F1 = Im F2 ⊕ Im F3 = Im (PB − PA)⊕Ker B.

Also, from (B − A)◦ = F ◦
2 we conclude that

Ker (B − A) = Ker F2 = Im F1 ⊕ Im F3 = Im A⊕Ker B.

We can now restate Theorem 4.9.

Theorem 4.12. Let A, B ∈ IH , where H is Hilbert space. Then the following
statements are equivalent:

(1) A ≤#© B;
(2)

H = Im A⊕ Im (PB − PA)⊕Ker B,

H = Im A⊕⊥ Im (B − A)⊕⊥ Ker B∗

and

A, B : Im A⊕ Im (PB − PA)⊕Ker B → Im A⊕⊥ Im (B − A)⊕⊥ Ker B∗

have the following matrix representations

A =

A1 0 0
0 0 0
0 0 0

 and B =

A1 0 0
0 B1 0
0 0 0

 ,

where A1 : Im A → Im A and B1 : Im (PB − PA) → Im (B − A) are injective

bounded operators with Im A1 = Im A and Im B1 = Im (B − A).
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(3) A∗A = A∗B and A2 = BA.
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