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Abstract. It is shown that some immediate consequences of the spectral the-
orem provide refinements and extensions of the several well-known inequalities
involving eigenvalues and traces of Hermitian matrices. We obtain bounds for
the spread and condition number of a Hermitian matrix.

1. Introduction

Let M(n) denotes the algebra of all n × n complex matrices. Let A = (aij)

be any Hermitian element of M(n) with eigenvalues λi such that λmin = λ1 ≤
λ2 ≤ · · · ≤ λn = λmax. The bounds on eigenvalues in terms of the functions of

entries of the given matrix are of great practical importance and have been studied

extensively in literature, see [16, 18]. The inequalities involving eigenvalues of a

matrix A and traces of A−1, A and A2 are of special interest. It is well-known

that

λmin ≤
trA

n
≤ λmax, (1.1)

where trA denotes the trace of A. The inequality (1.1) is in fact the inequality

for numbers, trA =
∑n

i=1 λi. It is useful as trace of A can be calculated easily,

trA =
∑n

i=1 aii.
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If A is a positive definite matrix, then

n2 ≤ trAtrA−1 ≤ n2 (λmin + λmax)
2

4λminλmax

. (1.2)

The inequality (1.2) is the Kantorovich inequality [9] for positive numbers, trA−1 =∑n
i=1 λ−1

i . For a brief history and motivation of the inequality (1.2), see [14]. Sim-

ilarly, the Krasnoselskii and Krein inequality [10] for positive numbers gives

1

n
≤ trA2

(trA)2 ≤
1

n

(λmin + λmax)
2

4λminλmax

. (1.3)

Further, the spread of A is defined as

spd (A) = max
i,j

|λi − λj| .

The idea of spread was proposed by Mirsky [12] and says that the distance be-

tween any two eigenvalues is at most equal to the spread. Beginning with Mirsky

[12] several authors have obtained bounds for the spread of a matrix; see [1, 4-8,

11-13, 17-18]. A lower bound for the spread in terms of traces of A and A2 is

spd (A) ≥ 2

√
trA2

n
−
(

trA

n

)2

. (1.4)

See [3, 18]. The inequality (1.4) is an immediate consequence of an upper bound

for the variance of n real numbers due to Popoviciu [15].

For a positive definite matrix A, the ratio of the largest to the smallest eigen-

value is called the condition number of A. Wolkowicz and Styan [18] have shown

that
λmax

λmin

≥ 1 +
2s

trA
n
− s√

n−1

, (1.5)

where s2 = 1
n
trA2 −

(
trA
n

)2
.

All the above inequalities are essentially the inequalities for real numbers. We

here show that some immediate consequences of the spectral theorem give some

further extensions of the above inequalities for matrices. The spectral theorem

says that for every normal matrix A ∈ M(n) there exists a unitary matrix U ∈
M(n) such that U∗AU =diag(λ1, λ2, · · · , λn) = D. So,

A = UDU∗ =
n∑

i=1

λiPi, (1.6)

where Pi = uiu
∗
i , ui is the ith column of U . Then, P 2

i = Pi = P ∗
i , PiPj = 0

for i 6= j and
∑n

i=1 Pi = I. Let f be a real function define on an interval

containing the eigenvalues of A. We define f(D) =diag(f(λ1), f(λ2), · · · , f(λn)),

and f(A) = Uf(D)U∗. See [2].
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We first prove some basic results for the projections and Hermitian matrices,

and use these results in the proofs of the subsequent theorems, (Lemma 2.1-2.5,

below). An improvement of the inequality (1.1) is obtained, (Theorem 2.6). Re-

finements and extensions of the inequalities (1.2) and (1.3) are given, (Theorem

2.7-2.8). Lower bounds for the spread are derived for Hermitian matrices, (The-

orem 2.9). We prove a lower bound for the condition number, (Theorem 2.10).

It is shown that similar arguments give bounds for the extreme eigenvalues and

provide a refinement of the Hadamard inequality for positive definite matrices,

(Theorem 2.11-2.12, Remark 2.13). A bound for the eigenvalue of arbitrary ma-

trix is obtained, (Theorem 2.15). We compare our bounds with those given in

literature, (Example 1-2).

2. Main results

Lemma 2.1. Let A ∈ M(n) be a Hermitian matrix. If A2 ≤ A , then

n∑
j=1
i6=j

|aij|2 ≤
1

4
, (2.1)

for all i = 1, 2, · · · , n. If A2 = A, then
n∑
i,j

aij ≥ 0.

Proof. The diagonal entries of A2 are
∑n

j=1 |aij|2 , i = 1, 2, · · · , n. Since A2 ≤ A,∑n
j=1 |aij|2 ≤ aii. Therefore,

n∑
j=1
i6=j

|aij|2 ≤ aii (1− aii) . (2.2)

The inequality (2.1) follows from (2.2) and the fact that the inequality x (1− x) ≤
1
4

holds for every real number x. Further, if A2 = A,

0 ≤
n∑

i=1

∣∣∣∣∣
n∑

k=1

aik

∣∣∣∣∣
2

=
n∑

i=1

bii + 2Re
n∑

i>j

bij =
n∑
i,j

bij =
n∑
i,j

aij,

where bij is the (i, j)th entry of A2. �

Lemma 2.2. Let Ai ∈ M(n) be positive semidefinite matrices, i = 1, 2, · · · , n.

Let ai,rs be the (r, s)th entry of Ai. If
∑n

i=1 ai,rr = 1, r = 1, 2, · · · , n, then

n∑
i=1

|ai,rs| ≤ 1.
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Proof. For Ai ≥ 0, we have

|ai,rs| ≤
√

ai,rrai,ss ≤
ai,rr + ai,ss

2
.

So,
n∑

i=1

|ai,rs| ≤
1

2

(
n∑

i=1

ai,rr +
n∑

i=1

ai,ss

)
= 1.

�

Lemma 2.3. Let Pi ∈ M(n) be orthogonal projections such that
∑n

i=1 Pi = I.

Let pi,rs be the (r, s)th entry of Pi. Then,

(1)
n∑

i=1

pi,rr = 1, (2)
n∑

s=1
r 6=s

pi,rs = 0, (3)
n∑

s=1
r 6=s

|pi,rs|2 ≤
1

4
,

(4) |pi,rs| ≤ 1

2
for r 6= s and (5)

n∑
s=1
r 6=s

|pi,rs| ≤ 1.

Proof. The diagonal and non-diagonal entries of
∑n

i=1 Pi are respectively
∑n

i=1 pi,rr

and
∑n

i=1 pi,rs. So, (1) and (2) follow immediately from
∑n

i=1 Pi = I. The in-

equalities (3) and (5) follow respectively from Lemma 2.1 and Lemma 2.2. The

inequality (3) implies (4). �

Lemma 2.4. Let A be a normal matrix. Let brs be the (r, s)th entry of f(A),

then

brr =
n∑

i=1

f (λi) pi,rr and brs =
n∑

i=1

f (λi) pi,rs,

where pi,rr are non-negative real numbers such that
∑n

i=1 pi,rr = 1 and pi,rs are

complex numbers such that
∑n

i=1 pi,rs = 0.

Proof. The eigenvalues of f (A) are f (λi) , i = 1, 2, · · · , n. It follows from (1.6)

that

f (A) =
n∑

i=1

f (λi) Pi.

Let pi,rs be the (r, s)th entry of Pi. The assertions of the Lemma now follow easily

on using Lemma 2.3. �

Lemma 2.5. Let A ∈ M(n) be a Hermitian matrix. Then, there is a unitary

matrix U ∈ M(n) such that one of the non-diagonal entry of U∗AU is |ars| ,
where ars is the (r, s)th entry of A.
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Proof. Suppose that Urr = e
iθ
2 , Uss = e

−iθ
2 and Ujj = 1 for j 6= r, s. Choose

U =diag(U11, U22, · · · , Unn). A simple calculation shows that the (r, s)th entry of

U∗AU is |ars|. �

Theorem 2.6. For any Hermitian element A of M(n), the inequalities

λmin +
2

n
|ars| ≤

trA

n
≤ λmax −

2

n
|ars| , (2.3)

hold for r 6= s.

Proof. By Lemma 2.5, it is sufficient to prove the theorem for the case when (r, s)th

entry of A is |ars|. By Lemma 2.4,

|ars| =
n∑

i=1

λipi,rs and |asr| =
n∑

i=1

λipi,rs,

where pi,rs are complex numbers such that
∑n

i=1 pi,rs = 0, r 6= s. It is clear from

Lemma 2.3 that |pi,rs| ≤ 1
2
. Since |ars| = |asr|, therefore |ars| =

∑n
i=1 λigi where

gi =
pi,rs+pi,rs

2
are real numbers such that

∑n
i=1 gi = 0 and |gi| = |Repi,rs| ≤ 1

2
.

Let

ci =
1± 2gi

n
. (2.4)

It is easily seen that 0 ≤ ci ≤ 2
n
≤ 1 and

∑n
i=1 ci = 1. Also,

n∑
i=1

ciλi =
1

n

n∑
i=1

λi ±
2

n

n∑
i=1

λigi =
trA

n
± 2

n
|ars| . (2.5)

The inequality (2.3) follows from (2.5) and the fact that λmin ≤
∑n

i=1 ciλi ≤
λmax. �

Note that the inequalities (2.3) give bounds for the extreme eigenvalues,

λmax ≥
trA

n
+

2

n
|ars| and λmin ≤

trA

n
− 2

n
|ars| .

We now prove an extension of the Kantorovich inequality (1.2). We denote the

(r, s)th entry of A, A2 and A−1 respectively by ars, brs and crs. Also, α = Rears

(or Imars) , β = Rebrs (or Imbrs) and γ = Recrs (or Imcrs). We prove the follow-

ing theorems for the case when α, β and γ are respectively the real parts of the

corresponding entries. The arguments are similar for the case when we consider

the imaginary parts of the entries.

Theorem 2.7. For every positive definite matrix A ∈ M(n), we have

n2 ≤ (trA± 2α)
(
trA−1 ± 2γ

)
≤ n2 (λmin + λmax)

2

4λminλmax

. (2.6)
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Proof. For n positive real numbers xi, i = 1, 2, · · · , n, we have

1 ≤

(
n∑

i=1

cixi

)(
n∑

i=1

ci

xi

)
≤ (xmin + xmax)

2

4xminxmax

, (2.7)

where ci are non-negative real numbers such that
∑n

i=1 ci = 1, see [9]. As in the

proof of Theorem 2.6, we have

n∑
i=1

ci

λi

=
trA−1

n
± 2

n
γ, (2.8)

where ci are given in (2.4). Combine (2.5), (2.7) and (2.8), we immediately get

(2.6). �

Theorem 2.8. Under the conditions of Theorem 2.7, we have

1

n
≤ trA2 ± 2β

(trA± 2α)2 ≤
1

n

(λmin + λmax)
2

4λminλmax

. (2.9)

Proof. For n positive real numbers xi, i = 1, 2, · · · , n, we have

1 ≤
∑n

i=1 cix
2
i

(
∑n

i=1 cixi)
2 ≤

(xmin + xmax)
2

4xminxmax

, (2.10)

where ci are non-negative real numbers such that
∑n

i=1 ci = 1. We have

n∑
i=1

ciλ
2
i =

trA2

n
± 2

n
β, (2.11)

where ci are given in (2.4). Combine (2.5), (2.10) and (2.11), we get (2.9). �

Theorem 2.9. For any Hermitian element A of M(n),

spd (A) ≥ 2

(
trA2 ± 2β

n
−
(

trA± 2α

n

)2
) 1

2

. (2.12)

Proof. For n real numbers xi, i = 1, 2, · · · , n, we have [4]

n∑
i=1

cix
2
i −

(
n∑

i=1

cixi

)2

≤
(

xmax − xmin

2

)2

, (2.13)

where ci are non-negative real numbers such that
∑n

i=1 ci = 1. Combine (2.5),

(2.11) and (2.13), we get (2.12). �

We now prove a lower bound for the condition number of a positive definite

matrix.
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Theorem 2.10. For any positive definite matrix A ∈ M(n), we have

λmax

λmin

≥

 b

a
+

√
1 +

(
b

a

)2
2

, (2.14)

where

a =
trA± 2α

n
and b =

√
trA2 ± 2β

n
− a2.

Proof. The inequality (2.14) follows from the fact that for n positive real numbers

xi, i = 1, 2, · · · , n, we have [5]

xmax

xmin

≥


√∑n

i=1 cix2
i − (

∑n
i=1 cixi)

2∑n
i=1 cixi

+

√
1 +

∑n
i=1 cix2

i − (
∑n

i=1 cixi)
2

(
∑n

i=1 cixi)
2

2

,

where ci are non-negative real numbers such that
∑n

i=1 ci = 1. �

A simple lower bound for the largest eigenvalue of a positive definite matrix A

is

λmax ≥
trA2

trA
.

We prove an extension of this inequality in the following theorem.

Theorem 2.11. For every positive definite matrix A ∈ M(n), we have

λmax ≥
trA2 ± 2β

trA± 2α
. (2.15)

Proof. It is evident that for n positive real numbers xi, i = 1, 2, · · · , n, we have

xmax ≥
∑n

i=1 cix
2
i∑n

i=1 cixi

, (2.16)

where 0 ≤ ci ≤ 1 and
∑n

i=1 ci = 1. Combine (2.5), (2.11) and (2.16), we get

(2.15). �

Note that
1

n

n∑
i,j

aij =
n∑
i

λiqi where qi =
1

n

n∑
r,s

pi,rs

and pi,rs is the (r, s)th entry of projection Pi. It is clear that
∑n

i qi = 1 and by

Lemma 2.1, qi ≥ 0. So, we have the well-known inequality,

λmin ≤
1

n

n∑
i,j

aij =
trA

n
+

1

n

n∑
i6=j

aij ≤ λmax. (2.17)

We show that the above arguments also provide an extension of the inequality

(2.17). This also gives an alternative proof of the Theorem 2.6. We use Weyl’s
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theorem which says that if λi(A), λi(B) and λi(A + B) are respectively the

eigenvalues of A, B and A + B in increasing order, then for all k = 1, 2, · · · , n,

we have

λk(A) + λ1(B) ≤ λk(A + B) ≤ λk(A) + λn(B). (2.18)

See [2].

Theorem 2.12. Let A ∈ M(n) be a real symmetric matrix. Then

λmin ≤
trA

n
+

2

n

n∑
i<j

i/∈I

aij ≤ λmax, (2.19)

where I ⊂ {1, 2, · · · , n}.

Proof. Let A1 = U∗
kAUk where Uk =diag(U11, U22, · · · , Unn) , Ukk = −1 and Uii =

1 for i = 1, 2, · · · , n and i 6= k. Then, the non-diagonal entries of kth row and

column of A + A1 are all zero. It follows from Weyl’s inequality (2.18) that

λmax(A) ≥ λmax

(
A + A1

2

)
≥ trA

n
+

2

n

n∑
i<j

i6=k

aij.

Now, let A2 = U∗
l A1Ul where l 6= k. The non-diagonal entries of kth and lth row

and column of A1 + A2 are all zero. We therefore have

λmax(A) ≥ λmax

(
A + A1 + A2

2

)
≥ trA

n
+

2

n

n∑
i<j

i6=k,l

aij.

The process can be repeated, and we conclude that the second inequality (2.19)

holds good. The first inequality (2.19) follows on using similar arguments. �

It follows from the proof of the above theorem that λmax(A) ≥ λmax(X) where

all the non-diagonal entries of X except one (r, s)th entry ars is non-zero. It is

clear that X is unitarily similar to Y whose (r, s)th entry is |ars|. The inequalities

(2.3) then follow from (2.19), use Lemma 2.5. It is worthwhile here to note one

more alternative proof of inequality (2.3). We have

|ars| =

∣∣∣∣∣
n∑

i=1

λipi,rs

∣∣∣∣∣ ≤
∣∣∣∣∣

n∑
i=1

(
λi −

λmax + λmin

2

)
pi,rs

∣∣∣∣∣
≤

n∑
i=1

∣∣∣∣λi −
λmax + λmin

2

∣∣∣∣ |pi,rs| ≤
λmax − λmin

2
. (2.20)

From (2.20), we have

λmax ≥ λmin + 2 |ars| . (2.21)
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Add λ2 + λ3 + · · ·+ λmax on both sides of (2.21) and divide by n, we get that

λmax ≥
2λmax + λ2 + λ3 + · · ·+ λn−1

n
≥ trA

n
+

2

n
|ars| .

Similarly, we have

λmin ≤
2λmin + λ2 + λ3 + · · ·+ λmax

n
≤ trA

n
− 2

n
|ars| .

Remark 2.13. Let A be as in Theorem 2.6. If diagonal entries of A are all equal,

then

λmax ≥ a11 + max
r 6=s

|ars| (2.22)

and

λmin ≤ a11 −min
r 6=s

|ars| . (2.23)

Apply Theorem 2.6 to any 2 × 2 principal submatrix of A containing diagonal

entries. We immediately get (2.22) and (2.23).

In this connection, it is worthwhile to note the analogous inequalities for the

case when diagonal entries are not necessary equal. Under the conditions of

Theorem 2.6, we have

λmax ≥ max

min
i=r,s
r 6=s

aii + |ars|


and

λmin ≤ min

max
i=r,s
r 6=s

aii − |ars|

 .

Note that the largest eigenvalue of A is greater than or equal to the largest

eigenvalue of any 2 × 2 principal submatrix of A. The largest eigenvalue of[
arr ars

ars ass

]
is

µ =
1

2

(
arr + ass +

√
(arr − ass)

2 + 4 |ars|2
)
≥ min

i=r,s
r 6=s

aii + |ars| .

It may be noted here that the arguments in the proof of Theorem 2.12 also

provide an alternative proof and a refinement of the Hadamard inequality for

positive definite matrices. The Minkowski inequality states that if Ai ≥ 0, i =

1, 2, · · · , n, then

(det (A1 + A2))
1
n ≥ (det A1)

1
n + (det A2)

1
n .

Therefore, if A1 and A2 are similar matrices, then

det

(
A1 + A2

2

)
≥ det A1. (2.24)
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Let A = A0 and

Ak =
Ak−1 + U∗

kAk−1Uk

2
, k = 1, 2, · · · , n

where Uk =diag(U11, U22, · · · , Unn) , Ukk = −1 and Ujj = 1 for j 6= k , k =

1, 2, · · · , n. On using (2.24), we see that det A ≤ det A1 ≤ · · · ≤ det An−1. The

inequality det A ≤ det An−1 = a11a22 · · · ann gives Hadamard’s inequality. It is

also clear that det A ≤ det B where (r, s)th entry of B is |ars| and all other

non-diagonal entries are zero. We therefore have

det A ≤
n∏

i=1

aii −
n∏

i6=r,s

aii |ars|2 ,

for all r 6= s. This provides a refinement of Hadamard’s inequality.

We now show that an inequality involving eigenvalues of arbitrary matrix fol-

lows from an inequality for complex numbers.

Let z1, z2, · · · , zn denote n complex numbers. Their arithmetic mean and vari-

ance are respectively defined as

z̃ =
1

n

n∑
i=1

zi

and

s2 =
1

n

n∑
i=1

|zi − z̃|2 =
1

n

n∑
i=1

|zi|2 − |z̃|2 .

Lemma 2.14. With notations as above, the inequality

s2 ≥ (j − 1) (n− j + 1)

n2
|zj − zj−1|2 , (2.25)

holds good for some permutation of numbers zi, i = 1, 2, 3, · · · , n.

Proof. On using the Lagrange identity, we have

s2 =
1

n2

n∑
i<j

|zi − zj|2 . (2.26)

It is clear that for some permutation of numbers zi, we have |zi − z1| ≥ |z2 − z1|,
i = 2, · · · , n. Therefore

n∑
i=2

|zi − z1|2 ≥ (n− 1) |z2 − z1|2 . (2.27)

It follows from (2.26) and (2.27) that (2.25) is true for j = 2. For the general

case, there is a permutation of numbers zi such that |zi − zk| ≥ |zj − zj−1| , i =
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j, j + 1, · · · , n and k = 1, 2, · · · , j − 1, and therefore

n∑
i=j

|zi − z1|2+
n∑

i=j

|zi − z2|2+· · ·+
n∑

i=j

|zi − zj−1|2 ≥ (j − 1) (n− j + 1) |zj − zj−1|2 ,

(2.28)

for all j = 2, 3, · · · , n. The inequality (2.25) follows from (2.26) and (2.28). �

Theorem 2.15. Let A ∈ M(n) be any arbitrary matrix with at least two distinct

eigenvalues. Let ‖A‖2 denotes the Frobenius norm of A. If λk is any eigenvalue

of A, then the disk

|λ− λk| ≤
n√

n− 1

√
‖A‖2

2

n
−
∣∣∣∣ trAn

∣∣∣∣2 (2.29)

contains one more eigenvalue of A other than λk.

Proof. Let z̃λ and s2
λ respectively denotes the arithmetic mean and variance of

the eigenvalues λ1, λ2, · · · , λn,

z̃λ =
1

n

n∑
i=1

λi =
trA

n

and

s2
λ =

1

n

n∑
i=1

|λi − z̃λ|2 =
1

n

n∑
i=1

|λi|2 −

∣∣∣∣∣ 1n
n∑

i=1

λi

∣∣∣∣∣
2

. (2.30)

Also,
n∑

i=1

|λi|2 ≤ ‖A‖2
2 . (2.31)

From (2.30) and (2.31), we have

s2
λ ≤

‖A‖2
2

n
−
∣∣∣∣trAn

∣∣∣∣2 . (2.32)

It follows from Lemma 2.14 that

|λj − λj−1|2 ≤
n2

(j − 1) (n− j + 1)
s2

λ , (2.33)

j = 2, 3, · · · , n. The right hand side expression in (2.33) is maximum at j = 2

and j = n. We conclude that if λk is any eigenvalue then there is an eigenvalue

λ such that

|λ− λk|2 ≤
n2

n− 1
s2

λ. (2.34)

Combine (2.32) and (2.34); we immediately get (2.29). �
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Example 2.16. Let

A =

 2 1 2

1 1 1

2 1 3

 , A−1 =

 2 −1 −1

−1 2 0

−1 0 1

 .

Then

trA trA−1 = 30, (trA + 2a23) (trA−1 + 2c23) = 35, (trA− 2a23) (trA−1 − 2c23) =

14. So, the inequality (2.6) gives better estimate than the Kantorovich inequality

(1.2). Also, trA2

(trA)2
= 0.7222, trA2−2b13

(trA−2a13)2
= 1 and trA2+2b13

(trA+2a13)2
= 0.48. So, (2.9)

gives better estimate than (1.3). From (1.4), spd(A) ≥ 4.3205 while from (2.12)

spd(A) ≥ 4.714, a23 = 1.

Example 2.17. We now compare our bounds with the corresponding bounds

given by Wolkowicz and Styan [18]. It is shown in [18] that for the matrix

A =


4 0 2 3

0 5 0 1

2 0 6 0

3 1 0 7

 ,

λ4 ≥ 7.158. From (2.15), λ4 ≥ 7.8571. The lower bound for the condition number

from (1.5) and (2.14) are 2.4953 and 3.5551, respectively
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