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#### Abstract

In this paper we study properties of complete sets and of completions of sets in Banach spaces, with relation to balls: in particular, we study conditions implying that a set is a ball, or it has a completion which is a ball. We also discuss some related simple properties considered in a few recent papers, a new similar property, and relations among classes of sets defined by them. Results are illustrated by several examples.


## 1. Introduction

The notion of diametrically maximal, or complete set, is rather old; a set is complete if all its proper supersets have a larger diameter.
A classical reference for complete sets is the survey paper [8]; for more recent results we indicate [17], [20], and -for finite dimensional spaces- Section 2 in the survey [15].

Recently, classes of sets akin to the class of complete sets have been introduced and studied (see [17, 6]). Here we continue the study of these classes and of their mutual relationships.

For complete sets, and for sets in some related classes, we can ask which conditions (like symmetry, or relations between radius and diameter) imply that such a set is a ball.
Here we deal with these questions: we single out and discuss some simple properties and a few facts connected with balls.

In Section 2 we study another property for a set, weaker then completeness, and we compare several related conditions. In Section 3 we study conditions
implying that a set is a ball. In Section 4 we deal with sets having a completion that is a ball. Finally, in Section 5, we collect all relevant examples.

Let $X$ be a real Banach space; we denote by $O$ the origin. For $x \in X$ and $r \geq 0$, set
$B(x, r)=\{y \in X:\|x-y\| \leq r\}$.
Let $D$ be a bounded closed and convex set containing at least two points. In the following we shall always consider sets satisfying this condition. By $\delta(D)$ we will denote the diameter of $D$; by $\partial(D)$ its boundary.

We say that $D$ is complete, or diametrically maximal - (DM) for short - if $\delta(D \cup\{x\})>\delta(D)$ for every $x \notin D$.
A completion of $D$ is a (DM) set $D_{m}$ containing $D$ and such that $\delta(D)=\delta\left(D_{m}\right)$.
Set, for $x \in X$ :
$r(D, x)=\sup \{\|x-d\|: d \in D\} ;$
$r(D)=\inf \{r(D, x): x \in X\} \quad$ (radius of $D)$;
$r(D, D)=\inf \{r(D, x): x \in D\} \quad$ (self-radius of $D)$.
A point $c \in X$ such that $r(D, c)=r(D)$ is called a center of $D$. Note that $r(D) \leq r(D, D) \leq \delta(D) \leq 2 r(D)$ always; if $D$ is complete, then $r(D, D)=r(D)$ (see [3, Theorem 3.3]).

Also, let
$r^{\prime}(D, x)=\sup \{\alpha>0: B(x, \alpha) \subset D\}$ for $x$ interior to $D$ and
$r^{\prime}(D, x)=0$ if $x$ is in the boundary of $D$ or outside $D$;
we denote: $r^{\prime}(D)=\sup \left\{r^{\prime}(D, x): x \in D\right\}$.

## 2. Another condition

We recall that a set $C$ is said to be of constant width - (CW) for short - , equal to $d$, if for every functional $f \in X^{*}$ we have $\sup \{f(x): x \in C\}-\inf \{f(x): x \in$ $C\}=d$; in such case, $d=\delta(D)$.

We say that a set $A$ has constant diameter if it satisfies the following condition: (CD) $\quad r(C, x)=\delta(C)+\operatorname{distance}(x, C)$ for every $x \notin C$.

Balls are sets of constant width, and these in turn are complete. More precisely, we always have:

$$
(\mathrm{CW}) \Rightarrow(\mathrm{CD}) \Rightarrow(\mathrm{DM}) ;
$$

the reverse implications are not true in general: see [17, Proposition 3.2].
The notions of constant width and completeness for a set are equivalent in Minkowskian planes and in Hilbert spaces, see [7]. For results of this type, in finite dimensional spaces, see also [18].

We recall two other conditions, considered in previous papers.
Next condition is satisfied by all (DM) sets (see [6]):

$$
\begin{equation*}
\delta(D)=r(D, D)+r^{\prime}(D) \tag{4}
\end{equation*}
$$

Another condition, that we shall denote by (CR), was studied in [17], where the sets satisfying it were called constant radius sets; then it was considered in [6], where it was denoted by (3):
(CR) $\quad r(A, x)+r^{\prime}(A, x) \geq \delta(A)$ for all $x \in A$.
Equivalently: $r(A, x)+r^{\prime}(A, x)=\delta(A)$ for all $x \in A$, or also (see [17, pp. 825, 828]),

$$
r(A, x)=\text { constant }(=\delta(A)) \text { for every } x \text { in } \partial A
$$

Condition (CR) lies between completeness and (4); namely (see [6, Section 5]):

$$
(\mathrm{DM}) \Rightarrow(\mathrm{CR}) \Rightarrow(4)
$$

We can consider a new condition which lies between completeness and (CR): $(\mathrm{CR}+) \quad r(A, x) \geq \delta(A)$ for all $x$ not in the interior of $A$.

Clearly
$(\mathrm{DM}) \Rightarrow(\mathrm{CR}+) \Rightarrow(\mathrm{CR})$.
The converse implications are not true; in fact, Example 5.2 will show that $(\mathrm{CR}+) \nRightarrow(\mathrm{DM})$; Example 5.1 will show that $(\mathrm{CR}) \nRightarrow(\mathrm{CR}+)$.

Consider the following condition (stronger than (4)):
(5) $r(A)+r^{\prime}(A)=\delta(A)$.

More precisely (see [6, Remark 5]), (5) is equivalent to (4) jointly with $r(A)=$ $r(A, A)$.

We are going to show that condition (5) is weaker than (CR+).
Proposition 2.1. A set satisfying ( $C R+$ ), also satisfies (5).
Proof. Condition (CR + ) means that $r(A, x)=\delta(A)$ if $x$ is in the boundary of $A$ and $r(A, x) \geq \delta(A)$ if $x \notin A$; so it implies $r(A, A)=r(A)$. Since it is known that (CR) implies (4) (see [6, Lemma 3]), then (CR+) also implies (5); this concludes the proof.

Remark 2.2. Note that the converse of the last result is not true: in fact, as shown in $[6$, Example 4], (5) $\nRightarrow(\mathrm{CR})$.

Example 5.1 below also shows that $(\mathrm{CR}) \nRightarrow(5)$ (in such example, $r(D) \neq$ $r(D, D))$.

We resume part of the last discussion with the following scheme; the only true implication are those indicated below:


It was indicated in $[6]$ that $(4) \nRightarrow(5)$, but Example 7 in $[6]$ is wrong (for the set $A$ in that example, $\left.r^{\prime}(A)=0\right)$. Indeed $(4) \nRightarrow(5)$ (see Example 5.1 below):
but refining the proof of [17, Proposition 2.2], we shall prove that this implication is true if $A$ has nonempty interior. So for sets with nonempty interior, we have (for the first part see the cited proposition of [17]):

$$
(\mathrm{DM}) \Longleftrightarrow(\mathrm{CR}+) \Longleftrightarrow(\mathrm{CR}) ; \quad(4) \Longleftrightarrow(5)
$$

Note that, in particular, if the space $X$ is finite dimensional, then $r(A, A)<$ $\delta(A)$ always, so already condition (4) implies in this case nonemptiness for the interior of $A$. The same, if $X$ is a Hilbert space.

Proposition 2.3. If A satisfies (4) and its interior is nonempty, then A satisfies (5).

Proof. Let $r^{\prime}(A)>0$. It is not a restriction to assume that $\delta(A)=1$; let $r^{\prime}=$ $r^{\prime}(A)>0 ; r(A, A)+r^{\prime}(A)=\delta(A)=1$. We must prove that $r(A)+r^{\prime}=1$.

Assume that, for some $\sigma>0, r(A)=1-r^{\prime}-\sigma<r(A, A)$. If $r(A)=r^{\prime}$, then $A$ is a ball (see Theorem 3.1 below), and then $r(A)+r^{\prime}(A)=\delta(A)$. Otherwise $r^{\prime}<r(A)$, so $1-2 r^{\prime}-\sigma>0$.

Let $\varepsilon \in\left(0, r^{\prime}\right)$. Take $x \in X(x \notin A)$ such that $r(A, x)<1-r^{\prime}-\sigma+\varepsilon$ and $y \in A$ such that $r^{\prime}(A, y)>r^{\prime}-\varepsilon$, so $r(A, y) \leq \delta(A)-r^{\prime}(A, y)<1-r^{\prime}+\varepsilon$. Along the segment joining $x$ and $y$ take $z \in \partial A, z=t x+(1-t) y$.

Note that $\|z-y\|=t\|x-y\|$ and $\|x-y\|+r^{\prime}(A, y) \leq r(A, x)<1-r^{\prime}-\sigma+\varepsilon$, so $\quad t=\frac{\|z-y\|}{\|x-y\|}>\frac{r^{\prime}-\varepsilon}{1-r^{\prime}-\sigma+\varepsilon-\left(r^{\prime}-\varepsilon\right)}$.

By the convexity of $r(A,$.$) , we have:$
$r(A, z) \leq t r(A, x)+(1-t) r(A, y)<t\left(1-r^{\prime}-\sigma+\varepsilon\right)+(1-t)\left(1-r^{\prime}+\varepsilon\right)=$ $1-r^{\prime}+\varepsilon-t \sigma$.

So $1-r^{\prime}=r(A, A) \leq r(A, z)<1-r^{\prime}+\varepsilon-t \sigma$, which implies $\varepsilon-t \sigma>0$.
But $\varepsilon-t \sigma<\varepsilon-\sigma \frac{r^{\prime}-\varepsilon}{1-r^{\prime}-\sigma+\varepsilon-\left(r^{\prime}-\varepsilon\right)}$, and for $\varepsilon \rightarrow 0$ the right term has a negative limit.

So we have an absurdity, proving that $r(A)=1-r^{\prime}$, and then (5).

In general, also a ball (in particular, a complete set) can contain long segments on its boundary: think at a ball in $R^{2}$ with the max norm.

According to [6, Example 4], a set can satisfy (5) and contain segments on the boundary, also when $X$ is the Euclidean plane. We shall prove that the same cannot happen if $A$ satisfies (CR), so extending [13, Lemma 2].

Recall that a space $X$ is uniformly convex, (UC) for short, if and only if given $\alpha>0$ and $\varepsilon>0$, there exists $\sigma=\sigma(\varepsilon, \alpha)>0$ such that:

$$
\|x-a\| \leq \alpha,\|y-a\| \leq \alpha,\|y-x\| \geq \varepsilon \text { imply }\left\|\frac{x+y}{2}-a\right\| \leq \alpha-\sigma
$$

Proposition 2.4. Let $X$ be a $(U C)$ space. If $A \subset X$ satisfies $(C R)$ (in particular, if $A$ is complete), then it cannot contain segments on its boundary.
Proof. Assume that the segment $[x, y]$ is contained in the boundary of a set $A$ satisfying (CR). Then, if $X$ is (UC), from $\|x-a\| \leq \delta(A)$ and $\|y-a\| \leq \delta(A)$ we would obtain $\left\|\frac{x+y}{2}-a\right\| \leq \delta(A)-\sigma$ for every $a \in A$ and some $\sigma>0$, against (CR). This contradiction proves the proposition.

We recall the following well known result (Vlasov property).
Proposition 2.5. If $X^{*}$ is strictly convex, then the unbounded union of an increasing sequence of open balls is either an open halfspace, or the whole space.

Next result is similar to [17, Proposition 3.4].
Theorem 2.6. Let $X$ be reflexive and smooth (so $X^{*}$ is strictly convex). Then $(C W)$ is equivalent to (CD).
Proof. As said at the beginning of this section, it is known that $(C W) \Rightarrow(C D)$.
Now let $X$ be reflexive and smooth. Assume that there exists a set $A$ satisfying (CD) but not (CW). There exists $f$ in the unit ball of $X^{*}$ such that:

$$
\sup f(A)-\inf f(A)=\delta(A)-\sigma \text { for some } \sigma>0
$$

After a translation, we can assume that $0=\inf f(A)=f(O) ; \sup f(A)=$ $\delta(A)-\sigma$. Take $x$ orthogonal to the hyperplane $P=f^{-1}(0)$, from the side where the values of $f$ are negative $(-f(x)=1=\|x\|=\operatorname{distance}(x, P))$. According to (CD), we have $r(A, n x)=\|n x\|+\delta(A)$. Denoting by $S(x, r)$ the open ball centered at $x$, with radius $r$, consider $\bigcup_{n \in N} S\left(n x,\|n x\|+\delta(A)-\frac{\sigma}{2}\right)$ : according to Proposition 2.5, this is an open halfspace containing $\{y \in X: f(y) \leq \delta(A)-\sigma\}$, thus $A$. Since $A$ is weakly compact, there exists $n_{o}$ such that $A \subset S\left(n_{0} x, n_{0} x+\right.$ $\left.\delta(A)-\frac{\sigma}{2}\right)$, so $r\left(A, n_{o} x\right) \leq\left\|n_{o} x\right\|+\delta(A)-\frac{\sigma}{2}$ : this contradiction proves the result.

## 3. Going to Balls

We shall discuss now implications of the type: a (DM) set satisfying some other condition is a ball; we shall slightly improve the known results. Conditions of this type appear in the literature: see for example [3, Corollary 3.4], which generalizes [19, Lemma 1.8]: we shall generalize it below (see Remark 3.2). Another result is given in [17, Proposition 2.1]: this will be generalized by Corollary 3.3.

Other papers deal with this implication in Euclidean spaces or in Minkowski spaces: see $[1,5,12,16]$; see also [18, Theorem 4 and related comments].

Recall the following chain of inequalities for a set $D$ :
$2 r^{\prime}(D) \leq r(D)+r^{\prime}(D) \leq r(D, D)+r^{\prime}(D) \leq \delta(D) \leq 2 r(D) \leq 2 r(D, D)$.
The condition $r(D)=r^{\prime}(D)$ implies $r^{\prime}(D)=\delta(D) / 2$, and conversely.
Also: $r(D)=r^{\prime}(D)$ implies $r(D, D)=r^{\prime}(D)$; in turn this implies $r(D, D)=$ $r(D)$, and then $r(D)=r^{\prime}(D)$.

So we have:
$\left(B_{1}\right) \quad r(D)=r^{\prime}(D) \Longleftrightarrow r^{\prime}(D)=\frac{\delta(D)}{2} \Longleftrightarrow r(D, D)=r^{\prime}(D)$.
Thus each of the above equalities implies
$\left(B_{2}\right) \quad r(D, D)=\frac{\delta(D)}{2}$
which in turn implies
$\left(B_{3}\right) \quad r(D)=\frac{\delta(D)}{2}$.
The converse implications do not hold; for $\left(B_{2}\right) \nRightarrow\left(B_{1}\right)$, think, in the Euclidean plane, at an ellipsis (this is also a symmetric set); for $\left(B_{3}\right) \nRightarrow\left(B_{2}\right)$, see Example 5.1 below. In fact, $\left(B_{2}\right)$ is equivalent to $\left(B_{3}\right)$ together with $r(D)=r(D, D)$ (the last condition is always satisfied by (DM) sets).

Some facts concerning sets satisfying $\left(B_{3}\right)$, in Minkowski spaces, are proved in [14, Section 4]. Note that there are spaces where all sets satisfy (3): see [9]; see also $[4,10]$.

We are ready to prove a simple result.
Theorem 3.1. A set $D$ is a ball if (and only if) it satisfies one of the equalities in $\left(B_{1}\right)$, so all them.

Proof. Let $D$ satisfy $\left(B_{1}\right)$. It is not a restriction to assume that $r(D)=r^{\prime}(D)=$ $1 ; \delta(D)=2$.

We prove first that $D$ has an incenter: namely, a point $c^{\prime}$ such that $r^{\prime}\left(D, c^{\prime}\right)=$ $r^{\prime}(D)$.

For every $n \in N$ there exists $x_{n}$ such that $B\left(x_{n}, 1-\frac{1}{n}\right) \subset D$. The sequence $\left(x_{n}\right)$ is Cauchy: in fact, we have $1-\frac{1}{n}+\left\|x_{n}-x_{m}\right\|+1-\frac{1}{m} \leq \delta(D)=2$, so $\left\|x_{n}-x_{m}\right\| \leq \frac{1}{n}+\frac{1}{m}$. Now let $x$ be the limit of $\left(x_{n}\right)$ : if $\|x-y\|=1-\varepsilon(\varepsilon>0)$, then we have $\left\|y-x_{n}\right\| \leq 1-\varepsilon+\left\|x-x_{n}\right\|$. Now let $n$ be large enough so that $\left\|x-x_{n}\right\|+\frac{1}{n}<\varepsilon$. Then $\left\|y-x_{n}\right\| \leq\|y-x\|+\left\|x-x_{n}\right\|<1-\frac{1}{n}$ for $n$ large enough, thus $y \in D$ : this shows that $B(x, 1-\varepsilon) \subset D$ for every $\varepsilon>0$, so $B(x, 1) \subset D$ (which is closed). Therefore $r^{\prime}(D, x)=1$, and then $x$ is an incenter of $D$.
But $B(x, 1) \neq D$ would imply the existence of $a \in D$ such that $\|x-a\|>1$, against $\delta(D)=2$. This proves that $D=B(x, 1)$.

Remark 3.2. Let $D$ be a set. It is clear that (5) together with $\left(B_{3}\right)$ is equivalent to (4) together with $\left(B_{2}\right)$, and these two conditions imply $\left(B_{1}\right)$; so (by Theorem 3.1) also that $D$ is a ball. This fact slightly improves [3, Corollary 3.4]. Compare with Remark 4.6.

We can prove the following result, which slightly improves [17, first part of Proposition 2.1].
Corollary 3.3. Let the following conditions hold: D satisfies (4) and is symmetric; then the set $D$ is a ball.

Proof. We may assume that $D$ is symmetric with respect to $O$ (so $O \in D$ ): otherwise we consider a translation carrying the center of symmetry to $O$.
Set $r=r(D, O)$. We note first that $\delta(D)=2 r(D)$ : in fact, for any $\sigma>0$, there is a point $x \in D$ such that $\|x\|>r-\sigma$, then $-x \in D$ thus $\|x-(-x)\|>2 r-2 \sigma$; so $2 r \leq \delta(D) \leq 2 r(D) \leq 2 r(D, D) \leq 2 r(D, O)=2 r$, and then the equality. So $O$ is a center of $D$ and ( $B_{2}$ ) holds; thus the conclusion according to the preceding remark.

Next proposition generalizes [17, second part of Proposition 2.1].

Proposition 3.4. If a set $A$ satisfies (4) and is compact, then the interior of $A$ is nonempty (so the underlying space $X$ must be finite-dimensional).

Proof. Let $A$ be compact; this implies (see for example [11, p. 39]) that there is a point $a \in A$ such that $r(A, a)<\delta(A)$, so $r(A, A)<\delta(A)$, and then (by (4)) $r^{\prime}(A)>0$. This cannot be true if $\operatorname{dim}(X)=\infty$.

Remark 3.5. The preceding result says that when $\operatorname{dim}(X)=\infty$, a set satisfying (4) (in particular, a (DM) set) cannot be compact. So, for example, completing a compact set requires the addition of a "rather big" set.

## 4. Completions and balls

Consider the following condition for a set $D$ :
$\left(B_{4}\right) \quad$ one of the completions of $D$ is a ball.
Next result shows the following fact: a set satisfies $\left(B_{4}\right)$ if and only if it satisfies $\left(B_{3}\right)$ and has centers.

Theorem 4.1. If a set $D$ satisfies $\left(B_{4}\right)$, then it satisfies $\left(B_{3}\right)$; moreover, the center(s) of the ball(s) that are completions of $D$, are centers of $D$.

Conversely, if $D$ satisfies $r(D)=\delta(D) / 2$ and $c$ is a center of $D$, then the ball $B(c, r(D))$ is a completion of $D$.

Proof. Let $D$ satisfy $\left(B_{4}\right)$ and let the ball $B=B(c, r)$ be a completion of $D$. Then we have:
$\delta(B)=\delta(D) ; r(D) \leq r=\delta(B) / 2=\delta(D) / 2$, so $r=r(D)=\delta(D) / 2$, which is $\left(B_{3}\right)$. Also, $r(D, c)=r(D)$, so we have the first part of the thesis.

Conversely, let $D$ satisfy $\left(B_{3}\right)$ and let $c$ be a center of $D$; then $B(c, r(D))$, which is clearly a complete set with diameter $\delta(D)$, is a completion of $D$ : thus $\left(B_{4}\right)$ holds.

The following fact was proved in [3, Theorem 3.5]:
Proposition 4.2. Let $D \subset B(x, r)$ (for some $x \in X$ and $r \in R$ ); then, if $r \leq$ $\delta(D), D$ has a completion contained in $B(x, r)$.

According to the above result, the infimum of the radii of completions of $D$ is $r(D)$. In particular, if $D$ has a unique completion, then the radius of its completion is $r(D)$.

Proposition 4.3. Let $D$ satisfy $\left(B_{3}\right)$; if $D$ has a completion $D_{m}$ with $r\left(D_{m}\right)=$ $r(D)$, then $D_{m}$ is a ball (and $D$ has a center).

In particular, this happens if $D$ has a unique completion (and in this case $D$ has a unique center).

Proof. We have: $r\left(D_{m}\right)=r(D)=\delta(D) / 2=\delta\left(D_{m}\right) / 2$, so $D_{m}$ satisfies $\left(B_{3}\right)$. But a complete set satisfying ( $B_{3}$ ) is a ball (see Remark 3.2); also, its center is a center of $D$ by Theorem 4.1.

Remark 4.4. We discuss now the different possibilities concerning completions of a set $D$ satisfying $\left(B_{3}\right)$.
i) No completion of $D$ is a ball, or - equivalently - (see Theorem 4.1) $D$ has no center. Then according to Proposition 4.3, $D$ has more completions (not balls), and all of them have radius $>r(D)$.

So, if the completion of $D$ is unique (like in Example 5.1), it is necessarily a ball.
ii) $D$ has a completion which is a ball: then, according to Theorem 4.1, the centers of balls which are completions coincide with the centers of $D$, so the radius of these balls is $r(D)$; completions of this type can be unique (think, for example at a segment in the Euclidean plane), or multiple (think at a segment in the plane with the max norm). Uniqueness of such completions certainly holds if the space $X$ is such that centers of sets are unique (like Hilbert spaces). But $D$ can have also other completions, not balls, with radius $>r(D)$ (according to Proposition 4.3): see also [3, Example 3.3]. As Example 5.3 shows, we can have different completions of both types.

Note that in general $\left(B_{3}\right)$ does not imply the existence of centers for $D$ (see [6, Example 2]): so $\left(B_{3}\right) \nRightarrow\left(B_{4}\right)$.

Example 5.4 will show that $\left(B_{2}\right)$ does not imply existence of centers; thus $\left(B_{2}\right) \nRightarrow\left(B_{4}\right)$.

Remark 4.5. Let $D$ satisfy $\left(B_{3}\right)$. Take $\tilde{D} \subset D ; \delta(\tilde{D})=\delta(D)$ : then also $\tilde{D}$ satisfies $\left(B_{3}\right)$ : in fact $r(\tilde{D}) \leq r(D)=\delta(D) / 2=\delta(\tilde{D}) / 2$. Then $\tilde{D}$ can have other completions. Moreover it is possible that $D$ has no center and $\tilde{D}$ has.

Remark 4.6. We have $\left(B_{4}\right) \nRightarrow\left(B_{2}\right)$; see Example 5.1, where the center of the ball which is a completion of $D$ does not belong to $D$.
The same example shows that for a set, $\left(B_{4}\right)$, together with the condition (CR), does not imply that it is a ball.

We resume part of our discussion with the following scheme; the only true implications are those indicated below.


If $X$ is finite-dimensional, or it is a Hilbert space, then $\left(B_{4}\right) \Leftrightarrow\left(B_{3}\right)$; if $X$ is two-dimensional, or it is a Hilbert space, then $\left(B_{2}\right) \Leftrightarrow\left(B_{3}\right)$; Example 5.5 will show that the last equivalence is not true if $X$ is three-dimensional.

## 5. EXAMPLES

The first two examples are related to the condition (CR + ). The first one shows that $(\mathrm{CR}) \nRightarrow(\mathrm{CR}+)$; the second that $(\mathrm{CR}+) \nRightarrow$ completeness.

Example 5.1. Let $D=\{f \in C[0,1]: f(0)=0 ; 0 \leq f(x) \leq 1\}$; its unique completion is $B=B(\bar{f}, 1 / 2)$, where $\bar{f}$ is the constant function $1 / 2$ (we have $r(D)=r(B)=r(B, B)=1 / 2 ; r(D, D)=1=\delta(D)=\delta(B))$.

Example 5.2. Consider the space $c_{o}$ of all sequences converging to 0 , with the $\max$ norm. Let $D=\left\{x=\left(x_{1}, x_{2}, \cdots, x_{n}, \cdots\right): x_{1}=0 ; 0 \leq x_{i} \leq 1\right.$ for $i \geq$ 2\} $(\delta(D)=1)$. The set $D$ has different completions. If $D^{\prime}$ denotes the union of its completions, we have: $\delta\left(D^{\prime}\right)=2 ; r(D)=r\left(D^{\prime}\right)=r(D, D)=1$.

Next example is related to the second part of Remark 4.4 (set with different completions).

Example 5.3. Let $D=\{f \in C[-1,1]: f(x)=0$ for $-1 \leq x \leq 0 ; 0 \leq f(x) \leq 1$ for $0 \leq x \leq 1\}$; one of its completions is $D_{m}=B(\bar{f}, 1 / 2)$, where $\bar{f}$ is the constant function $1 / 2$ (we have $r(D)=r\left(D_{m}\right)=r\left(D_{m}, D_{m}\right)=1 / 2 ; \quad r(D, D)=1=$ $\left.\delta(D)=\delta\left(D_{m}\right)\right)$.

Example 5.4, a development of [2, Example 5.2], shows that also a set satisfying $\left(B_{2}\right)$, can have no center.

Example 5.4. Consider $c_{0}$, the usual space of real sequences $\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right)$ with the sup norm. Set $X=\left\{x \in c_{0}: \sum_{n=1}^{\infty} f_{n} x_{n}=0\right\}$ where $f_{n}=1$ for $n=1,2,3,4$ and $f_{n}=\frac{1}{2^{n-4}}$ for $n \geq 5$. Denote by $e_{i}$ the elements of the natural basis of $c_{0}$. Let $A=\{a, b, c\}$ where $a=e_{1}-e_{4} ; b=e_{2}-\frac{1}{2} e_{4}-e_{5} ; c=e_{3}-\frac{1}{2} e_{4}-e_{5}$. We have: $\|a-b\|=\|a-c\|=\|b-c\|=1$. Now set, for $\varepsilon>0: x^{\varepsilon}=$ $\left(\frac{1}{2}-\varepsilon, \frac{1}{2}-\varepsilon, \frac{1}{2}-\varepsilon,-1-\varepsilon, \frac{-1}{2}-\varepsilon, \ldots, \frac{-1}{2}-\varepsilon, x_{n+5}, \ldots\right)\left(x=\frac{-1}{2}-\varepsilon n\right.$ times $)$ where $x_{k}=0$ for $k \geq n+5$. If $\varepsilon<\frac{1}{2}$, we have $\left\|x^{\varepsilon}-a\right\|=\left\|x^{\varepsilon}-b\right\|=\left\|x^{\varepsilon}-c\right\|=\frac{1}{2}+\varepsilon$; moreover, by taking $\varepsilon=\frac{1}{2\left(52^{n}-1\right)}$ we also have $f\left(x^{\varepsilon}\right)=0$. For $n$ large, $\varepsilon$ becomes as small as we wish.

As shown in [2, Example 5.2], the set $A$ satisfies: $\delta(A)=1 ; r(A)=1 / 2$ (more precisely, $\left.r\left(A, x^{\varepsilon}\right)=\frac{1}{2}+\varepsilon\right) ; A$ has no center.

Now let $\tilde{A}$ be the closed convex hull of $A \cup\left\{x^{\varepsilon}: \varepsilon=\frac{1}{2\left(52^{n}-1\right)} ; n \in N\right\}$. Again, $\delta(\tilde{A})=1 ; r(\tilde{A})=1 / 2$, and also $r(\tilde{A}, \tilde{A})=1 / 2$ : in fact, $r\left(\tilde{A}, x^{\varepsilon}\right)=1 / 2+\varepsilon$ and $\varepsilon \rightarrow 0$ for $n \rightarrow \infty$.

So, of course, $\tilde{A}$ has no center (and no self center).

Next example shows that in general $\left(B_{2}\right)$ and $\left(B_{4}\right)$ are not equivalent in spaces of dimension larger that 2 .

Example 5.5. Let $X=\ell_{1}^{3}$ ( $X=R^{3}$ with the sum norm). Take
$D=\{(1,0,0),(0,1,0),(0,0,1)\}$. Then $D \subset B(O, 1)$, so $r(D)=1 ; \delta(D)=2$. But $r(D, D)=4 / 3>\delta(D) / 2$. The origin is the unique center of $D$.

The set $D$ has other completions; for example, set $\tilde{D}=D \cup\left\{\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)\right\}$. We have: $\delta(\tilde{D})=2 ; B(O, 1)$ does not contain $\tilde{D}$; so $\tilde{D}$ has other completions, which are also completions of $D$.
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