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#### Abstract

We define complex constant mean curvature immersions in complex three space using a natural extension of constant mean curvature immersions in Euclidean three space via loop group techniques. We then discuss the fundamental properties of these complex constant mean curvature immersions. In particular, we prove that these immersions are doubly ruled by holomorphic null curves. We present a construction of minimal immersions from constant mean curvature immersions in Euclidean three space via the associated complex constant mean curvature immersions.
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## 1. Introduction

Over the past two decades the theory of constant mean curvature (CMC) surfaces in 3-dimensional space forms has been studied by a variety of techniques ranging from non-linear elliptic analysis to integrable systems methods. The latter has been largely motivated by the realization that the integrability equation for CMC surfaces, the elliptic sinh-Gordon equation, is a special real form of the complex sine-Gordon equation, a well known completely integrable evolution equation for which solutions can be found by finite gap integration. This viewpoint has been particularly successful in the classification of CMC tori [28], [20], [3] and in the description of all simply connected CMC surfaces by a Weierstraß representation using loop group factorization techniques [12]. In this representation the CMC surface $M$ in 3 -space is constructed from a loop algebra valued meromorphic connection over $M$, the Weierstrass data, by integration, and the loop group factorization can be interpreted as a kind of "prolongation" of the solution from $M$ to the diagonal in $M \times \bar{M}$. All of these methods use the fact that a CMC surface comes with a circle's worth of CMC surfaces, the associated family, which is the geometric analog of "inserting a spectral parameter into the

[^0]equation". The complex sine-Gordon equation naturally is the integrability condition for a complex surface $\Psi: M \times \bar{M} \rightarrow \mathbb{C}^{3}$ of constant complex mean curvature $H \neq 0$, defined analogously as in the real case. Such surfaces can be constructed from a decoupled meromorphic connection $d+\eta+\tau$ with $\eta$ and $\tau$ meromorphic forms on $M$ and $\bar{M}$ respectively. Then a double loop group factorization produces the complex CMC surface. If $\tau=-\bar{\eta}^{t}$ is real the corresponding CMC surface will be real and vice versa. In this way every real CMC surface gives rise to a complex CMC surface. This fits into a more general concept, in which the various real forms of the loop group correspond to the various real forms of the complex sine-Gordon equation, which in turn correspond to the various constant (mean) curvature surfaces in $\mathbb{R}^{3}$ (also with Lorentzian signature). From this perspective the complex CMC surface is a kind of master surface, which contains all the various real constant (mean) curvature surfaces [24].

Finally, there is an interesting relationship to minimal surface theory in $\mathbb{R}^{3}$. Any complex CMC surface $\Psi: M \times \bar{M} \rightarrow \mathbb{C}^{3}$ is doubly ruled by minimal surfaces: restricting $\Psi$ to one of the factors gives for each $p \in \bar{M}$ a holomorphic null curve $\Psi(-, p): M \rightarrow \mathbb{C}^{3}$ whose real part thus is a minimal surface in $\mathbb{R}^{3}$. In this way we get a natural correspondence between CMC surfaces and minimal surfaces in $\mathbb{R}^{3}$.

In Section 2 we consider holomorphic immersions $\Psi$ from a simply connected domain $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ into $\mathbb{C}^{3}$. We introduce a quadratic bilinear form (holomorphic metric) on $\mathbb{D}^{2}$ induced by a complex bilinear form on $\mathbb{C}^{3}$ and prove the existence of special coordinates for holomorphic immersions $\Psi$, which we call "null" (Theorem 2.2). These coordinates correspond to conformal coordinates for a surface in $\mathbb{R}^{3}$. We then consider, for holomorphic immersions $\Psi$, the moving frame and the structure equations, which we call "complex Gauß-Codazzi" equations. We prove the fundamental theorem for holomorphic immersions in $\mathbb{C}^{3}$ (Theorem 2.9) by Cartan's method of moving frames. The notion of complex mean curvature for holomorphic immersions in $\mathbb{C}^{3}$ will be defined analogously to the mean curvature for surfaces in $\mathbb{R}^{3}$. This allows us to consider complex constant mean curvature (complex CMC) immersions in $\mathbb{C}^{3}$. We give necessary and sufficient conditions for the constancy of the complex mean curvature of a holomorphic null immersion (Lemma 2.10). The case where the complex mean curvature vanishes corresponds to a pair of classical Weierstraß representation formulas for minimal surfaces in separate variables. Therefore, from this point
on, we only consider the case of complex constant mean curvature $H \neq 0$. We finally introduce a loop parameter into the complex Gauß-Codazzi equations of complex CMC-immersions. This loop parameter does not change the complex Gauß-Codazzi equations for complex CMC-immersions and we obtain a one parameter family of complex CMC-immersions. Theorem 2.16 then gives a representation formula for complex CMC-immersions.

Section 3 discusses a construction of complex CMC-immersions via loop group methods analogous [12] to the "generalized Weierstraß type representation for CMC-immersions in $\mathbb{R}^{3 "}$. We show that to every complex CMC-immersion there exists a pair of holomorphic 1-forms $(\eta, \tau)$, called a pair of "holomorphic potentials", defined on some simply connected Stein manifold $M$ (Theorem 3.1). The converse procedure then constructs complex CMC-immersions from a pair of holomorphic potentials (Theorem 3.4). We prove that every complex CMC-immersion can be obtained via this construction. Allowing for poles in the potentials, we construct a pair of meromorphic potentials of a special type, called "a pair of normalized potentials". We provide a sufficient condition for the occurrence of singularities in a complex CMC-immersion. This section concludes with simple examples of complex CMC-immersions. These examples are complexifications of CMC-immersions in $\mathbb{R}^{3}$ in the sense of Theorem A.4.

Section 4 presents some relations with minimal surfaces in $\mathbb{R}^{3}$ and provides more examples. First we show that each complex CMC-immersion yields two (transversal) families of minimal surfaces in $\mathbb{R}^{3}$. In fact, every minimal surface in $\mathbb{R}^{3}$ without umbilical points is contained in such a family of minimal surfaces produced from a complex CMC-immersion. We single out the real CMC-immersions by the relation $\tau=-\bar{\eta}^{t}$ for the pair of potentials $(\eta, \tau)$ defining the CMC-immerson. Using this characterization of real CMC-immersions among the complex ones we sharpen Theorem 4.6 and prove that every minmal surface in $\mathbb{R}^{3}$ without umbilical points is contained in the family of minimal surfaces in $\mathbb{R}^{3}$ produced from some complex CMC-immersion $\Psi(z, w)$, for which $\Psi(z, \bar{z})$ is a CMC-immerson into $\mathbb{R}^{3}$. Finally, we discuss some examples of minimal surfaces obtained from real CMC-immersions following the discussion of the previous sections. It is not surprising that very simple CMC-immersions yield very simple minimal surfaces. It seems remarkable though that the minmal surfaces associated with (real) Delaunay surfaces have a fairly complicated structure (there seem to be two catenoidal ends and infinitely many flat ends) which, however, is not
unfamiliar from minimal surface theory, e.g. [26].
The Appendix recalls basic definitions and notations for loop groups. We state two decomposition theorems, the so-called Birkhoff and Iwasawa decomposition theorems (Theorems A. 1 and A.2). We introduce double loop groups [13], [10] and the Iwasawa decomposition for double loop groups (Theorem A.3). We then give a brief explanation for the "generalized Weierstraß type representation for CMC-immersions in $\mathbb{R}^{3}$ in the double loop group picture" [12], [10]. Moreover, we also explain the existence of a meromorphic extension of the extended framing of CMC-immersions in $\mathbb{R}^{3}$ (Theorem A.4, see [10]). This existence theorem is the starting point for considering complex CMC-immersions in $\mathbb{C}^{3}$.

## 2. Complex CMC-immersions in $\mathbb{C}^{3}$

Let $\mathbb{D} \subset \mathbb{C}$ be an open and simply connected domain, and let $\Psi: \mathbb{D} \rightarrow \mathbb{R}^{3}$ be a CMC-immersion. Let $F(z, \bar{z}, \lambda)$ be the extended framing of $\Psi$, and let $l(z, \bar{z})$ be a diagonal matrix in $S L(2, \mathbb{C})$ which is independent of $\lambda$. From [10] (see also Theorem A.4), it is known that for a proper choice of $l(z, \bar{z})$ the mapping $F(z, \bar{z}, \lambda) l(z, \bar{z}): \mathbb{D} \rightarrow \Lambda S U(2)_{\sigma}$ can be extended meromorphically to $U(z, w, \lambda): \mathbb{D} \times \overline{\mathbb{D}} \rightarrow \Lambda S L(2, \mathbb{C})_{\sigma}$ (See Section Appendix A for the definitions of loop groups $\Lambda S L(2, \mathbb{C})_{\sigma}$ and $\left.\Lambda S U(2)_{\sigma}\right)$. Thus it is natural to consider holomorphic immersions associated with the meromorphic extensions $U(z, w, \lambda)$ of extended framings $F(z, \bar{z}, \lambda)$. In this section, we start from holomorphic immersions into $\mathbb{C}^{3}$ in a general setting. And we derive the fundamental equations for these holomorphic immersions.

### 2.1. Holomorphic null immersions in $\mathbb{C}^{3}$

Let $M$ be a connected 2 -dimensional Stein manifold, and let

$$
\begin{equation*}
\Psi: M \rightarrow \mathbb{C}^{3} \tag{2.1}
\end{equation*}
$$

be a holomorphic immersion into $\mathbb{C}^{3}$, i.e. $\Psi$ is holomorphic and the complex rank of $d \Psi$ is 2 . We consider the standard symmetric bilinear form $\langle$,$\rangle on$ $\mathbb{C}^{3}$ given by

$$
\begin{equation*}
\langle a, b\rangle=\sum_{i=1}^{3} a_{i} b_{i} \text { for } a=\left(a_{1}, a_{2}, a_{3}\right)^{t}, b=\left(b_{1}, b_{2}, b_{3}\right)^{t} \in \mathbb{C}^{3} \tag{2.2}
\end{equation*}
$$

Clearly, this is a $\mathbb{C}$-bilinear extension of the natural inner product in $\mathbb{R}^{3}$. This symmetric bilinear form induces the holomorphic form $g$ on $M$ given by

$$
g=\left\langle\Psi_{z}, \Psi_{z}\right\rangle d z^{2}+2\left\langle\Psi_{z}, \Psi_{w}\right\rangle d z d w+\left\langle\Psi_{w}, \Psi_{w}\right\rangle d w^{2}
$$

where $(z, w) \in \mathbb{D}^{2} \subset \mathbb{C}^{2}$ are local coordinates, $g$ is holomorphic in both variables $z$ and $w$. If the induced holomorphic form $g$ is non-degenerate on $M$, i.e. $\left\langle\Psi_{z}, \Psi_{z}\right\rangle\left\langle\Psi_{w}, \Psi_{w}\right\rangle-\left\langle\Psi_{z}, \Psi_{w}\right\rangle^{2} \neq 0$ for all $(z, w) \in \mathbb{D}^{2}, g$ is called a holomorphic metric on $M$. We note that, in general, $g$ restricted to $T M$ is not non-degenerate. Therefore $g$ does not induce a pseudo-Riemannian metric on the smooth manifold $M$. As a consequence, by considering immersions $(M, \Psi)$ with holomorphic metric we restrict to a special class of immersions. We refer the reader to [23], [25] for more details concerning complex manifolds with a holomorphic metric.

It is well known that for every surface in $\mathbb{R}^{3}$ there always exist conformal coordinates [6]. Analogous to this we show that for every holomorphic immersion there exist special coordinates. We first define the notion of a holomorphic null immersion in $\mathbb{C}^{3}$.

Definition 2.1 Let $\Psi: M \rightarrow \mathbb{C}^{3}$ be a holomorphic immersion with a holomorphic metric $g$, and let $(z, w) \in \mathbb{D}^{2} \subset \mathbb{C}^{2}$ be local coordinates in a neighborhood of some point $p \in M$. We call the coordinates $(z, w)$ null coordinates if, in these coordinates, $g$ has the form:

$$
\begin{equation*}
g=\rho(z, w) d z d w \tag{2.3}
\end{equation*}
$$

where $\rho: \mathbb{D}^{2} \rightarrow \mathbb{C}$ is some holomorphic function never vanishing on $\mathbb{D}^{2}$. Moreover, we call $\Psi$ a holomorphic null immersion if there exist null coordinates for each point in $M$.

The following theorem will imply that there exist null coordinates for every holomorphic immersion $\Psi: M \rightarrow \mathbb{C}^{3}$ which induces a holomorphic metric on $M$ (see also [23]).
Theorem 2.2 Let $\mathbb{D}^{2}$ be a simply connected domain in $\mathbb{C}^{2}$, and let $\Psi$ : $\mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$ be a holomorphic immersion with induced holomorphic metric $g$. For every point $\left(z_{0}, w_{0}\right)$ in $\mathbb{D}^{2}$, there exists an open subset $\check{\mathbb{D}}^{2} \subset \mathbb{D}^{2}$ around $\left(z_{0}, w_{0}\right)$ such that $\Psi: \check{\mathbb{D}}^{2} \rightarrow \mathbb{C}^{3}$ is a null immersion.

Proof. Let $(z, w) \in \mathbb{D}^{2} \subset \mathbb{C}^{2}$ be local coordinates, and let $\langle\cdot, \cdot\rangle$ denote the symmetric bilinear form defined in (2.2). Moreover let $g=$ $\left\langle\Psi_{z}, \Psi_{z}\right\rangle d z^{2}+2\left\langle\Psi_{z}, \Psi_{w}\right\rangle d z d w+\left\langle\Psi_{w}, \Psi_{w}\right\rangle d w^{2}$ be the holomorphic metric induced on $\mathbb{D}^{2}$ by $\Psi$. If $\left\langle\Psi_{z}, \Psi_{z}\right\rangle=\left\langle\Psi_{w}, \Psi_{w}\right\rangle=0$ for some neighborhood $\tilde{\mathbb{D}}^{2} \subset \mathbb{D}^{2}$ around $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$, then $\Psi$ is already a null immersion on $\tilde{\mathbb{D}}^{2}$. If $\left\langle\Psi_{w}, \Psi_{w}\right\rangle=0$ at $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$, then $\left\langle\Psi_{z}, \Psi_{w}\right\rangle \neq 0$ for some neighborhood $\tilde{\mathbb{D}}^{2} \subset \mathbb{D}^{2}$ around $\left(z_{0}, w_{0}\right)$ since $\Psi$ is an immersion at $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$. Moreover $\left\langle\Psi_{z}, \Psi_{z}\right\rangle\left\langle\Psi_{w}, \Psi_{w}\right\rangle-\left\langle\Psi_{z}, \Psi_{w}\right\rangle^{2} \neq 0$ on a possibly smaller neighborhood of $\left(z_{0}, w_{0}\right)$. Thus there exists a holomorphic change of coordinates from $(z, w)$ to $(\xi, \eta)$ such that $\left\langle\Psi_{\eta}, \Psi_{\eta}\right\rangle \neq 0$ for some neighborhood $\check{\mathbb{D}}^{2} \subset \mathbb{C}^{2}$ around $\left(\xi_{0}, \eta_{0}\right)=\left(\xi\left(z_{0}, w_{0}\right), \eta\left(z_{0}, w_{0}\right)\right)$. Therefore, without loss of generality, we can assume that $\left\langle\Psi_{w}, \Psi_{w}\right\rangle \neq 0$ on some neighborhood $\tilde{\mathbb{D}}^{2} \subset \mathbb{D}^{2}$ around $\left(z_{0}, w_{0}\right)$.

Under this assumption it is straightforward to verify that $g$ has a representation of the form

$$
\begin{equation*}
g=\left(\mu_{1} d z+\mu_{2} d w\right)\left(\mu_{3} d z+d w\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu_{1}=\left\langle\Psi_{z}, \Psi_{w}\right\rangle+\sqrt{\left\langle\Psi_{z}, \Psi_{w}\right\rangle^{2}-\left\langle\Psi_{z}, \Psi_{z}\right\rangle\left\langle\Psi_{w}, \Psi_{w}\right\rangle}, \\
& \mu_{2}=\left\langle\Psi_{w}, \Psi_{w}\right\rangle  \tag{2.5}\\
& \mu_{3}=\frac{\left\langle\Psi_{z}, \Psi_{w}\right\rangle-\sqrt{\left\langle\Psi_{z}, \Psi_{w}\right\rangle^{2}-\left\langle\Psi_{z}, \Psi_{z}\right\rangle\left\langle\Psi_{w}, \Psi_{w}\right\rangle}}{\left\langle\Psi_{w}, \Psi_{w}\right\rangle}
\end{align*}
$$

We note that the non-degeneracy condition $\left\langle\Psi_{z}, \Psi_{z}\right\rangle\left\langle\Psi_{w}, \Psi_{w}\right\rangle-\left\langle\Psi_{z}, \Psi_{w}\right\rangle^{2} \neq 0$ implies that the square roots in $\mu_{1}$ and $\mu_{3}$ are well-defined. Since $\left\langle\Psi_{w}, \Psi_{w}\right\rangle \neq$ 0 for some open neighborhood $\tilde{\mathbb{D}}^{2}, \mu_{3}$ is holomorphic on $\tilde{\mathbb{D}}^{2}$. Thus $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are holomorphic and well-defined on $\tilde{\mathbb{D}}^{2}$.

Next we show that there exists a holomorphic change of coordinates from $(z, w)$ to $(\tilde{z}, \tilde{w})$ satisfying:

$$
\begin{align*}
& d \tilde{z}=\tilde{z}_{z} d z+\tilde{z}_{w} d w=\ell_{1}\left(\mu_{1} d z+\mu_{2} d w\right) \\
& d \tilde{w}=\tilde{w}_{z} d z+\tilde{w}_{w} d w=\ell_{2}\left(\mu_{3} d z+d w\right) \tag{2.6}
\end{align*}
$$

where $\ell_{j}, j=1,2$, are some scalar functions of $z$ and $w$. One should observe
that the equations above are equivalent to

$$
\binom{\tilde{z}}{\tilde{w}}_{z}=\left(\begin{array}{cc}
\frac{\mu_{1}}{\mu_{2}} & 0  \tag{2.7}\\
0 & \mu_{3}
\end{array}\right)\binom{\tilde{z}}{\tilde{w}}_{w}
$$

We note that for $w=\bar{z}$, this equation is the well known Beltrami equation [1].

We will show now that the system (2.7) has a solution. Since $\mu_{1} / \mu_{2}$ and $\mu_{3}$ are holomorphic on $\tilde{\mathbb{D}}^{2}$, we can apply the Theorem of CauchyKovalevskaya for the case of holomorphic partial differential equations (see [33], Theorem 17.2 and the last paragraph on page 150). Thus there exists a locally unique holomorphic solution $(\tilde{z}, \tilde{w})$ to (2.7) in an open neighborhood $\check{\mathbb{D}}^{2} \subset \tilde{\mathbb{D}}^{2}$ of the point $\left(z_{0}, w_{0}\right) \in \tilde{\mathbb{D}}^{2}$. We can even assume $\left(z_{0}, w_{0}\right)=\left(\tilde{z}\left(z_{0}, w_{0}\right), \tilde{w}\left(z_{0}, w_{0}\right)\right)$. Therefore, there exists a holomorphic change of coordinates for $\check{\mathbb{D}}^{2} \subset \tilde{\mathbb{D}}^{2} \subset \mathbb{C}^{2}$ such that

$$
\begin{equation*}
g=\left(\ell_{1} \ell_{2}\right)^{-1} d \tilde{z} d \tilde{w} \tag{2.8}
\end{equation*}
$$

This completes the proof.
Corollary 2.3 From Theorem 2.2, it follows that a holomorphic immersion $\Psi: M \rightarrow \mathbb{C}^{3}$ which induces a holomorphic metric is a holomorphic null immersion.

We define $\partial f:=\frac{\partial f}{\partial z} d z+\frac{\partial f}{\partial w} d w$ for a complex function $f$ on $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ and $\partial \mathbf{f}:=\left(\frac{\partial f_{2}}{\partial z}-\frac{\partial f_{1}}{\partial w}\right) d z \wedge d w$ for a 1-form $\mathbf{f}=f_{1} d z+f_{2} d w$ on $\mathbb{D}^{2} \subset \mathbb{C}^{2}$. Moreover, we will need the notion of a "holomorphically convex domain". For a precise definition in full generality we refer to [17]. For this paper it will suffice to consider open balls. From [17], we quote the following result:

Lemma 2.4 ([17], Theorem 1 on page 77, and page 78) Let $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ be a simply connected holomorphically convex domain. If a 1-form $\mathbf{f}=$ $f_{1} d z+f_{2} d w$ is $\partial$-closed on $\mathbb{D}^{2}$, i.e. $\partial \mathbf{f}=0$, then $\mathbf{f}$ is $\partial$-exact on $\mathbb{D}^{2}$, i.e. $\mathbf{f}=\partial h$, where $h: \mathbb{D}^{2} \rightarrow \mathbb{C}$ is some complex function.

From Lemma 2.4, we have the following Corollary:
Corollary 2.5 Let $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ be a simply connected holomorphically convex domain and let $\tilde{g}$ be a non-zero holomorphic function on $\mathbb{D}^{2}$. Then there exists a holomorphic function $u: \mathbb{D}^{2} \rightarrow \mathbb{C}$ such that $\tilde{g}=\exp (u)$.

Proof. Since $\tilde{g}$ is non-zero and $(\partial \tilde{g}) / \tilde{g}$ is $\partial$-closed on $\mathbb{D}^{2}$, the 1-form $(\partial \tilde{g}) / \tilde{g}$ is $\partial$-exact on $\mathbb{D}^{2}$ by Lemma 2.4. If we set $p=\exp (\tilde{u})$ with a holomorphic function $\tilde{u}: \mathbb{D}^{2} \rightarrow \mathbb{C}$ such that $(\partial \tilde{g}) / \tilde{g}=\partial \tilde{u}$, then we have $(\partial p) / p=\partial \tilde{u}$, whence $\partial\left(\tilde{g}^{-1} p\right)=0$ and $\tilde{g}=c \exp (\tilde{u})$, where $c$ is some constant. We set $\tilde{g}=\exp (u)=\exp \left(\tilde{u}+c_{1}\right)$, where $c_{1}=\log c$.

Corollary 2.6 Let $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ be a simply connected holomorphically convex domain and let $\tilde{g}$ be a non-zero holomorphic function on $\mathbb{D}^{2}$. Then there exists a holomorphic function $\sqrt{\tilde{g}}$, i.e. a holomorphic function $h$ satisfying $h^{2}=\tilde{g}$.

Proof. Let $h$ be $\exp (u / 2)$, where $u$ is defined in Corollary 2.5. Then $h$ is holomorphic and $h^{2}=\tilde{g}$.

Let $\tilde{g}=\left(\ell_{1} \ell_{2}\right)^{-1}$ be the coefficient function of $g$ in (2.8). Since $\tilde{g}$ is non-zero by the non-degeneracy condition, we can apply Corollary 2.5 to $\tilde{g}$, thus we have $\tilde{g}=\exp (u)$. From now on, we will always assume that the holomorphic metric $g$ has locally the form

$$
\begin{equation*}
g=e^{u(z, w)} d z d w \tag{2.9}
\end{equation*}
$$

### 2.2. Holomorphic null immersions and Cartan's method of moving frames

In this subsection, we prove the complex version of the fundamental theorem for submanifolds, i.e. for a given holomorphic metric $g$ and a second fundamental form $I I$ satisfying the complex Gauß-Codazzi equations, there exists a holomorphic immersion into $\mathbb{C}^{3}$, which induces the metric $g$ and has the second fundamental form $I I$. To prove this, we use Cartan's method of moving frames to investigate the existence and uniqueness of maps into Lie groups.

Let $\mathbb{D}^{2}$ be some simply connected domain in $\mathbb{C}^{2}$, and let $\Psi: \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$ be a holomorphic immersion with a holomorphic metric $g$. We note that the symmetric bilinear form defined in $(2.2)$ is $S O(3, \mathbb{C})$ invariant.

From [18], we first quote the following Lemma for the existence and uniqueness of maps into Lie groups.

Lemma 2.7 (Cartan [5], Griffiths [18], page 780) Let $M$ be a simply connected manifold, and let $G$ be a Lie group, and let $\mathfrak{g}$ be its Lie algebra. Moreover let $\omega$ be the Maurer-Cartan form of $G$. Let $\psi$ be a $\mathfrak{g}$-valued 1-form
on $M$. Then there exists a smooth map $\Psi: M \rightarrow G$ with $\Psi^{*} \omega=\psi$, if and only if,

$$
\begin{equation*}
d \psi+\frac{1}{2}[\psi \wedge \psi]=0 \tag{2.10}
\end{equation*}
$$

Moreover, $\Psi$ is unique up to left translation.
We recall the structure equations for a holomorphic null immersion $\Psi$ : $\mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$ using the Cartan method of moving frames. Its ingredients are the holomorphic metric $g$ and the "moving frame" $\mathcal{F}$ :

$$
\left\{\begin{array}{l}
\mathcal{F}(z, w):=\left(e^{-u / 2}\left(\Psi_{z}+\Psi_{w}\right), i e^{-u / 2}\left(\Psi_{z}-\Psi_{w}\right), N\right)  \tag{2.11}\\
g=\langle d \Psi, d \Psi\rangle=e^{u(z, w)} d z d w
\end{array}\right.
$$

where

$$
\begin{equation*}
N:=\left(e^{-u / 2}\left(\Psi_{z}+\Psi_{w}\right) \times i e^{-u / 2}\left(\Psi_{z}-\Psi_{w}\right)\right)=2 i e^{-u}\left(\Psi_{w} \times \Psi_{z}\right) \tag{2.12}
\end{equation*}
$$

We call $N\left(=e_{3}\right)$ the Gauß map of $\Psi$. It is easy to verify that for each point $(z, w)$, the columns of $\mathcal{F}(z, w)$ form an orthonormal basis of $\mathbb{C}^{3}$, which we will abbreviate by $\mathcal{F}(z, w)=\left(e_{1}, e_{2}, e_{3}\right)$. Note, if $a$ and $b$ are two vectors in $\mathbb{C}^{3}$ satisfying $\langle a, a\rangle=\langle b, b\rangle=1$ and $\langle a, b\rangle=0$, then there exists a unique vector $c \in \mathbb{C}^{3}$ such that $(a, b, c) \in S O(3, \mathbb{C})$, and this vector can be determined by $c=a \times b$.

Since $S O(3, \mathbb{C})$ acts naturally on $\mathbb{C}^{3}$, we have the following commutative diagram:

where $(\mathcal{F}, \Psi)$ is called the Cartan lift of the immersion $\Psi$ and $S O(3, \mathbb{C}) \ltimes \mathbb{C}^{3}$ is the group of affine transformations for which the linear part is in $S O(3, \mathbb{C})$. This group will be called the "group of rigid motions in $\mathbb{C}^{3 "}$. Since $\mathbb{D}^{2}$ is a simply connected domain in $\mathbb{C}^{2}$, the Cartan lift always exists.

Next we compute the moving frame equations for $\Psi$. By a direct compu-
tation (like for Lorentzian surfaces in $\mathbb{R}^{3}$ in null coordinates [34]), we obtain the following equations:

$$
\left\{\begin{array}{l}
\mathcal{F}_{z}=\mathcal{F} A  \tag{2.13}\\
\mathcal{F}_{w}=\mathcal{F} B
\end{array}\right.
$$

where

$$
\begin{aligned}
& A=\left(\begin{array}{ccc}
0 & \frac{i}{2} u_{z} & -\left(Q+\frac{1}{2} e^{u} H\right) e^{-u / 2} \\
-\frac{i}{2} u_{z} & 0 & -i\left(Q-\frac{1}{2} e^{u} H\right) e^{-u / 2} \\
\left(Q+\frac{1}{2} e^{u} H\right) e^{-u / 2} & i\left(Q-\frac{1}{2} e^{u} H\right) e^{-u / 2} & 0
\end{array}\right), \\
& B=\left(\begin{array}{ccc}
0 & -\frac{i}{2} u_{w} & -\left(R+\frac{1}{2} e^{u} H\right) e^{-u / 2} \\
\frac{i}{2} u_{w} & 0 & i\left(R-\frac{1}{2} e^{u} H\right) e^{-u / 2} \\
\left(R+\frac{1}{2} e^{u} H\right) e^{-u / 2} & -i\left(R-\frac{1}{2} e^{u} H\right) e^{-u / 2} & 0
\end{array}\right),
\end{aligned}
$$

with $Q:=\left\langle\Psi_{z z}, N\right\rangle, R:=\left\langle\Psi_{w w}, N\right\rangle$ and $H=2 e^{-u}\left\langle\Psi_{z w}, N\right\rangle$. Then the compatibility condition for (2.13) is:

$$
\begin{equation*}
A_{w}-B_{z}+[B, A]=0 \tag{2.14}
\end{equation*}
$$

We note that, setting $\hat{\alpha}=A d z+B d w$, this is equivalent to $d \hat{\alpha}+1 / 2[\hat{\alpha} \wedge \hat{\alpha}]=$ 0.

Then (2.14) can be rephrased as follows:

$$
\left\{\begin{array}{l}
u_{z w}-2 R Q e^{-u}+\frac{1}{2} H^{2} e^{u}=0  \tag{2.15}\\
Q_{w}-\frac{1}{2} H_{z} e^{u}=0 \\
R_{z}-\frac{1}{2} H_{w} e^{u}=0
\end{array}\right.
$$

The first equation in (2.15) will be called the complex Gauß equation, and to the second and third equation in (2.15), we will refer to as the complex Codazzi equations. Note that the symmetric quadratic form II $:=$ $-\langle d \Psi, d N\rangle$, the "second fundamental form" of $\Psi$, can be rephrased in terms
of $u, Q, R$ and $H$ as follows:

$$
\begin{equation*}
I I:=-\langle d \Psi, d N\rangle=Q d z^{2}+e^{u} H d z d w+R d w^{2} . \tag{2.16}
\end{equation*}
$$

Finally we define the mean curvature for a holomorphic null immersion $\Psi$.
Definition 2.8 Let $\Psi: M \rightarrow \mathbb{C}^{3}$ be a holomorphic null immersion. Then we call the function $H=2 e^{-u}\left\langle\Psi_{z w}, N\right\rangle$ the complex mean curvature of $\Psi$.

From the above discussion we know that all holomorphic null immersions $\Psi: M \rightarrow \mathbb{C}^{3}$ inducing a holomorphic metric satisfy the complex GaußCodazzi equations.

Conversely, we can show
Theorem 2.9 Let $u, Q, R$ and $H$ satisfy the complex Gauß-Codazzi equations (2.15) on some simply connected domain $\mathbb{D}^{2} \subset \mathbb{C}^{2}$. And let $g$ be a holomorphic metric of the form $g=e^{u(z, w)} d z d w$, and let II be the symmetric quadratic form (2.16) in terms of $u, Q, R$ and $H$. Then there exists a holomorphic null immersion $\Psi: \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$, such that the holomorphic metric and the second fundamental form induced by $\Psi$ are given by $g$ and $I I$ respectively. Moreover, the immersion $\Psi$ is unique up to a rigid motion in $\mathbb{C}^{3}$.

Proof. Let $u, Q, R$ and $H$ be solutions of the complex Gauß-Codazzi equations (2.15). Let $A$ and $B$ be the so(3, $\mathbb{C}$ ) matrices defined by (2.13) in terms of $u, Q, R$, and $H$. Set $\hat{\alpha}=(A d z+B d w)$. Then $d \hat{\alpha}+1 / 2[\hat{\alpha} \wedge \hat{\alpha}]=0$ is equivalent to the complex Gauß-Codazzi equations (2.15). Thus by Lemma 2.7, we obtain $\mathcal{F}=\left(e_{1}, e_{2}, e_{3}\right) \in S O(3, \mathbb{C})$ such that $\hat{\alpha}=\left(\mathcal{F}^{-1} d \mathcal{F}\right)$. Set

$$
\begin{equation*}
\alpha=\left(A d z+B d w, \frac{1}{2}\left(e^{u / 2} e_{1}-i e^{u / 2} e_{2}\right) d z+\frac{1}{2}\left(e^{u / 2} e_{1}+i e^{u / 2} e_{2}\right) d w\right) \tag{2.17}
\end{equation*}
$$

Then $\alpha$ is an so $(3, \mathbb{C}) \ltimes \mathbb{C}^{3}$-valued 1-form. Moreover $d \alpha+1 / 2[\alpha \wedge \alpha]=0$, since this equation is equivalent to the complex Gauß-Codazzi equations (2.15). Therefore, again from Lemma 2.7, we obtain that there exists a pair $(\mathcal{F}, \Psi) \in S O(3, \mathbb{C}) \ltimes \mathbb{C}^{3}$ such that the Maurer-Cartan form of $(\mathcal{F}, \Psi)$ is $\alpha=\left(\mathcal{F}^{-1} d \mathcal{F}, d \Psi\right)$ as given in (2.17). A direct computation shows that $\langle d \Psi, d \Psi\rangle$ (resp. $-\langle d \Psi, d N\rangle$ ) is equal to the given $g$ (resp. II). Finally, the uniqueness of Lemma 2.7 implies that $\Psi$ is unique up to a rigid motion in $\mathbb{C}^{3}$.

### 2.3. Holomorphic null immersions in terms of 2 by 2 matrices

In this subsection, we reformulate the discussion of Section 2.2 in terms of $S L(2, \mathbb{C})$ and its Lie algebra $\operatorname{sl}(2, \mathbb{C})$. This is mainly done to simplify computations and the presentation.

We first note that $\mathbb{C}^{3}$ can be identified with $\operatorname{sl}(2, \mathbb{C})$ as follows:

$$
\left(\begin{array}{lll}
a & b & c \tag{2.18}
\end{array}\right)^{t} \in \mathbb{C}^{3} \leftrightarrow-\frac{i a}{2} \sigma_{1}-\frac{i b}{2} \sigma_{2}-\frac{i c}{2} \sigma_{3} \in \operatorname{sl}(2, \mathbb{C})
$$

where

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{2.19}\\
1 & 0
\end{array}\right), \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \text { and } \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The symmetric bilinear form $\langle\cdot, \cdot\rangle$ on $\mathbb{C}^{3}$ defined in (2.2) can be rephrased on $\operatorname{sl}(2, \mathbb{C})$ by:

$$
\begin{equation*}
\langle x, y\rangle=-2 \operatorname{Tr} \tilde{x} \tilde{y} \tag{2.20}
\end{equation*}
$$

where $x, y \in \mathbb{C}^{3}$, and $\tilde{x}, \tilde{y} \in \operatorname{sl}(2, \mathbb{C})$ are the corresponding matrices by the identification (2.18). Therefore we can consider holomorphic immersions into $\operatorname{sl}(2, \mathbb{C})$ instead of holomorphic immersions into $\mathbb{C}^{3}$.

It is well known [19] that $S L(2, \mathbb{C})$ is the double cover of $S O(3, \mathbb{C})$. Therefore we can replace the moving frame $\mathcal{F}$ of a holomorphic immersion $\Psi: M \rightarrow \mathbb{C}^{3}$ in $S O(3, \mathbb{C})$ by the moving frame $F$ in $S L(2, \mathbb{C})$ if $M$ is simply connected. For $F$ we have the following Lax pair equations [9] corresponding to the moving frame equations (2.13):

$$
\begin{align*}
F_{z} & =F U, \\
F_{w} & =F V \tag{2.21}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
U=\left(\begin{array}{cc}
\frac{1}{4} u_{z} & -\frac{1}{2} H e^{u / 2} \\
Q e^{-u / 2} & -\frac{1}{4} u_{z}
\end{array}\right)  \tag{2.22}\\
V=\left(\begin{array}{cc}
-\frac{1}{4} u_{w} & -R e^{-u / 2} \\
\frac{1}{2} H e^{u / 2} & \frac{1}{4} u_{w}
\end{array}\right)
\end{array}\right.
$$

with $u, Q, R$ and $H$ defined in (2.13). We will also call $F: \mathbb{D}^{2} \rightarrow S L(2, \mathbb{C})$ the moving frame of $\Psi$.

From the construction (2.11) of the moving frame we know that the Gauß map $N$ is in the $\mathbb{C}^{3}$ picture obtained by applying $\mathcal{F}$ to the unit vector in positive $z$-direction, where $(x, y, z) \in \mathbb{C}^{3}$. In the $2 \times 2$-picture this means

$$
\begin{equation*}
N(z, w)=\operatorname{Ad}(F) k_{0} \tag{2.23}
\end{equation*}
$$

where $k_{0}$ is the diagonal matrix $(i / 2) \sigma_{3}$.
In general, we can consider immersions from a simply connected domain $\mathbb{D}^{2} \subset \mathbb{C}^{2}$ into any Lie algebra, and derive the structure equations for such immersions. We refer the reader to [15] for such a theory of immersions from $\mathbb{R}^{2}$ into any Lie algebra.

### 2.4. Complex CMC-immersions in $\mathbb{C}^{3}$

From the complex Gauß-Codazzi equations in (2.15), we have the following characterization of complex CMC-immersions.

Lemma 2.10 Let $M$ be a connected 2-dimensional Stein manifold, and let $\Psi: M \rightarrow \mathbb{C}^{3}$ be a holomorphic null immersion into $\mathbb{C}^{3}$. Further let $Q$, $R, H$ and $N$ be the complex functions defined in (2.22) and the Gauß map defined in (2.23) respectively. Then the following statements are equivalent:
(1) $H$ is a constant;
(2) $Q$ depends only on $z$ and $R$ depends only on $w$;
(3) $N_{z w}=\rho N$, for some function $\rho: M \rightarrow \mathbb{C}$.

Proof. Let us parametrize $M$ locally by null coordinates $(z, w)$. Then from the complex Codazzi equations (2.15), the equivalence of (1) and (2) is clear. Let us write

$$
\begin{equation*}
N_{z}=a \Psi_{z}+b \Psi_{w}+c N \tag{2.24}
\end{equation*}
$$

where $a, b$ and $c$ are some functions. Then using $\left\langle\Psi_{z z}, N\right\rangle=Q,\left\langle\Psi_{z w}, N\right\rangle=$ $1 / 2 H e^{u}$ and $\langle N, N\rangle=1$, we have

$$
\begin{equation*}
N_{z}=-H \Psi_{z}-2 Q e^{-u} \Psi_{w} \tag{2.25}
\end{equation*}
$$

Differentiating the above equation for $w$, we obtain

$$
N_{z w}=-H_{w} \Psi_{z}-H \Psi_{z w}-2 Q_{w} e^{-u} \Psi_{w}+2 u_{w} Q e^{-u} \Psi_{w}-2 Q e^{-u} \Psi_{w w}
$$

But $\left\langle\Psi_{z}, \Psi_{w}\right\rangle=e^{u} / 2$ and $\left\langle\Psi_{z}, \Psi_{z}\right\rangle=\left\langle\Psi_{w}, \Psi_{w}\right\rangle=0$ imply that

$$
\begin{equation*}
-H \Psi_{z w}+2 u_{w} Q e^{-u} \Psi_{w}-2 Q e^{-u} \Psi_{w w} \tag{2.26}
\end{equation*}
$$

is a multiple of the Gauß map $N$. Since $N$ never vanishes, this defines a holomorphic function $\rho: M \rightarrow \mathbb{C}$. Therefore, we can write $N_{z w}$ in the form

$$
N_{z w}=-H_{w} \Psi_{z}-2 Q_{w} e^{-u} \Psi_{w}+\rho N
$$

Now the equivalence of (2) and (3) is clear in view of (2.15). This completes the proof.

From Lemma 2.10, we obtain a natural definition of the notation of a "complex CMC-immersion", which is analogous to the notion of a CMCimmersion into $\mathbb{R}^{3}$.

Definition 2.11 Let $\Psi$ be a holomorphic null immersion, and let $H$ be its complex mean curvature. Then $\Psi$ is called a complex constant mean curvature (CMC) immersion if $H$ is constant.

Remark 2.12 The case of mean curvature $H=0$ can be carried out in close analogy with the classical (real) case. To keep the presentation simple and to avoid repeated distinction of cases we assume from now on that the complex mean curvature of holomorphic null immersions does not vanish, i.e. $H \in \mathbb{C}^{*}$.

### 2.5. Complex CMC-immersions and loop groups

In this subsection, we introduce the "spectral parameter $\lambda$ ". Let $\Psi$ : $\mathbb{D}^{2} \rightarrow \operatorname{sl}(2, \mathbb{C})$ be a complex CMC-immersion, and let $F: \mathbb{D}^{2} \subset \mathbb{C}^{2} \rightarrow$ $S L(2, \mathbb{C})$ be the moving frame defined in (2.21). We introduce the following deformations for $Q$ and $R$ :

$$
\begin{equation*}
Q \rightarrow \lambda^{-2} Q \text { and } R \rightarrow \lambda^{2} R \text { for } \lambda \in \mathbb{C}^{*} \tag{2.27}
\end{equation*}
$$

Since $\lambda \in \mathbb{C}^{*}$, the deformations (2.27) do not change the complex Gauß equation (2.15). Since $H$ is constant, the complex Codazzi equation with parameter $\lambda \in \mathbb{C}^{*}$ in (2.15) also holds. We call the parameter $\lambda \in \mathbb{C}^{*}$ the spectral parameter. Therefore Theorem 2.9 (the fundamental theorem
for complex submanifolds) implies that there exists a one parameter family of complex CMC-immersions $\Psi_{\lambda}: \mathbb{D}^{2} \rightarrow s l(2, \mathbb{C})$ such that $g=$ $2\left\langle\Psi_{\lambda, z}, \Psi_{\lambda, w}\right\rangle d z d w=e^{u} d z d w,\left\langle\Psi_{\lambda, z}, \Psi_{\lambda, z}\right\rangle=\left\langle\Psi_{\lambda, w}, \Psi_{\lambda, w}\right\rangle=0,\left\langle\Psi_{\lambda, z z}, N_{\lambda}\right\rangle=$ $\lambda^{-2} Q$ and $\left\langle\Psi_{\lambda, w w}, N_{\lambda}\right\rangle=\lambda^{2} R$. And the "Lax pair" equations of $\Psi_{\lambda}$ take the form:

$$
\begin{align*}
& F_{\lambda, z}=F_{\lambda} U_{\lambda}  \tag{2.28}\\
& F_{\lambda, w}=F_{\lambda} V_{\lambda}
\end{align*}, \quad \text { where }\left\{\begin{array}{l}
U_{\lambda}=\left(\begin{array}{cc}
\frac{1}{4} u_{z} & -\frac{1}{2} H e^{u / 2} \\
\lambda^{-2} Q e^{-u / 2} & -\frac{1}{4} u_{z}
\end{array}\right) \\
V_{\lambda}=\left(\begin{array}{cc}
-\frac{1}{4} u_{w} & -\lambda^{2} R e^{-u / 2} \\
\frac{1}{2} H e^{u / 2} & \frac{1}{4} u_{w}
\end{array}\right)
\end{array}\right.
$$

We set

$$
L=\left(\begin{array}{cc}
\sqrt{\lambda^{-1}} & 0  \tag{2.29}\\
0 & \sqrt{\lambda}
\end{array}\right) .
$$

Then $\tilde{F}_{\lambda}=\operatorname{Ad}(L) F_{\lambda}$ is defined for $\lambda \in \mathbb{C}^{*}$ and satisfies the following equations:

$$
\begin{align*}
& \tilde{F}_{\lambda, z}=\tilde{F}_{\lambda} \tilde{U}_{\lambda}  \tag{2.30}\\
& \tilde{F}_{\lambda, w}=\tilde{F}_{\lambda} \tilde{V}_{\lambda}
\end{align*}, \quad \text { where }\left\{\begin{array}{l}
\tilde{U}_{\lambda}=\left(\begin{array}{cc}
\frac{1}{4} u_{z} & -\frac{1}{2} \lambda^{-1} H e^{u / 2} \\
\lambda^{-1} Q e^{-u / 2} & -\frac{1}{4} u_{z}
\end{array}\right) \\
\tilde{V}_{\lambda}=\left(\begin{array}{cc}
-\frac{1}{4} u_{w} & -\lambda R e^{-u / 2} \\
\frac{1}{2} \lambda H e^{u / 2} & \frac{1}{4} u_{w}
\end{array}\right)
\end{array}\right.
$$

An argument similar to the one given above for the existence of $\Psi_{\lambda}$ shows that there exists a holomorphic immersion $\tilde{\Psi}_{\lambda}$ corresponding to the moving frame $\tilde{F}_{\lambda}$. From Theorem 2.9, the immersions $\Psi_{\lambda}$ and $\tilde{\Psi}_{\lambda}$ are the same up to a rigid motion in $s l(2, \mathbb{C})$. Thus from now on, we will use the symbol $F_{\lambda}$ (resp. $U_{\lambda}, V_{\lambda}$ and $\Psi_{\lambda}$ ) instead of $\tilde{F}_{\lambda}$ (resp. $\tilde{U}_{\lambda}, \tilde{V}_{\lambda}$ and $\tilde{\Psi}_{\lambda}$ ). Since $U_{\lambda}$ and $V_{\lambda}$ are in $\Lambda s l(2, \mathbb{C})_{\sigma}$, it is clear that $F_{\lambda}$ is in $\in \Lambda S L(2, \mathbb{C})_{\sigma}$. We will also use the notation $F(z, w, \lambda)=F_{\lambda}(z, w), U(z, w, \lambda)=U_{\lambda}(z, w)$ and $V(z, w, \lambda)=$ $V_{\lambda}(z, w)$ respectively.

### 2.6. Complex Gauß maps and the Sym formula

In this subsection, we present another characterization of complex

CMC-immersions in $s l(2, \mathbb{C})$. This is based on the fact that the Gauß maps of complex CMC-immersions can be characterized similar to the Gauß maps of CMC-immersions in $\mathbb{R}^{3}$. Moreover, we will also obtain a Sym-type formula for complex CMC-immersions.

Let $N$ be the Gauß map of some holomorphic null immersion $\Psi$ defined by (2.23). Then, clearly, $N$ is a map into $S L(2, \mathbb{C}) / K$, where $K$ is the diagonal subgroup of $S L(2, \mathbb{C})$. We note the identification $S L(2, \mathbb{C}) / K \cong$ $\mathbb{C P}^{1} \times \mathbb{C P}^{1} \backslash \Delta$, where $\Delta=(q, q) \in \mathbb{C P}^{1} \times \mathbb{C P}^{1}$. Let $F: \mathbb{D}^{2} \rightarrow S L(2, \mathbb{C})$ be the moving frame defined by (2.21), and let $\alpha=F^{-1} d F$ be the Maurer-Cartan form of $F$. Then $\alpha$ satisfies the Maurer-Cartan equation $d \alpha+1 / 2[\alpha \wedge \alpha]=0$ (see Lemma 2.7) and we have the following commutative diagram:


We denote the Lie algebra of $S L(2, \mathbb{C})$ by $\mathfrak{g}$ and the Lie algebra of $K$ by $\mathfrak{k}$. It is well known that $\mathfrak{g}$ can be decomposed into $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ (Cartan decomposition, see [19]). Correspondingly we decompose $\alpha$ as follows:

$$
\begin{equation*}
\alpha=\alpha^{\prime} d z+\alpha^{\prime \prime} d w, \alpha^{\prime}=\alpha_{0}^{\prime}+\alpha_{1}^{\prime} \text { and } \alpha^{\prime \prime}=\alpha_{0}^{\prime \prime}+\alpha_{1}^{\prime \prime} \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{0}^{\prime}, \alpha_{0}^{\prime \prime} \in \mathfrak{k} \text { and } \alpha_{1}^{\prime}, \alpha_{1}^{\prime \prime} \in \mathfrak{p} . \tag{2.32}
\end{equation*}
$$

We note that $\alpha_{0}^{\prime}, \alpha_{0}^{\prime \prime}, \alpha_{1}^{\prime}$ and $\alpha_{1}^{\prime \prime}$ can be represented by the diagonal part of $U$, the diagonal part of $V$, the off-diagonal part of $U$ and the off-diagonal part of $V$ respectively in (2.21). A comparison with (2.30) shows that we want the spectral parameter $\lambda \in \mathbb{C}^{*}$ to be inserted into the Maurer-Cartan form $\alpha$ as follows:

$$
\begin{equation*}
\alpha^{\lambda}:=\alpha_{0}^{\prime} d z+\alpha_{0}^{\prime \prime} d w+\lambda^{-1} \alpha_{1}^{\prime} d z+\lambda \alpha_{1}^{\prime \prime} d w \text { with } \lambda \in \mathbb{C}^{*} \tag{2.33}
\end{equation*}
$$

Now we are in a position to prove the following theorem:
Theorem 2.13 Let $N: \mathbb{D}^{2} \subset \mathbb{C}^{2} \rightarrow S L(2, \mathbb{C}) / K$ be the complex Gau $\beta$
map of a holomorphic null immersion $\Psi: \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$. Then the following statements are equivalent:
(1) $\Psi_{\lambda}$ is a complex CMC-immersion in $\mathbb{C}^{3}$;
(2) $N_{z w}=\rho N$, where $\rho: \mathbb{D}^{2} \rightarrow \mathbb{C}$ is some holomorphic function;
(3) $\nabla^{\alpha^{\lambda}}:=d+\alpha^{\lambda}$ is a flat connection;
(4) $d \alpha^{\lambda}+\frac{1}{2}\left[\alpha^{\lambda} \wedge \alpha^{\lambda}\right]=0$.

Proof. From Lemma 2.10, we already know the equivalence of (1) and (2). The equivalence of (3) and (4) is trivial. Next we show the equivalence of (2) and (3). In preparation for this, we first rewrite $N=\operatorname{Ad}(F) k_{0}$, where $k_{0} \in \mathfrak{k}$ (Lie algebra of $K$, see also (2.23)). Then we have

$$
\left\{\begin{array}{l}
N_{z}=\operatorname{Ad}(F)\left[\alpha^{\prime}, k_{0}\right] \\
N_{w}=\operatorname{Ad}(F)\left[\alpha^{\prime \prime}, k_{0}\right]
\end{array}\right.
$$

Using $[\mathfrak{k}, \mathfrak{k}]=0,[\mathfrak{k}, \mathfrak{p}] \subset \mathfrak{p}$ and $[\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}, N_{z w}=\rho N$ implies

$$
\left[\alpha^{\prime \prime},\left[\alpha^{\prime}, k_{0}\right]\right]+\left[\alpha_{w}^{\prime}, k_{0}\right]=\rho k_{0}
$$

One obtains this by differentiating $N_{z}$ for $w$. Of course, one could also have differentiated $N_{w}$ for $z$. This is

$$
\left[\alpha^{\prime},\left[\alpha^{\prime \prime}, k_{0}\right]\right]+\left[\alpha_{z}^{\prime \prime}, k_{0}\right]=\rho k_{0}
$$

These two equations are equivalent, as follows from the integrability of $\alpha$ together with the Jacobi identity. Since $\mathfrak{k}$ is abelian, for the $\mathfrak{k}$-parts and $\mathfrak{p}$-parts we obtain

$$
\left\{\begin{array}{l}
{\left[\alpha_{1}^{\prime \prime},\left[\alpha_{1}^{\prime}, k_{0}\right]\right]=\rho k_{0}}  \tag{2.34}\\
{\left[\alpha_{0}^{\prime \prime},\left[\alpha_{1}^{\prime}, k_{0}\right]\right]+\left[\alpha_{1 w}^{\prime}, k_{0}\right]=0}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
{\left[\alpha_{1}^{\prime},\left[\alpha_{1}^{\prime \prime}, k_{0}\right]\right]=\rho k_{0},}  \tag{2.35}\\
{\left[\alpha_{0}^{\prime},\left[\alpha_{1}^{\prime \prime}, k_{0}\right]\right]+\left[\alpha_{1 z}^{\prime \prime}, k_{0}\right]=0 .}
\end{array}\right.
$$

Using the Jacobi identity, $[\mathfrak{k}, \mathfrak{k}]=0$, and the fact that $\operatorname{ad}\left(k_{0}\right)$ is injective on
$\mathfrak{p}$, we obtain equivalently from the second equation in (2.34) and the second equation in (2.35):

$$
\begin{align*}
-\alpha_{1 w}^{\prime}+\left[\alpha_{1}^{\prime}, \alpha_{0}^{\prime \prime}\right] & =0  \tag{2.36}\\
\alpha_{1 z}^{\prime \prime}+\left[\alpha_{0}^{\prime}, \alpha_{1}^{\prime \prime}\right] & =0 \tag{2.37}
\end{align*}
$$

Finally, again by the fact that $\mathfrak{k}$ is abelian, it is easy to see that the first equation in (2.34) and the first equation in (2.35) are equivalent and follow from the integrability of $\alpha$. Thus $N_{z w}=\rho N$ is equivalent with (2.36) and (2.37), where we assume the integrability of $\alpha$ is true anyway.

Next we note that $d \alpha^{\lambda}+1 / 2\left[\alpha^{\lambda} \wedge \alpha^{\lambda}\right]=0$ for all $\lambda \in \mathbb{C}^{*}$ is equivalent with the fact that the coefficients of each power of $\lambda$ vanish. This yields the equations

$$
\begin{align*}
\alpha_{0 z}^{\prime \prime}-\alpha_{0 w}^{\prime}+\left[\alpha_{1}^{\prime}, \alpha_{1}^{\prime \prime}\right] & =0  \tag{2.38}\\
-\alpha_{1 w}^{\prime}+\left[\alpha_{1}^{\prime}, \alpha_{0}^{\prime \prime}\right] & =0  \tag{2.39}\\
\alpha_{1 z}^{\prime \prime}+\left[\alpha_{0}^{\prime}, \alpha_{1}^{\prime \prime}\right] & =0 \tag{2.40}
\end{align*}
$$

Moreover, the $\mathfrak{k}$ part of $d \alpha+1 / 2[\alpha \wedge \alpha]=0$ is equivalent to (2.38), and therefore satisfied. This proves $(2) \Leftrightarrow(3)$. This completes the proof.

Remark 2.14 If $\Psi$ is a real CMC-immersion, i.e. $\Psi: \mathbb{D} \rightarrow \mathbb{R}^{3}$, then the second statement of Theorem 2.13 is equivalent to the statement that the Gauß map $N$ is harmonic [30].

Definition 2.15 Let $\Psi_{\lambda}$ be a complex CMC-immersion defined by the above procedure, and let $F(z, w, \lambda)=F_{\lambda}$ be the moving frame of $\Psi_{\lambda}$. Then we call $F(z, w, \lambda)$ (resp. $\Psi_{\lambda}$ ) the complex extended framing (resp. the associated family) of $\Psi$.

Next, we give a useful formula representing complex CMC-immersions. This is a generalization of the Sym formula [10] for CMC-immersions in $\mathbb{R}^{3}$.

Theorem 2.16 Let $F(z, w, \lambda),(z, w) \in \mathbb{D}^{2}, \lambda \in \mathbb{C}^{*}$ be the complex extended framing of a complex CMC-immersion $\Psi$ as defined in (2.30) and assume $H \in \mathbb{C}^{*}$. We set

$$
\begin{equation*}
\Psi_{\lambda}=-\frac{1}{2 H}\left(i \lambda \partial_{\lambda} F(z, w, \lambda) \cdot F(z, w, \lambda)^{-1}+\frac{i}{2} F(z, w, \lambda) \sigma_{3} F(z, w, \lambda)^{-1}\right) \tag{2.41}
\end{equation*}
$$

where $\sigma_{3}$ has been defined in (2.19). Then $\Psi_{\lambda}$ is for every $\lambda \in \mathbb{C}^{*}$ a complex constant mean curvature immersion in $\mathbb{C}^{3}$ with mean curvature $H \in \mathbb{C}^{*}$, and the Gauß map of $\Psi_{\lambda}$ can be described by $N_{\lambda}=\frac{i}{2} F(z, w, \lambda) \sigma_{3} F(z, w, \lambda)^{-1}$. Moreover, the moving frame for $\Psi_{\lambda}$ is equal to $F(z, w, \lambda)$. In particular, the moving frame of $\Psi_{\lambda=1}$ is $F(z, w, \lambda=1)=F(z, w)$.

Proof. Let $\Psi_{\lambda}$ be the map defined by the Sym formula (2.41). We denote by $(z, w)$ local coordinates for $\mathbb{D}^{2}$. We now consider derivatives of $\Psi_{\lambda}$ for $z$ and $w$ :

$$
\left\{\begin{array}{l}
\Psi_{\lambda, z}=\frac{-i}{2} \lambda^{-1} e^{u / 2} \operatorname{Ad}(F(z, w, \lambda))\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),  \tag{2.42}\\
\Psi_{\lambda, w}=\frac{-i}{2} \lambda e^{u / 2} \operatorname{Ad}(F(z, w, \lambda))\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
\end{array}\right.
$$

Since the cross product in $\mathbb{C}^{3}$ corresponds to the Lie bracket in $s l(2, \mathbb{C})$, we obtain (see (2.12)) for the Gauß map $N_{\lambda}$ of $\Psi_{\lambda}$

$$
\begin{align*}
N_{\lambda} & =e^{-u}\left[\Psi_{\lambda, z}+\Psi_{\lambda, w}, i\left(\Psi_{\lambda, z}-\Psi_{\lambda, w}\right)\right] \\
& =2 i e^{-u}\left[\Psi_{\lambda, w}, \Psi_{\lambda, z}\right] \\
& =-\frac{i}{2} \operatorname{Ad}(F(z, w, \lambda))\left[\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right] \\
& =\frac{i}{2} \operatorname{Ad}(F(z, w, \lambda)) \sigma_{3} \tag{2.43}
\end{align*}
$$

We can compute $\left\langle\Psi_{\lambda, z}, \Psi_{\lambda, w}\right\rangle=e^{u} / 2,\left\langle\Psi_{\lambda, z}, \Psi_{\lambda, z}\right\rangle=\left\langle\Psi_{\lambda, w}, \Psi_{\lambda, w}\right\rangle=0$, $\left\langle\Psi_{\lambda, z z}, N_{\lambda}\right\rangle=\lambda^{-2} Q,\left\langle\Psi_{\lambda, w w}, N_{\lambda}\right\rangle=\lambda^{2} R$ and $\left\langle\Psi_{\lambda, z w}, N_{\lambda}\right\rangle=H e^{u} / 2$. Therefore, $\Psi_{\lambda}$ is a complex CMC-immersion. This completes the proof.

From the above theorem, we have the following corollary:
Corollary 2.17 We retain the assumptions of Theorem 2.16. Let $l$ be a $\lambda$-independent $S L(2, \mathbb{C})$ diagonal matrix with entries $l_{0} \neq 0$ and $l_{0}^{-1} \neq 0$.

We set

$$
\tilde{\Psi}_{\lambda}=-\frac{1}{2 H}\left(i \lambda \partial_{\lambda}(F l) \cdot(F l)^{-1}+\frac{i}{2}(F l) \sigma_{3}(F l)^{-1}\right), \text { with } \lambda \in \mathbb{C}^{*}
$$

Then $\tilde{\Psi}_{\lambda}=\Psi_{\lambda}$.

## 3. Complex CMC-immersions via generalized Weierstraß type representations

In this section, we present a "generalized Weierstraß type representation" for complex CMC-immersions which is analogous to the "generalized Weierstraß type representation for CMC-immersions in the double loop group picture" as presented in Section A.3. We also give examples of complex CMC-immersions using this representation.

### 3.1. The pair of holomorphic potentials associated with complex CMC-immersions

In this subsection, we produce for every complex CMC-immersion a pair of $\Lambda s l(2, \mathbb{C})_{\sigma}$-valued holomorphic 1-forms, called "the pair of holomorphic potentials".

Theorem 3.1 Let $M$ be a connected 2-dimensional Stein manifold. Let $\Psi_{\lambda}: M \rightarrow \mathbb{C}^{3}$ be an associated family of complex CMC-immersions with mean curvature $H \in \mathbb{C}^{*}$. Let $F(z, w, \lambda)$ be the extended framing of $\Psi_{\lambda}$. Then there exist $V_{+}: M \rightarrow \Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ and $V_{-}: M \rightarrow \Lambda^{-} S L(2, \mathbb{C})_{\sigma}$ such that

$$
\begin{align*}
& C(z, \lambda)=F(z, w, \lambda) V_{+}(z, w, \lambda)  \tag{3.1}\\
& L(w, \lambda)=F(z, w, \lambda) V_{-}(z, w, \lambda) \tag{3.2}
\end{align*}
$$

In particular we have $\partial_{w} C=0$ and $\partial_{z} L=0$. Moreover, setting $\eta=C^{-1} d C$ and $\tau=L^{-1} d L$ we obtain a pair of $\Lambda s l(2, \mathbb{C})_{\sigma}$-valued 1 -forms of the form

$$
\begin{equation*}
\check{\eta}=(\eta(z, \lambda), \tau(w, \mu))=\left(\sum_{k=-1}^{\infty} \eta_{k}(z) \lambda^{k}, \quad \sum_{m=-\infty}^{1} \tau_{m}(w) \mu^{m}\right) \tag{3.3}
\end{equation*}
$$

The upper right entry of $\eta_{-1}$ and the lower left entry of $\tau_{1}$ do not vanish on $M$.

Proof. To find the pair of holomorphic potentials we are looking for, we look for matrix valued functions $V_{+}$and $V_{-}$satisfying

$$
\begin{equation*}
C(z, \lambda)=F(z, w, \lambda) V_{+}(z, w, \lambda), \quad L(w, \lambda)=F(z, w, \lambda) V_{-}(z, w, \lambda) \tag{3.4}
\end{equation*}
$$

where $V_{+}(z, w, \lambda) \in \Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ and $V_{-}(z, w, \lambda) \in \Lambda^{-} S L(2, \mathbb{C})_{\sigma}$.
Let $\left(U_{\alpha}\right)$ be an open cover of $M$, where $U_{\alpha}=\left\{(z, w) \in \mathbb{C}^{2}| | z-z_{\alpha} \mid \leq\right.$ $\left.\epsilon,\left|w-w_{\alpha}\right| \leq \epsilon\right\}$. We consider the first equation in (3.4) on $U_{\alpha}$. This is equivalent to

$$
\begin{equation*}
V_{+\alpha, w}(z, w, \lambda)=-V(z, w, \lambda) V_{+\alpha}(z, w, \lambda) \tag{3.5}
\end{equation*}
$$

where the subscript $w$ means the partial derivative with respect to $w$. Thus we look for a solution $V_{+\alpha} \in \Lambda^{+} S L(2, \mathbb{C})$ to equation (3.5). Since the frame $F$ is holomorphic, $V=F^{-1} F_{w}$ is also holomorphic. So, we can write

$$
V=\sum_{j, k \in \mathbb{Z}} V_{j, k}\left(z-z_{\alpha}\right)^{j}\left(w-w_{\alpha}\right)^{k}
$$

for all $\left|z-z_{\alpha}\right| \leq \epsilon,\left|w-w_{\alpha}\right| \leq \epsilon$, where $\epsilon$ is sufficient small and $V$ as in (2.22). Now for every fixed $z, \partial_{w} V_{+\alpha}=-V V_{+\alpha}$ is an ordinary differential equation. We solve this ODE with initial condition $V_{+\alpha}\left(z_{\alpha}, w_{\alpha}\right)=\mathrm{Id}$. Note that $\operatorname{det} V_{+\alpha}(z, w) \equiv 1$, since $\operatorname{Tr}(V(z, w)) \equiv 0$. Note as well that $V_{+\alpha}(z, w)$ is defined for all $(z, w)$ satisfying $\left|z-z_{\alpha}\right| \leq \epsilon$ and $\left|w-w_{\alpha}\right| \leq \epsilon$, because the differential equation is linear. Note that $V_{+\alpha}(z, w)$ is twisted, that is, $V_{+\alpha}(-\lambda)=\sigma_{3} V_{+\alpha}(\lambda) \sigma_{3}$, because $\left.V_{+\alpha}\right|_{z=z_{\alpha}}=\mathrm{Id}$ and $V$ is twisted.

Thus, for all $\alpha$, we can find holomorphic solutions $V_{+\alpha}: U_{\alpha} \rightarrow$ $\Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ to (3.5). On $U_{\alpha} \cap U_{\beta}$, we define

$$
h_{\alpha \beta}=V_{+\alpha}^{-1} V_{+\beta}: U_{\alpha} \cap U_{\beta} \rightarrow \Lambda^{+} S L(2, \mathbb{C})_{\sigma}
$$

Then $h_{\alpha \beta}$ satisfies the co-cycle condition, i.e. $h_{\alpha \beta} h_{\beta \gamma}=h_{\alpha \gamma}$. Moreover, $h_{\alpha \beta}$ is holomorphic. Thus there exists a holomorphic $\Lambda^{+} S L(2, \mathbb{C})_{\sigma}$-principal fiber bundle $P \rightarrow M$ whose holomorphic sections are described by (3.5). Since $M$ is a Stein manifold, by a generalization of Grauert's theorem [4], such a holomorphic bundle is trivial. Thus we have $h_{\alpha \beta}=h_{\alpha} h_{\beta}^{-1}$ for all $\alpha$ and $\beta$, where $h_{\alpha}: U_{\alpha} \rightarrow \Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ is holomorphic. Then $V_{+}:=V_{+\alpha} h_{\alpha}$ is well-defined on $M$ and (3.1) holds on $M$. Analogously one can prove (3.2).

Note that this implies obviously $\partial_{w} C=0$ and $\partial_{z} L=0$. To verify the last statement we note that, since $\eta=V_{+}^{-1}\left(F^{-1} d F\right) V_{+}+V_{+}^{-1} d V_{+}$and $\left.V_{+}\right|_{\lambda=0}$ has no zeros on $M$, the $\lambda^{-1}$-term of the upper right entry of $\eta$ does not vanish on $M$. Analogously one can show that $\lambda$-term of the left lower entry of $\tau$ does not vanish. This completes the proof.

Definition 3.2 Let $\check{\eta}$ be the pair of holomorphic 1-forms defined in Theorem 3.1. We call $\check{\eta}$ the pair of holomorphic potentials associated with $\Psi_{\lambda}$.

## Remark 3.3

(1) The first part of Theorem 3.1, which is the existence of $C(z, \lambda)$ and $L(w, \lambda)$, also holds in the case $H=0$.
(2) For a pair of potentials $\check{\eta}=(\eta, \tau)$, the condition $H \in \mathbb{C}^{*}$ is equivalent with saying that the right upper entry of $\eta_{-1}$ and the left lower entry of $\tau_{1}$ never vanish. We will refer to this property as "Property $(*)$ ".
(3) In case the two Hopf differentials $Q$ and $R$ never vanish property (*) can be expressed in a simple way. In this case: property $(*) \Leftrightarrow \eta_{-1}$ and $\tau_{1}$ are semisimple on $M \Leftrightarrow \operatorname{det} \eta_{-1} \neq 0, \operatorname{det} \tau_{1} \neq 0$ on $M$.

### 3.2. Complex CMC-immersions from a pair of holomorphic potentials

In this subsection, we explain how one can construct a complex CMCimmersion from a pair of holomorphic potentials. Let $\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))$ be a pair of holomorphic potentials

$$
\begin{equation*}
\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))=\left(\sum_{k=-1}^{\infty} \eta_{k}(z) \lambda^{k}, \quad \sum_{m=-\infty}^{1} \tau_{m}(w) \lambda^{m}\right) \tag{3.6}
\end{equation*}
$$

where $(z, w) \in \mathbb{D}^{2}, \mathbb{D}^{2}$ is some simply connected holomorphically convex domain in $\mathbb{C}^{2}, \lambda \in \mathbb{C}^{*}[17]$, and $\eta_{k}$ and $\tau_{m}$ are $s l(2, \mathbb{C})$-valued holomorphic differential 1-forms. Moreover, $\check{\eta}$ is twisted. We assume that the upper right entry of $\eta_{-1}(z)$ and the lower left entry $\tau_{1}(w)$ do not vanish for all $(z, w) \in \mathbb{D}^{2}$.

Let $C$ and $L$ denote the solutions to the differential equations

$$
\begin{cases}d C=C \eta, & C\left(z_{0}, \lambda\right)=\mathrm{Id}  \tag{3.7}\\ d L=L \tau, & L\left(w_{0}, \mu\right)=\mathrm{Id}\end{cases}
$$

where $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$ is a fixed base point. We consider the generalized Iwasawa decomposition of Theorem A.3:

$$
\begin{equation*}
(C, L)=(F, F)(\mathrm{Id}, W)\left(V_{+}, V_{-}\right) \tag{3.8}
\end{equation*}
$$

In view of the initial conditions and the fact that the big cell in the double loop group is open, we can assume $W=\mathrm{Id}$, if $(z, w)$ is sufficiently close to $\left(z_{0}, w_{0}\right)$. Thus

$$
\begin{equation*}
C=F V_{+}, \quad L=F V_{-}, \tag{3.9}
\end{equation*}
$$

and $F$ is holomorphic in the two complex variables $z$ and $w[21]$. After these preparations we can prove:

Theorem 3.4 With the assumptions above, let $F(z, w, \lambda)$ be defined by the generalized Iwasawa decomposition (3.8). Then there exists a $\lambda$-independent diagonal matrix $l(z, w)$ such that $F(z, w, \lambda) l(z, w)$ is a complex extended framing of the associated family of complex CMC-immersions $\Psi_{\lambda}: \tilde{\mathbb{D}}^{2} \rightarrow \mathbb{C}^{3}$ defined by the Sym formula (2.41), where $\tilde{\mathbb{D}}^{2}$ is an open neighborhood of $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$. Moreover, $l(z, w)$ can be determined from $V_{+}$and $V_{-}$of (3.8) as stated in the proof below.

Proof. Let us compute the Maurer-Cartan form $\alpha=F^{-1} d F$. From the first equation in (3.9), we have

$$
\begin{equation*}
\alpha=V_{+} \eta V_{+}^{-1}-d V_{+} V_{+}^{-1}=\sum_{j=-1}^{\infty} \lambda^{j} \hat{\alpha}_{j} \tag{3.10}
\end{equation*}
$$

where $\hat{\alpha}_{j}$ are $s l(2, \mathbb{C})$-valued 1 -forms. On the other hand, from the second equation in (3.9), we have

$$
\begin{equation*}
\alpha=V_{-} \tau V_{-}^{-1}-d V_{-} V_{-}^{-1}=\sum_{j=-\infty}^{1} \lambda^{j} \tilde{\alpha}_{j} \tag{3.11}
\end{equation*}
$$

where $\tilde{\alpha}_{j}$ are $s l(2, \mathbb{C})$-valued 1-forms. Thus, we obtain $\alpha=\sum_{j=-1}^{1} \lambda^{j} \alpha_{j}$. Since $F$ is in $\Lambda S L(2, \mathbb{C})_{\sigma}, \alpha_{j}$ is diagonal (resp. off-diagonal) if $j$ is even (resp. odd), and $\operatorname{Tr}\left(\alpha_{j}\right)=0$. We set

$$
\alpha_{-1}=\left(\begin{array}{cc}
0 & \alpha_{-112} \\
\alpha_{-121} & 0
\end{array}\right) \quad \text { and } \quad \alpha_{1}=\left(\begin{array}{cc}
0 & \alpha_{112} \\
\alpha_{121} & 0
\end{array}\right)
$$

Let us consider the constant coefficient of the Fourier expansion of $V_{+}$(resp. $V_{-}$), and the $\lambda^{-1}$ (resp. $\lambda$ ) coefficient $\eta_{-1}$ (resp. $\tau_{1}$ ) of $\eta$ (resp. $\tau$ ). These matrices we write respectively in the form:

$$
\begin{align*}
V_{+}(z, w, \lambda=0) & =\left(\begin{array}{cc}
v_{+} & 0 \\
0 & v_{+}^{-1}
\end{array}\right), \quad V_{-}(z, w, \mu=\infty)=\left(\begin{array}{cc}
v_{-} & 0 \\
0 & v_{-}^{-1}
\end{array}\right)  \tag{3.12}\\
\eta_{-1} & =\left(\begin{array}{cc}
0 & \eta_{12} \\
\eta_{21} & 0
\end{array}\right) \text { and } \tau_{1}=\left(\begin{array}{cc}
0 & \tau_{12} \\
\tau_{21} & 0
\end{array}\right)
\end{align*}
$$

With this notation we obtain

$$
\alpha=\lambda^{-1}\left(\begin{array}{cc}
0 & v_{+}^{2} \eta_{12}  \tag{3.13}\\
v_{+}^{-2} \eta_{21} & 0
\end{array}\right) d z+\alpha_{0}+\lambda\left(\begin{array}{cc}
0 & v_{-}^{2} \tau_{12} \\
v_{-}^{-2} \tau_{21} & 0
\end{array}\right) d w
$$

From the coefficients of the $d w$ (resp. the $d z$ ) part of $\alpha$ in (3.10) (resp. (3.11)), we have

$$
\alpha_{0}=\left(\begin{array}{cc}
-\left(\log v_{+}\right)_{w} d w-\left(\log v_{-}\right)_{z} d z & 0 \\
0 & \left(\log v_{+}\right)_{w} d w+\left(\log v_{-}\right)_{z} d z
\end{array}\right)
$$

Since $\eta_{12}$ and $\tau_{21}$ never vanish on $(z, w) \in \mathbb{D}^{2}$, we consider the following holomorphic change of coordinates:

$$
\begin{equation*}
(\tilde{z}, \tilde{w})=\left(\frac{-2}{H} \int \eta_{12} d z, \frac{2}{H} \int \tau_{21} d w\right) \tag{3.14}
\end{equation*}
$$

Noting that $v_{-} \neq 0$ and $v_{+} \neq 0$, we set

$$
l=\left(\begin{array}{cc}
\sqrt{v_{+} v_{-}} & 0  \tag{3.15}\\
0 & 1 / \sqrt{v_{+} v_{-}}
\end{array}\right)
$$

Then the Maurer-Cartan equation for $F \cdot l$ under the holomorphic change of coordinates (3.14) is

$$
\begin{aligned}
\check{\alpha} & =(F \cdot l)^{-1} d(F \cdot l) \\
& =\lambda^{-1}\left(\begin{array}{cc}
0 & -\frac{H v_{+} v_{-}^{-1}}{2} \\
-\frac{H \eta_{21} v_{+}^{-1} v_{-}}{2 \eta_{12}} & 0
\end{array}\right) d \tilde{z}+\check{\alpha}_{0}+\lambda\left(\begin{array}{cc}
0 & \frac{H \tau_{12} v_{+}^{-1} v_{-}}{2 \tau_{21}} \\
\frac{H v_{+} v_{-}^{-1}}{2} & 0
\end{array}\right) d \tilde{w},
\end{aligned}
$$

where

$$
\check{\alpha}_{0}=\left(\begin{array}{cc}
\frac{1}{2}\left(\log v_{+} v_{-}^{-1}\right)_{\tilde{z}} d \tilde{z} & 0 \\
-\frac{1}{2}\left(\log v_{+} v_{-}^{-1}\right)_{\tilde{w}} d \tilde{w} & \\
0 & -\frac{1}{2}\left(\log v_{+} v_{-}^{-1}\right)_{\tilde{z}} d \tilde{z} \\
0 & +\frac{1}{2}\left(\log v_{+} v_{-}^{-1}\right)_{\tilde{w}} d \tilde{w}
\end{array}\right) .
$$

Using Corollary 2.5, we set $v_{+} v_{-}^{-1}=e^{u / 2}$, and we also set $Q=$ $-(H / 2) \eta_{21} \eta_{12}^{-1}$ and $R=-(H / 2) \tau_{12} \tau_{21}^{-1}$. Then $\check{\alpha}=\tilde{U}_{\lambda} d z+\tilde{V}_{\lambda} d w$, where $\tilde{U}_{\lambda}$ and $\tilde{V}_{\lambda}$ have the form stated in (2.30). Therefore, $F \cdot l$ is a complex extended framing of some complex CMC-immersion. This completes the proof.

## Remark 3.5

(1) By Corollary 2.17, $F$ and $F \cdot l$ in Theorem 3.4 define the same complex CMC-immersions.
(2) We can also use a pair of meromorphic potentials instead of a pair of holomorphic potentials in the above procedure.

Next we show that the pair of holomorphic potentials is not uniquely defined for the complex CMC-immersion. Let $\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))$ be a pair of holomorphic potentials defined in (3.6), and let $\check{\eta}_{2}$ be the pair of holomorphic potentials defined as follows:

$$
\begin{equation*}
\check{\eta}_{2}=\left(\eta_{2}, \tau_{2}\right)=\left(\tilde{V}_{+} \eta \tilde{V}_{+}^{-1}+\tilde{V}_{+}^{-1} d \tilde{V}_{+}, \quad \tilde{V}_{-} \tau \tilde{V}_{-}^{-1}+\tilde{V}_{-}^{-1} d \tilde{V}_{-}\right) \tag{3.16}
\end{equation*}
$$

where $\tilde{V}_{+}: \mathbb{D}^{2} \rightarrow \Lambda^{+} S L(2, \mathbb{C})_{\sigma}\left(\right.$ resp. $\left.\tilde{V}_{-}: \mathbb{D}^{2} \rightarrow \Lambda^{-} S L(2, \mathbb{C})_{\sigma}\right)$ is some positive (resp. negative) loop depending only on $z$ (resp. $w$ ) with the initial condition $\tilde{V}_{+}\left(z_{0}\right)=$ Id (resp. $\tilde{V}_{-}\left(w_{0}\right)=\mathrm{Id}$ ). We note that $\check{\eta}_{2}$ is a pair of holomorphic potentials, since $V_{+} \in \Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ and $V_{-} \in \Lambda^{-} S L(2, \mathbb{C})_{\sigma}$. Then the solutions to the differential equations (3.7) with the pair of holomorphic potentials $\check{\eta}_{2}$ can be written in $\left(C \tilde{V}_{+}, L \tilde{V}_{-}\right)$, where $C$ and $L$ are
the solutions of the differential equations (3.7) with the pair of holomorphic potentials $\check{\eta}$. By the generalized Iwasawa decomposition of Theorem A.3, we have

$$
\begin{equation*}
\left(C \tilde{V}_{+}(z), L \tilde{V}_{-}(w)\right)=(F, F)(\operatorname{Id}, W)\left(V_{+} \tilde{V}_{+}(z), V_{-} \tilde{V}_{-}(w)\right) \tag{3.17}
\end{equation*}
$$

where $(C, L)=(F, F)(\operatorname{Id}, W)\left(V_{+}, V_{-}\right)$is the generalized Iwasawa decomposition for $(C, L)$.

From the above discussion, we have
Remark 3.6 If the pairs of holomorphic potentials $\check{\eta}$ and $\check{\eta}_{2}$ are related via a pair $\left(\tilde{V}_{+}(z), \tilde{V}_{-}(w)\right)$, then we say that $\check{\eta}_{2}$ is obtained from $\check{\eta}$ via $a$ holomorphic gauge (or by a pair of holomorphic gauges). Setting $\tilde{h}_{\tilde{V}_{+}}=$ $\tilde{V}_{+}\left(z_{0}\right)^{-1}$ and $\tilde{h}_{-}=\tilde{V}_{-}\left(w_{0}\right)^{-1}$ we consider $\left(\tilde{h}_{+} F, \tilde{h}_{-} F\right)=(\tilde{F}, \tilde{F})\left(\tilde{L}_{+}, \tilde{L}_{-}\right)$ and obtain

$$
\left(\tilde{h}_{+} C \tilde{V}_{+}(z), \tilde{h}_{-} L \tilde{V}_{-}(w)\right)=(\tilde{F}, \tilde{F})\left(\tilde{L}_{+} V_{+} \tilde{V}_{+}(z), \tilde{L}_{-} V_{-} \tilde{V}_{-}(w)\right)
$$

in a sufficiently small neighborhood of $\left(z_{0}, w_{0}\right)$. Therefore, the surface associated with $\check{\eta}_{2}$ is the one associated with $\tilde{F}$. We say that the surface associated with $\check{\eta}_{2}$ has been obtained from the surface associated with $\check{\eta}$ by dressing. Clearly, if $\tilde{V}_{+}\left(z_{0}\right)=$ Id and $\tilde{V}_{-}\left(w_{0}\right)=\mathrm{Id}$, then $F=\tilde{F}$ and the holomorphic gauge $\left(\tilde{V}_{+}(z), \tilde{V}_{-}(w)\right)$ does not change the surface.
Remark 3.7 Due to the fact that the generalized Iwasawa decomposition is not global, the extended framing obtained by (3.8) is only meromorphic. Thus the immersion $\Psi$ defined from $F$ by the Sym-Formula is meromorphic in $(z, w)$ and thus will have in general singularities where $F$ has singularities. We will sometimes refer to such a $\Psi$ as a meromorphic immersion.

### 3.3. The pair of normalized potentials for a complex CMCimmersion

In this subsection we show that for every complex CMC-immersion there exists a pair $\check{\eta}=(\eta, \tau)$ of meromorphic potentials, where $\eta$ only has a $\lambda^{-1}$-term and $\tau$ only has a $\lambda$-term.

Let $M$ be a connected 2-dimensional Stein manifold, and $\widetilde{M}$ be its simply connected universal cover. For our purpose it is sufficient to assume $\widetilde{M}$ is a domain in $\mathbb{C}^{2}$. We note that $\widetilde{M}$ is again a Stein manifold (see [32], [17] Chapter V, page 126). Let $F(z, w, \lambda): \widetilde{M} \rightarrow \Lambda S L(2, \mathbb{C})_{\sigma}$ be the extended
framing of some associated family of complex CMC-immersions $\Psi_{\lambda}: M \rightarrow$ $\mathbb{C}^{3}$, and $\left(z_{0}, w_{0}\right)$ be some fixed point in $\widetilde{M}$ such that $F\left(z_{0}, w_{0}, \lambda\right)=$ Id. Let $C(z, \lambda)$ and $L(w, \lambda)$ be $\Lambda S L(2, \mathbb{C})_{\sigma}$ loops as defined in (3.1) and (3.2). First we apply the Birkhoff decomposition Theorem A. 1 to $F(z, w, \lambda)$ for $(z, w)$ sufficiently close to $\left(z_{0}, w_{0}\right) \in \mathbb{D}^{2}$. We obtain:

$$
\left\{\begin{array}{l}
C(z, \lambda)=F_{-}(z, w, \lambda) \cdot\left(F_{+}(z, w, \lambda) V_{+}(z, w, \lambda)\right)  \tag{3.18}\\
L(w, \lambda)=\tilde{F}_{+}(z, w, \lambda) \cdot\left(\tilde{F}_{-}(z, w, \lambda) V_{-}(z, w, \lambda)\right)
\end{array}\right.
$$

where $F_{-}$and $\tilde{F}_{-}$(resp. $F_{+}$and $\tilde{F}_{+}$) are loops in $\Lambda_{*}^{-} S L(2, \mathbb{C})_{\sigma}$ and $\Lambda^{-} S L(2, \mathbb{C})_{\sigma}\left(\operatorname{resp} . \Lambda^{+} S L(2, \mathbb{C})_{\sigma}\right.$ and $\left.\Lambda_{*}^{+} S L(2, \mathbb{C})_{\sigma}\right)$. Since (3.18) describes the Birkhoff decompositions of $C(z, \lambda)$ and $L(w, \lambda)$, it follows that $F_{-}$(resp. $\tilde{F}_{+}$) depends only on $z$ (resp. $w$ ).

Remark 3.8 In general, we have diagonal terms $w_{n}$ in the Birkhoff decomposition as in Theorem A.1. We denote $S=\left\{p \in \widetilde{M} \mid F_{-}(p)\right.$ is not contained in the big cell $\} \subset \widetilde{M}$. Then by Lemma 2.6 in [12], $F_{-}$extends meromorphically to $S$.

We fix $w$ as $w_{0}$ and $z$ as $z_{0}$ in the first and second equations in (3.18) respectively. Then we have:

$$
\begin{aligned}
& F_{-}(z, \lambda)=C(z, \lambda)\left(F_{+}\left(z, w_{0}, \lambda\right) V_{+}\left(z, w_{0}, \lambda\right)\right)^{-1} \\
& \tilde{F}_{+}(w, \lambda)=L(w, \lambda)\left(\tilde{F}_{-}\left(z_{0}, w, \lambda\right) V_{-}\left(z_{0}, w, \lambda\right)\right)^{-1}
\end{aligned}
$$

From (3.6), we have $\left(C(z)^{-1} d C(z), L(w)^{-1} d L(w)\right)=\left(\sum_{j=-1}^{\infty} \eta_{j} \lambda^{j}\right.$, $\sum_{j=-\infty}^{1} \tau_{j} \lambda^{j}$, and we note that $\left(F_{+} V_{+}\right)^{-1} \in \Lambda^{+} S L(2, \mathbb{C})_{\sigma}$ and $\left(\tilde{F}_{-} V_{-}\right)^{-1} \in$ $\Lambda^{-} S L(2, \mathbb{C})_{\sigma}$. From this we infer

$$
\left\{\begin{array}{l}
\xi(z, \lambda):=F_{-}(z, \lambda)^{-1} d F_{-}(z, \lambda)=\lambda^{-1}\left(\begin{array}{cc}
0 & f \\
\hat{Q} / f & 0
\end{array}\right) d z \\
\nu(z, \lambda):=\tilde{F}_{+}(w, \lambda)^{-1} d \tilde{F}_{+}(w, \lambda)=\lambda\left(\begin{array}{cc}
0 & \hat{R} / g \\
g & 0
\end{array}\right) d w
\end{array}\right.
$$

where $\hat{R}$ (resp. $\hat{Q}$ ) is a holomorphic function on $\widetilde{M}$ with respect to $w$ (resp. $z)$ and $g($ resp. $f$ ) is a meromorphic function with respect to $w$ (resp. $z$ ).

We summarize the discussion above in the following theorem [35]:

Theorem 3.9 Let $M$ be a connected 2-dimensional Stein manifold, and let $\widetilde{M} \subset \mathbb{C}^{2}$ be its simply connected universal cover. Let $F(z, w, \lambda): \widetilde{M} \rightarrow$ $\Lambda S L(2, \mathbb{C})_{\sigma}$ be the extended framing of some associated family of complex CMC-immersions $\Psi_{\lambda}: M \rightarrow \mathbb{C}^{3}$ with mean curvature $H \in \mathbb{C}^{*}$. Then $\Psi_{\lambda}$ is produced by a pair of meromorphic 1-forms $\check{\xi}$ on $\widetilde{M}$ of the form

$$
\check{\xi}=(\xi(z, \lambda), \nu(w, \lambda))=\left(\lambda^{-1}\left(\begin{array}{cc}
0 & f  \tag{3.19}\\
\hat{Q} / f & 0
\end{array}\right) d z, \lambda\left(\begin{array}{cc}
0 & \hat{R} / g \\
g & 0
\end{array}\right) d w\right)
$$

where $\hat{R}$ and $\hat{Q}$ are holomorphic functions on $\widetilde{M}$ with respect to $w$ (resp. z) and $g$ and $f$ are meromorphic functions with respect to $w$ (resp. z). Moreover, $f, g, Q$ and $R$ are obtained as follows:

$$
\left\{\begin{array}{l}
f=-\frac{H}{2} \exp \left(u\left(z, w_{0}\right)-u\left(z_{0}, w_{0}\right) / 2\right)  \tag{3.20}\\
g=\frac{H}{2} \exp \left(u\left(z_{0}, w\right)-u\left(z_{0}, w_{0}\right) / 2\right) \\
\hat{Q}=-\frac{H}{2}\left\langle\Psi_{z z}, N\right\rangle=-\frac{H}{2} Q \text { and } \hat{R}=-\frac{H}{2}\left\langle\Psi_{w w}, N\right\rangle=-\frac{H}{2} R,
\end{array}\right.
$$

where $e^{u(z, w)}$ is the holomorphic metric defined in (2.9) for the complex CMC-immersions $\Psi_{\lambda},\left(z_{0}, w_{0}\right)$ is some fixed point in $\widetilde{M}$ such that $F\left(z_{0}, w_{0}, \lambda\right)=\mathrm{Id}, H$ is the complex mean curvature of $\Psi_{\lambda}$, which is a nonzero constant, and $Q$ and $R$ are defined in (2.13).

Proof. We only need to show that $f, g, \hat{Q}$ and $\hat{R}$ have the form in (3.20). Since $F(z, w, \lambda)=F_{-}(z, \lambda) F_{+}(z, w, \lambda)$ by the Birkhoff decomposition Theorem A.1, we obtain

$$
\begin{aligned}
\xi(z, \lambda)= & F_{-}(z, \lambda)^{-1} d F_{-}(z, \lambda) \\
= & \operatorname{Ad}\left(F_{+}\left(z, w_{0}, \lambda\right)\right)\left(F\left(z, w_{0}, \lambda\right)^{-1} d F\left(z, w_{0}, \lambda\right)\right) \\
& -d F_{+}\left(z, w_{0}, \lambda\right) F_{+}\left(z, w_{0}, \lambda\right)^{-1}
\end{aligned}
$$

From (2.30), we have

$$
F\left(z, w_{0}, \lambda\right)^{-1} \partial_{z} F\left(z, w_{0}, \lambda\right)=\left(\begin{array}{cc}
\frac{1}{4} u_{z}\left(z, w_{0}\right) & -\frac{1}{2} \lambda^{-1} H e^{u\left(z, w_{0}\right) / 2} \\
\lambda^{-1} Q e^{-u\left(z, w_{0}\right) / 2} & -\frac{1}{4} u_{z}\left(z, w_{0}\right)
\end{array}\right)
$$

Since $F_{-} \in \Lambda_{*}^{-} S L(2, \mathbb{C})$ and $F\left(z_{0}, w_{0}, \lambda\right)=\mathrm{Id}$, we have $F_{-}\left(z_{0}, \lambda\right)=$ Id. Noting $F_{-} \in \Lambda_{*}^{-} S L(2, \mathbb{C})_{\sigma}$ and comparing the diagonal part of $F\left(z, w_{0}, \lambda\right)^{-1} d F\left(z, w_{0}, \lambda\right)$ to $\xi(z, \lambda)$, we obtain

$$
F_{+}\left(z, w_{0}, \lambda=0\right)=\left(\begin{array}{cc}
e^{u\left(z, w_{0}\right) / 4-u\left(z_{0}, w_{0}\right) / 4} & 0 \\
0 & e^{-u\left(z, w_{0}\right) / 4+u\left(z_{0}, w_{0}\right) / 4}
\end{array}\right)
$$

Therefore $f$ and $\hat{Q}$ are the functions defined in (3.20). A similar argument applies to $\nu(w, \lambda)$. This completes the proof.

Definition 3.10 The potential $\check{\xi}=(\xi, \nu)$ just defined will be called the pair of normalized potentials for the complex CMC-immersion $\Psi$.

### 3.4. Singular points of complex CMC-immersions

In Section 3.2 we started form a pair of holomorphic potentials and obtained a complex CMC-immersion which may only be meromorphic as a function of $(z, w)$ due to the fact that generalized Iwasawa decomposition is not global. In this section, we consider a different type of singularity.

Lemma 3.11 Let $\check{\eta}=(\eta, \tau)$ be a pair of holomorphic potentials of the form (3.6) for which the upper right entry of $\eta_{-1}$ and the lower left entry of $\tau_{1}$ does not vanish identically. Then the resulting map $\Psi_{\lambda}$ obtained in Theorem 3.3 is not an immersion at $\left(z_{p}, w_{p}\right) \in \mathbb{D}^{2}$ if the upper right entry of $\eta_{-1}$ has a zero at $z_{p}$ or the lower left entry of $\tau_{1}$ has a zero at $w_{p}$ and if the extended framing $F$ associated with $\check{\eta}$ is defined at $\left(z_{p}, w_{p}\right)$.

Proof. We note that on the connected open set $\Omega \subset \mathbb{D}^{2}$, where the right upper entry of $\eta_{-1}$ and the left lower entry of $\tau_{1}$ do not vanish we can apply the results of the previous sections and obtain (at least locally) complex CMC-immersions with mean curvature $H \neq 0$. However, the group decomposition results also apply to points outside of $\Omega$. Let $F$ be the extended framing obtained from the pair of potentials $\check{\eta}=(\eta, \tau)$ by the procedure (of Theorem 3.3). Then the Maurer-Cartan form $\alpha=F^{-1} d F$ has the form (2.30). The Maurer-Cartan form $\alpha$ also can be written as follows:

$$
\begin{align*}
\alpha & =V_{+} C^{-1} d C V_{+}^{-1}-d V_{+} V_{+}^{-1}=V_{-} L^{-1} d L V_{-}^{-1}-d V_{-} V_{-}^{-1} \\
& =V_{+} \eta V_{+}^{-1}-d V_{+} V_{+}^{-1}=V_{-} \tau V_{-}^{-1}-d V_{-} V_{-}^{-1} \tag{3.21}
\end{align*}
$$

where $C$ and $L$ are defined by (3.7), $V_{+}$and $V_{-}$are defined by (3.8). We denote the upper right entry of $\eta_{-1}$ by $\eta_{12}(z)$ and the lower left entry of $\tau_{1}$ by $\tau_{21}(w)$. By (3.13), the $\lambda^{-1}$ coefficient of the upper right entry of $\alpha$ is $v_{+}^{2} \eta_{12}$ and the $\lambda^{-1}$ coefficient of the lower left entry of $\alpha$ is $v_{-}^{2} \tau_{21}$. Using the $\lambda$-independent diagonal matrix $l$ with entries $l_{0}$ and $l_{0}^{-1}$ as in (3.15), we have $\hat{\alpha}=(F \cdot l)^{-1} d(F \cdot l)=\operatorname{Ad}\left(l^{-1}\right) \alpha+l^{-1} d l$. Comparing the Maurer-Cartan form $\hat{\alpha}$ to (2.30), we obtain

$$
\left\{\begin{array}{l}
l_{0}(z, w)^{-2} v_{+}(z, w)^{2} \eta_{12}(z)=-\frac{1}{2} H e^{u(z, w) / 2}  \tag{3.22}\\
l_{0}(z, w)^{2} v_{-}(z, w)^{-2} \tau_{21}(w)=\frac{1}{2} H e^{u(z, w) / 2}
\end{array}\right.
$$

Note that $l_{0}, v_{-}$and $v_{+}$have no zeros or poles on $\mathbb{D}^{2}$ by our assumptions. Therefore we have the singularity $e^{u\left(z_{p}, w_{p}\right) / 2}=0$ if $\eta_{12}\left(z_{p}\right)=0$ or $\tau_{21}\left(w_{p}\right)=$ 0 .

### 3.5. Examples of complex CMC-immersions in $\mathbb{C}^{3}$

In this subsection, we present some examples of complex CMCimmersions starting from a pair of holomorphic potentials as defined in Section 3.2. These four examples have the symmetry typical for the complexfication of some real CMC-immersion (see Section 4.3).

Example 3.12 (Complex sphere) We set

$$
\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))=\left(\left(\begin{array}{cc}
0 & \lambda^{-1}  \tag{3.23}\\
0 & 0
\end{array}\right) d z, \quad\left(\begin{array}{cc}
0 & 0 \\
-\lambda & 0
\end{array}\right) d w\right)
$$

Solutions to the holomorphic differential equations (3.7) with the above pair of holomorphic potentials $\check{\eta}$ are

$$
C=\left(\begin{array}{cc}
1 & \lambda^{-1} z \\
0 & 1
\end{array}\right) \quad \text { and } \quad L=\left(\begin{array}{cc}
1 & 0 \\
-\lambda w & 1
\end{array}\right)
$$

Then, in this case, the Iwasawa decomposition of $(C, L)$ can be computed
explicitly as follows:

$$
\begin{aligned}
(C, L)= & (F, F)\left(V_{+}, V_{-}\right) \\
= & \left(\left(\begin{array}{cc}
\frac{1}{1+z w} & \lambda^{-1} z \\
-\frac{\lambda w}{1+z w} & 1
\end{array}\right),\left(\begin{array}{cc}
\frac{1}{1+z w} & \lambda^{-1} z \\
-\frac{\lambda w}{1+z w} & 1
\end{array}\right)\right) \\
& \cdot\left(\left(\begin{array}{cc}
1 & 0 \\
\frac{\lambda w}{1+z w} & 1
\end{array}\right),\left(\begin{array}{cc}
1+z w & -\lambda^{-1} z \\
0 & \frac{1}{1+z w}
\end{array}\right)\right) .
\end{aligned}
$$

Using the Sym formula (2.41), we obtain

$$
\Psi_{\lambda}=-\frac{i}{4 H(1+z w)}\left(\begin{array}{cc}
-3 z w+1 & -4 \lambda^{-1} z \\
-4 \lambda w & 3 z w-1
\end{array}\right) .
$$

The resulting immersion defines a complex sphere centered at $(0,0,-1 /(2 H))$ with radius $1 / H$ :

$$
\begin{equation*}
\left(\frac{-\left(\lambda^{-1} z+\lambda w\right)}{H(1+z w)}\right)^{2}+\left(\frac{i\left(\lambda^{-1} z-\lambda w\right)}{H(1+z w)}\right)^{2}+\left(\frac{1-z w}{H(1+z w)}\right)^{2}=\frac{1}{H^{2}} \tag{3.24}
\end{equation*}
$$

Example 3.13 (Complex cylinder) We set

$$
\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))=\left(\lambda^{-1}\left(\begin{array}{ll}
0 & 1  \tag{3.25}\\
1 & 0
\end{array}\right) d z,-\lambda\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) d w\right) .
$$

Solutions to the holomorphic differential equation (3.7) with the above pair of holomorphic potentials $\check{\eta}$ are

$$
C=\exp \left(\lambda^{-1}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) z\right) \text { and } L=\exp \left(-\lambda\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) w\right) .
$$

Then the Iwasawa decomposition $(C, L)=(F, F)\left(V_{+}, V_{-}\right)$of $(C, L)$ can be computed explicitly as follows:

$$
F=\exp \left(\left(\lambda^{-1} z-\lambda w\right)\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right)
$$

$$
V_{+}=\exp \left(\lambda w\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right), \text { and } V_{-}=\exp \left(-\lambda^{-1} z\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right)
$$

Using the Sym formula (2.41), we obtain for the complex CMC-immersion the explicit formula:

$$
\begin{aligned}
\Psi_{\lambda} & =-\frac{i}{2 H}\left(\begin{array}{cc}
1 / 2+\sinh 2(p) & -\lambda^{-1} z-\lambda w-\cosh (p) \sinh (p) \\
-\lambda^{-1} z-\lambda w+\cosh (p) \sinh (p) & -1 / 2-\sinh 2(p)
\end{array}\right) \\
& =-\frac{i}{4 H}\left(\begin{array}{cc}
\cosh (2 p) & -2\left(\lambda^{-1} z+\lambda w\right)-\sinh (2 p) \\
-2\left(\lambda^{-1} z+\lambda w\right)+\sinh (2 p) & -\cosh (2 p)
\end{array}\right)
\end{aligned}
$$

where $p=\lambda^{-1} z-\lambda w$. The resulting immersion in $\mathbb{C}^{3}$ is the surface

$$
\left(-\frac{1}{H}\left(\lambda^{-1} z+\lambda w\right),-\frac{1}{2 H} \sin \left(2 i\left(\lambda^{-1} z-\lambda w\right)\right), \frac{1}{2 H} \cos \left(2 i\left(\lambda^{-1} z-\lambda w\right)\right)\right)^{t}
$$

If $2 i p=0$, then this surface looks like a "complex cylinder" of radius $1 /(2 H)$ with axis the $x$-axis and with profile curve

$$
\begin{equation*}
\left(-\frac{1}{H}\left(\lambda^{-1} z+\lambda w\right), 0, \frac{1}{2 H}\right)^{t} \tag{3.26}
\end{equation*}
$$

Example 3.14 (Complex surfaces of revolution) We set

$$
\begin{equation*}
\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))=(A d z, B d w) \tag{3.27}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cc}
0 & \lambda^{-1} a+\lambda b \\
\lambda^{-1} b+\lambda a & 0
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
0 & -\lambda^{-1} a-\lambda b \\
-\lambda^{-1} b-\lambda a & 0
\end{array}\right)
$$

with $a, b \in \mathbb{R}^{*}, a+b=1 / 2$ and $|a|>|b|$. Solutions to the holomorphic differential equation (3.7) for the above pair of holomorphic potentials $\check{\eta}$ are

$$
\begin{equation*}
C=\exp (A z), \quad L=\exp (B w) \tag{3.28}
\end{equation*}
$$

Similar to [31], the Iwasawa decomposition of $(C, L)$ can be computed
explicitly:
Theorem 3.15 With the notation above, the Iwasawa decomposition of $(C, L)$ is given by the equation:

$$
\begin{equation*}
(C, L)=(F, F)\left(V_{+}, V_{-}\right) \tag{3.29}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
F(z, w, \lambda)=C \exp (-\mathbf{f} A) B_{1}^{-1} \\
V_{+}(z, w, \lambda)=B_{1} \exp (\mathbf{f} A) \text { and } V_{-}={\overline{V_{+}(\bar{w}, \bar{z}, 1 / \bar{\lambda}}}^{t-1}
\end{array}\right.
$$

where the functions $v(\hat{z})=v\left(\frac{z+w}{2}\right), \mathbf{f}(\hat{z})=\mathbf{f}\left(\frac{z+w}{2}\right)$ and the matrices $B_{0}, B_{1}$ satisfy

$$
\begin{gather*}
\left(v_{\hat{z}}(\hat{z})\right)^{2}=-\left(v^{2}(\hat{z})-4 a^{2}\right)\left(v^{2}(\hat{z})-4 b^{2}\right) \text { with } v(0)=2 b, \\
\mathbf{f}(\hat{z})=\int_{0}^{\hat{z}} \frac{2 d t}{1+\left(4 a b \lambda^{2}\right)^{-1} v^{2}(t)}  \tag{3.30}\\
B_{0}=\left(\begin{array}{cc}
2 v\left(b+a \lambda^{2}\right) & -v_{\hat{z}} \lambda \\
0 & 4 a b \lambda^{2}+v^{2}
\end{array}\right), \quad B_{1}=\left(\operatorname{det} B_{0}\right)^{-1 / 2} B_{0}
\end{gather*}
$$

Corollary 3.16 We have $v(\hat{z})=v\left(\frac{z+w}{2}\right)=H e^{u(z, w) / 2}$, where $e^{u(z, w)}$ is the holomorphic metric of the resulting immersion $\Psi_{\lambda}$. Moreover, we have the following explicit form for $v(\hat{z})=v\left(\frac{z+w}{2}\right)$ using the Jacobi elliptic function:

$$
\begin{align*}
v(\hat{z}) & =v\left(\frac{z+w}{2}\right)=2 b \cdot \operatorname{sn}\left(2 i a\left(\frac{z+w}{2}\right)+K, \frac{b^{2}}{a^{2}}\right) \\
& =\frac{2 b}{\operatorname{dn}\left(2 a\left(\frac{z+w}{2}\right), 1-b^{2} / a^{2}\right)}, \tag{3.31}
\end{align*}
$$

where sn and dn are Jacobi elliptic functions and $K=K\left(b^{2} / a^{2}\right)$ is the quarter period of $\operatorname{sn}\left(z, b^{2} / a^{2}\right)$ with $0<b^{2} / a^{2}<1$.

Analogously to [11], the surface in the associated family of complex CMC-immersions for the parameter $\lambda=1$, constructed from the pair of
holomorphic potentials (3.27) is computed via the Sym formula as:

$$
\begin{align*}
\Psi_{\lambda=1}=-\frac{i}{2 H}\{ & \left(2 \sqrt{v(\hat{z})^{2}} \cos (-i \hat{w})+(b-a)\right) \sigma_{3}+\left(2 \sqrt{v(\hat{z})^{2}} \sin (-i \hat{w})\right) \sigma_{2} \\
& \left.-\left(\frac{\mathbf{f}_{\lambda, 1}(\hat{z})}{2}-\left(\frac{v_{\hat{z}}(\hat{z})}{v(\hat{z})+4 a b v(\hat{z})^{-1}}\right)\right) \sigma_{1}\right\} \tag{3.32}
\end{align*}
$$

where $\hat{w}=(z-w) / 2, \hat{z}=(z+w) / 2, \sigma_{j}(j=1,2,3)$ is defined in (2.19) and $\mathbf{f}_{\lambda, 1}(\hat{z})=\left.\left(\partial_{\lambda} \mathbf{f}(\hat{z})\right)\right|_{\lambda=1}$.

Remark 3.17 In the above examples, the potentials have the special symmetry $\tau(w)=-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}$. In general, we do not need to impose such a symmetry in the pair of potentials $\check{\eta}=(\eta, \tau)$. However, even for the most simple cases such as the mixture of a sphere potential and a cylinder potential as presented in Examples 3.12 and 3.13, the explicit Iwasawa decomposition is not known, and we do not know the properties of the resulting complex CMC-immersions.

## 4. Minimal and CMC-immersions in $\mathbb{R}^{3}$ via Complex CMCimmersions

In this section, we consider fibrations of complex CMC-immersions by holomorphic null curves in $\mathbb{C}^{3}$, which correspond to minimal immersions in $\mathbb{R}^{3}$. And we also discuss the converse construction. Finally we show that complex CMC-immersions satisfying a certain symmetry condition restrict to CMC-immersions in $\mathbb{R}^{3}$.

### 4.1. Complex CMC-immersions in $\mathbb{C}^{3}$ fibered by minimal surfaces

In this subsection, we show that minimal immersions in $\mathbb{R}^{3}$ can be obtained from certain fibrations of complex CMC-immersions in $\mathbb{C}^{3}$.

Let $\mathbb{D}$ (resp. $\mathbb{D}^{2}$ ) be a simply connected domain in $\mathbb{C}$ (resp. simply connected holomorphically convex domain in $\mathbb{C}^{2}$ ), and let $\Psi$ be a complex CMC-immersion $\Psi: \mathbb{D}^{2} \rightarrow \mathbb{C}$ with null coordinates $(z, w) \in \mathbb{D}^{2}$. Then we consider the following map:

$$
\begin{align*}
\varphi_{\left[w_{0}\right]}: & \mathbb{D} \tag{4.1}
\end{align*} \rightarrow \mathbb{D}^{2},
$$

where $w_{0}$ is some fixed point in $\mathbb{D}$. Then we consider the composition of maps $\Psi \circ \varphi_{\left[w_{0}\right]}: \mathbb{D} \rightarrow \mathbb{C}^{3}$. Since $\Psi$ is a holomorphic null immersion, each fiber $\Psi \circ \varphi_{\left[w_{0}\right]}$ is locally a holomorphic null curve (see also (2.42)), since

$$
\left\langle\partial_{z}\left(\Psi\left(z, w_{0}\right)\right), \partial_{z}\left(\Psi\left(z, w_{0}\right)\right)\right\rangle=0 \text { for all } z \in \mathbb{D} \text { and } w_{0} \in \mathbb{D} \text { fixed. }
$$

We summarize the above discussion as follows:
Proposition 4.1 Let $\mathbb{D}^{2}$ be a simply connected holomorphically convex domain in $\mathbb{C}^{2}$, and let $\check{\eta}$ be a pair of holomorphic potentials as defined in (3.6) satisfying property ( $*$ ) in Remark 3.3. Let $F(z, w, \lambda$ ) be the complex extended framing obtained by the generalized Weierstraß type representation of Section 3.2, and let $\Psi_{\lambda}: \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}(\cong \operatorname{sl}(2, \mathbb{C}))$ be the corresponding complex CMC-immersion defined by the Sym formula (2.41). Then $\Psi_{\lambda} \circ$ $\varphi_{\left[w_{0}\right]}: \mathbb{D} \rightarrow \mathbb{C}^{3}(\cong \operatorname{sl}(2, \mathbb{C}))$ is a holomorphic null curve in $\mathbb{C}^{3}(\cong \operatorname{sl}(2, \mathbb{C}))$, i.e. $\left\langle\partial_{z}\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right), \partial_{z}\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right)\right\rangle=0$, where $\varphi_{\left[w_{0}\right]}$ is defined in (4.1).

It is well known [27] that every minimal immersion in $\mathbb{R}^{3}$ can be obtained as the real part of a holomorphic null curve in $\mathbb{C}^{3}$.

Corollary 4.2 (Osserman [27], Lemma 8.2 on page 64) We retain the assumptions of Proposition 4.1. The holomorphic null curve $\left.\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right|_{\lambda \in \mathbb{C}^{*}}$ induces the minimal immersion in $\mathbb{R}^{3}$ given by the formula:

$$
\begin{equation*}
z \mapsto \operatorname{Re}\left(\hat{\Psi}_{\lambda, 1}\left(z, w_{0}\right), \hat{\Psi}_{\lambda, 2}\left(z, w_{0}\right), \hat{\Psi}_{\lambda, 3}\left(z, w_{0}\right)\right), \tag{4.2}
\end{equation*}
$$

where $\hat{\Psi}_{\lambda, j}\left(z, w_{0}\right)(j=1,2,3)$ is the $j$-th component of the immersion $\hat{\Psi}_{\lambda}$ into $\mathbb{C}^{3}$ which is obtained from $\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}$ by the identification of $\operatorname{sl}(2, \mathbb{C})$ and $\mathbb{C}^{3}$ by (2.18).

The metric and the Gauß map of the minimal immersion defined in (4.2) is as follows:

Corollary 4.3 (Osserman [27], page 65-66) We retain the assumptions of Proposition 4.1 and Corollary 4.2. Then the metric $g_{\min }$ and the Gauß map $N_{\min }$ of the minimal immersion defined by (4.2) are given by the formulas:

$$
\begin{aligned}
& g_{\min }=\frac{1}{2} \sum_{k=1}^{3}\left|\hat{\Psi}_{\lambda, k, z}\left(z, w_{0}\right)\right|^{2} d z d \bar{z}, \\
& \operatorname{Im}\left\{\left(\hat{\Psi}_{\lambda, 2, z}\left(z, w_{0}\right) \overline{\hat{\Psi}_{\lambda, 3, z}\left(z, w_{0}\right)}, \hat{\Psi}_{\lambda, 3, z}\left(z, w_{0}\right) \overline{\hat{\Psi}_{\lambda, 1, z}\left(z, w_{0}\right)},\right.\right. \\
& N_{\text {min }}=\frac{\left.\left.\hat{\Psi}_{\lambda, 1, z}\left(z, w_{0}\right) \overline{\hat{\Psi}_{\lambda, 2, z}\left(z, w_{0}\right)}\right)\right\}}{1 / 2 \sum_{k=1}^{3}\left|\hat{\Psi}_{\lambda, k, z}\left(z, w_{0}\right)\right|^{2}},
\end{aligned}
$$

where $\hat{\Psi}_{\lambda, k, z}\left(z, w_{0}\right),(k \in\{1,2,3\})$ is the derivative of $\hat{\Psi}_{\lambda, k}\left(z, w_{0}\right)$ with respect to $z$.

Remark 4.4 One can also consider the following map

$$
\begin{align*}
& \tilde{\varphi}_{\left[z_{0}\right]}: \begin{array}{ccc}
\mathbb{D} & \rightarrow & \mathbb{D}^{2} \\
& \psi & \\
&
\end{array},  \tag{4.3}\\
& w \mapsto\left(z_{0}, w\right)
\end{align*}
$$

where $z_{0} \in \mathbb{D}$ is some fixed point. According to the arguments above, also $\operatorname{Re}\left(\Psi_{\lambda} \circ \tilde{\varphi}_{\left[\mathrm{z}_{0}\right]}\right)$ yields a minimal immersion in $\mathbb{R}^{3}$.

Remark 4.5 In the above construction of minimal immersions, we have three parameters. The spectral parameter $\lambda \in \mathbb{C}^{*}, w_{0} \in \mathbb{D}$ and the mean curvature $H \in \mathbb{C}^{*}$. In the Examples 4.12 and 4.13 , changes in $\lambda, w_{0}$ and $H$ just correspond to transformations in the associated family of the minimal immersions. In general, however, we do not know the role of these parameters.

### 4.2. Complex CMC-immersions from minimal surfaces

In the last section we have constructed minimal immersions in $\mathbb{R}^{3}$ from complex CMC-immersions in $\mathbb{C}^{3}$. In this subsection, we present the converse construction under the condition that the minimal surfaces in this consideration do not have any umbilical points.
Theorem 4.6 Let $\mathbb{D} \subset \mathbb{C}$ be a simply connected domain, and let $\psi(z)$ : $\mathbb{D} \rightarrow s u(2) \cong \mathbb{R}^{3}$ be a minimal immersion which does not have umbilical points on $\mathbb{D}$, and let $\hat{\psi}(z): \mathbb{D} \rightarrow \operatorname{sl}(2, \mathbb{C}) \cong \mathbb{C}^{3}$ be the $z$-derivative of $\psi(z)$. Then there exists an associated family of complex CMC-immersions $\Psi_{\lambda}$ : $\check{\mathbb{D}}^{2}=\check{\mathbb{D}} \times \check{\mathbb{D}} \rightarrow \operatorname{sl}(2, \mathbb{C}) \cong \mathbb{C}^{3}$ such that $\left.\partial_{z}\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right)\right|_{\lambda=1}=\hat{\psi}(z)$, where $\varphi_{\left[w_{0}\right]}$ is defined in (4.1) and $\check{\mathbb{D}} \subset \mathbb{D}$ is some simply connected domain in $\mathbb{C}$.

Proof. We first note that we identify $\mathbb{C}^{3}$ with $s l(2, \mathbb{C})$ by (2.18). Let $\psi(z)$ be a minimal immersion, and let $\hat{\psi}(z)=\partial_{z} \psi(z)$ be the $z$-derivative of $\psi(z)$ (see Lemma 8.2 in [27]). Then

$$
\hat{\psi}(z)=\left(\begin{array}{cc}
a & b \\
c & -a
\end{array}\right) \in s l(2, \mathbb{C})
$$

where the null condition is equivalent to $\operatorname{det} \hat{\psi}(z)=-a^{2}-b c=0$. Since also $\operatorname{Tr} \hat{\psi}(z)=0$, it follows that $\hat{\psi}(z)$ is nilpotent. From Lemma 8.1 in [27] and a direct computation, we obtain

$$
\begin{equation*}
a=-\frac{i}{2} \mathfrak{f g}, \quad b=-\frac{i}{2} \mathfrak{f} \quad \text { and } \quad c=\frac{i}{2} \mathfrak{f g}^{2}, \tag{4.4}
\end{equation*}
$$

where $\mathfrak{g}$ is a meromorphic function on $\mathbb{D}$ and $\mathfrak{f}$ is a holomorphic function on $\mathbb{D}$ such that at each point, where $\mathfrak{g}$ has a pole of order $m, \mathfrak{f}$ has a zero of order at least 2 m . Moreover from Lemma 8.2 in [27] we show that the minimal immersion $\psi(z)$ is regular if and only if $\mathfrak{f}$ vanishes only at poles of $\mathfrak{g}$, and the order of vanishing at such a point is exactly twice the order of the pole of $\mathfrak{g}$. Using $\mathfrak{f}$ and $\mathfrak{g}$, we compute the Hopf differential $\mathcal{Q}$ of $\psi(z)$, which is the (2,0)-part of the second fundamental form $\psi(z)$, as follows (see page 75 in [27]):

$$
\mathcal{Q}=-\frac{1}{2} \mathfrak{f g}_{z} d z^{2}
$$

Since we assume that the minimal immersion $\psi(z)$ does not have umbilical points on $\mathbb{D}$, i.e. $\mathcal{Q} \neq 0$ on $\mathbb{D}$, and using the properties of $\mathfrak{f}$ and $\mathfrak{g}$, there are only two cases where $\mathfrak{f}$ and $\mathfrak{g}$ have zeros and poles respectively on $\mathbb{D}$; (1) $\mathfrak{g}$ has a pole of first order on $\mathbb{D}$, where $\mathfrak{f}$ has a zero of second order. (2) $\mathfrak{g}$ has a zero of first order on $\mathbb{D}$. Let $z_{0} \in \mathbb{D}$ be a point where $\mathfrak{g}$ has a zero or a pole of first order. Since $\mathfrak{g}$ is the stereographic projection of the Gauß map (see page 76 in [27]), we can assume that $\mathfrak{g}$ does not have a zero nor a pole at $z_{0}$ after applying an appropriate isometry of $\mathbb{R}^{3}$. Since the zeros and poles of $\mathfrak{g}$ are isolated, there exists an open neighborhood $\tilde{\mathbb{D}} \subset \mathbb{D}$ around $z_{0}$ such that $\mathfrak{g}$ does not have zeros nor poles on $\tilde{\mathbb{D}}$. Then from (4.4), we have $a \neq 0$ on $\tilde{\mathbb{D}}$. Moreover the null condition for $\hat{\psi}(z)$, which is $\operatorname{det} \hat{\psi}(z)=-a^{2}-b c=0$, implies that $b \neq 0$ and $c \neq 0$ on $\tilde{\mathbb{D}}$. Thus
we can rewrite $c=-a^{2} / b$. By a straightforward computation, it is easy to verify that $\hat{\psi}(z)$ can be represented by using an $S L(2, \mathbb{C})$ matrix $\hat{F}$ and holomorphic functions $p$ and $q$ in the form

$$
\hat{\psi}(z)=-\frac{i}{2} q \hat{F}\left(\begin{array}{ll}
0 & 1  \tag{4.5}\\
0 & 0
\end{array}\right) \hat{F}^{-1}
$$

where

$$
\hat{F}=\left(\begin{array}{cc}
-(b / a) \sqrt{a^{2} / b} & -\left(b / a^{2}\right) \sqrt{a^{2} / b}  \tag{4.6}\\
\sqrt{a^{2} / b} & 0
\end{array}\right)\left(\begin{array}{cc}
\sqrt{2 i / q} & p \sqrt{b / a^{2}} \\
0 & \sqrt{q /(2 i)}
\end{array}\right)
$$

We note that $\sqrt{a^{2} / b}$ is well-defined, since $a \neq 0, b \neq 0$ and $c \neq 0$ on $\tilde{\mathbb{D}}$. To determine $p$ and $q$, we consider the Maurer-Cartan form $\hat{F}^{-1} \hat{F}_{z}$ of $\hat{F}$, and assume $\hat{F}^{-1} \hat{F}_{z}$ has the following form:

$$
\hat{F}^{-1} \hat{F}_{z}=\left(\begin{array}{cc}
\frac{1}{2} \partial_{z}(\log q) & -\frac{1}{2} H q  \tag{4.7}\\
Q q^{-1} & -\frac{1}{2} \partial_{z}(\log q)
\end{array}\right)
$$

where the subscript $z$ denotes the partial derivative with respect to $z, Q$ is a holomorphic function and $H$ is some complex constant. By a straightforward computation, this is equivalent to the following equations:

$$
\left\{\begin{array}{l}
Q=2 i\left(a b_{z} / b-a_{z}\right)  \tag{4.8}\\
Q q_{z z}-Q_{z} q_{z}+\left(-\alpha^{2} Q-\alpha_{z} Q+\alpha Q_{z}-\frac{1}{2} H Q^{2}\right) q=0 \\
Q p=\sqrt{2 i q} \sqrt{a^{2} / b}\left(\alpha-(\log q)_{z}\right)
\end{array}\right.
$$

where $\alpha=a_{z} / a-b_{z} /(2 b)$. An other straightforward computation shows that $Q / 2$ is the Hopf differential of the minimal immersion $\psi(z)$, i.e. $\mathcal{Q}=Q / 2$. Since the second equation in (4.8) is a second order linear ODE [8], there are two uniquely determined linearly independent solutions $q_{j}(z), j \in\{1,2\}$, defined around $z_{0} \in \tilde{\mathbb{D}}$ for each initial condition $q_{j}\left(z_{0}\right) \neq 0$ and $\partial_{z} q_{j}\left(z_{0}\right) \neq 0$, $j \in\{1,2\}$. Since we have assumed that the minimal immersion $\Psi(z)$ does not have umbilical points, i.e. $\mathcal{Q} \neq 0$ on $\mathbb{D}$ and $\alpha$ is holomorphic on $\tilde{\mathbb{D}}$, the corresponding solutions $q_{1}(z), q_{2}(z)$ are holomorphic functions on $\tilde{\mathbb{D}}$.

Let $q(z)$ be a non-zero solution of the second equation in (4.8) around $z_{0} \in \check{\mathbb{D}} \subset \tilde{\mathbb{D}}$, where $\check{\mathbb{D}}$ is an open neighborhood. We note again that we can always choose such a solution satisfying the initial conditions $q\left(z_{0}\right) \neq 0$, $\partial_{z} q\left(z_{0}\right) \neq 0$. We now set

$$
\check{\xi}=\left(\lambda^{-1}\left(\begin{array}{cc}
0 & f(z)  \tag{4.9}\\
\hat{Q}(z) / f(z) & 0
\end{array}\right) d z, \lambda\left(\begin{array}{cc}
0 & \hat{R}(w) / g(w) \\
g(w) & 0
\end{array}\right) d w\right)
$$

where $f(z)=-\frac{H}{2} q(z)^{2} q\left(z_{0}\right)^{-1}, \hat{Q}(z)=-\frac{H}{2} Q, g(w)$ is an arbitrary nonzero holomorphic function around $w_{0} \in \mathscr{\mathbb { D }}$ and $\hat{R}(w)$ is a holomorphic function around $w_{0} \in \check{\mathbb{D}}$. Note that the upper right entry and the lower left entry of (4.9) never vanish. For the above pair of normalized potentials, we apply the generalized Weierstraß type representation formula in Section 3.2 with the base point $\left(z_{0}, w_{0}\right) \in \check{\mathbb{D}}^{2}$, then we obtain an extended framing $F(z, w, \lambda)$ and a complex CMC-immersion $\Psi_{\lambda}$. Since $\check{\xi}$ in (4.9) is a pair of normalized potentials as in (3.19), the holomorphic metric $e^{u(z, w)}$ of the resulting complex CMC-immersion $\Psi_{\lambda}$ via $\check{\xi}$ satisfies the relation $e^{u\left(z, w_{0}\right)-u\left(z_{0}, w_{0}\right) / 2}=q(z)^{2} q\left(z_{0}\right)^{-1}$. This implies $q\left(z_{0}\right)=e^{u\left(z_{0}, w_{0}\right) / 2}$ and thus $q(z)=e^{u\left(z, w_{0}\right)}$. Then clearly $F\left(z, w_{0}, \lambda=1\right)^{-1} d F\left(z, w_{0}, \lambda=1\right)$ is the right hand side of (4.7), thus $\hat{F}(z)=A F\left(z, w_{0}, \lambda=1\right)$, where $A \in S L(2, \mathbb{C})$ is a $z$-independent matrix. We note that one of the Hopf differentials of the complex CMC-immersion $\Psi_{\lambda}$ is $Q=2 \mathcal{Q}$, where $\mathcal{Q}$ is the Hopf differential of the minimal immersion $\psi(z)$. Moreover, (4.6) and (2.42) show that we have $\left.\partial_{z}\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right)\right|_{\lambda=1}=A^{-1} \hat{\psi}(z) A$ in (4.5). This completes the proof, since conjugation by some matrix of determinant 1 is a rigid motion in the realm of complex CMC-surfaces.

Remark 4.7 If the Hopf differential $\mathcal{Q}$ of a minimal immersion, which is also a half of the Hopf differential of the complex CMC-immersion, has a zero at $z_{1} \in \mathbb{D}$, then the solution $q(z)$ of the second order linear differential equation (4.8) could have a singularity at $z_{1}$. Therefore, the corresponding complex CMC-immersion will in general not be defined globally. We hope to clarify the role of these singularities in a future publication.

### 4.3. CMC-immersions in $\mathbb{R}^{3}$ and complex CMC-immersions

In this subsection, we show that every CMC-immersion in $\mathbb{R}^{3}$ can be obtained from a complex CMC-immersion $\Psi_{\lambda}$ in $\mathbb{C}^{3}$ by a certain restriction.

Let $\check{\eta}=(\eta, \tau)$ be a pair of holomorphic potentials as defined in (3.6) with property ( $*$ ) in Remark 3.3. We assume in addition the following symmetry for $\check{\eta}$ :

$$
\begin{equation*}
\check{\eta}=(\eta(z, \lambda), \tau(w, \lambda))=\left(\eta(z, \lambda),-\overline{\eta(\bar{w}, 1 / \bar{\lambda}}^{t}\right) . \tag{4.10}
\end{equation*}
$$

The symmetry $\tau(w, \lambda)=-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}{ }^{t}$ and the initial condition $\left(z_{0}, w_{0}\right)=$ $\left(z_{0}, \bar{z}_{0}\right) \in \mathbb{D}^{2}, C\left(z_{0}\right)=L\left(\bar{z}_{0}\right)=$ Id imply the symmetry $L(w, \lambda)=$ $\left.(\overline{C(\bar{w}, 1 / \bar{\lambda}})^{t}\right)^{-1}$. In this case, the extended framing $F(z, w, \lambda)$ obtained from the generalized Iwasawa decomposition of Theorem A. 3 acquires the symme-
 non-zero diagonal matrix satisfying $k(z, w)=\overline{k(\bar{w}, \bar{z})}$ (a precise computation follows from Theorem 3.2 in [10]). Next we consider the following map

$$
\begin{align*}
& \varphi_{[\bar{z}]}: \begin{array}{lll}
\mathbb{D} & \rightarrow & \mathbb{D}^{2} \\
& \psi & \\
&
\end{array}  \tag{4.11}\\
& z \mapsto(z, \bar{z}),
\end{align*}
$$

where $\bar{z}$ denotes the complex conjugate of $z$. Since $w=\bar{z}, k(z, w)=k(z, \bar{z})$ is a positive definite diagonal matrix with entries $k_{0}>0$ and $1 / k_{0}>0$. We now define $\tilde{k}(z, \bar{z})$ as the positive definite diagonal matrix with entries $\sqrt{k_{0}}>0$ and $1 / \sqrt{k_{0}}>0$. Setting $F_{\mathrm{cmc}}(z, \bar{z}, \lambda)=F(z, \bar{z}, \lambda) \tilde{k}(z, \bar{z}, \lambda)^{-1}$, we obtain $\left.F_{\mathrm{cmc}}(z, \bar{z}, \lambda)=\left(\overline{F_{\mathrm{cmc}}(z, \bar{z}, 1 / \bar{\lambda}}\right)^{t}\right)^{-1}$. We note that $F$ and $F_{\mathrm{cmc}}$ give the same immersion by Corollary 2.17 . The symmetry of $F_{\mathrm{cmc}}(z, \bar{z}, \lambda)$ implies the following symmetry for the immersion $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}: \mathbb{D} \rightarrow \mathbb{C}^{3}$, where $H \in \mathbb{R}^{*}$ and $\lambda \in S^{1}$ :

$$
\Psi_{\lambda} \circ \varphi_{[\bar{z}]}=-{\overline{\Psi_{\lambda} \circ \varphi_{[\bar{z}}}}^{t}
$$

Thus the image of the map $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}$ is contained in $s u(2) \cong \mathbb{R}^{3}$. It is easy to see that $H$, which is a real constant, is the mean curvature of $\Psi_{\lambda} \circ \varphi_{[z]}$. Therefore $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}$ defines a CMC-immersion into $\mathbb{R}^{3}$. Moreover, we have the following proposition:

Proposition 4.8 Let $\Psi_{\lambda}: \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$ be the complex CMC-immersion derived from a pair of potentials as defined in (4.10) with $H \in \mathbb{R}^{*}$ and
$\lambda \in S^{1}$. Then $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}$ is a conformal CMC-immersion in $\mathbb{R}^{3}$. Moreover, all conformal CMC-immersions can be obtained in this way.

Proof. Clearly, the above construction gives conformal CMC-immersions in $\mathbb{R}^{3}$. Conversely, let $\Psi_{\lambda}: \mathbb{D} \rightarrow \mathbb{R}^{3}$ be an associated family of CMCimmersions in $\mathbb{R}^{3}$ with extended framing $F_{\text {cmc }}(z, \bar{z}, \lambda)$, where $\mathbb{D}$ is some simply connected domain. From Corollary 4.6 in [12], there exists a holomorphic potential $\eta(z, \lambda)=\sum_{j \geq-1}^{\infty} \lambda^{j} \eta_{j}(z)$, where the upper right entry of $\eta_{-1}(z)$ never vanish on $\mathbb{D}$. Let $\check{\eta}(z, \bar{z}, \lambda)$ be the pair of holomorphic
 variable $w$. Then we obtain the pair of holomorphic potentials $\check{\eta}(z, w, \lambda)$ on $\mathbb{D} \times \overline{\mathbb{D}}$. From Theorem 3.2 in [10] (see also Appendix A.3), we know that, using the above pair of potentials $\check{\eta}(z, w, \lambda)$, there exists a holomorphic loop $F(z, w, \lambda)$ and a $\lambda$-independent diagonal matrix $l(z, \bar{z})$ such that $F(z, \bar{z}, \lambda)=F_{\text {cmc }}(z, \bar{z}, \lambda) l(z, \bar{z})$. From Corollary 2.17, $F(z, \bar{z}, \lambda)$ and $F_{\mathrm{cmc}}(z, \bar{z}, \lambda)$ give the same conformal CMC-immersion. This completes the proof.

Remark 4.9 In general, we can consider any map of the form

$$
\begin{aligned}
& \varphi_{[w=f(z, \bar{z})]}: \begin{array}{c}
\mathbb{D} \longrightarrow \mathbb{D}^{2} \\
\Psi
\end{array} \\
& z \quad \mapsto(z, w=f(z, \bar{z})),
\end{aligned}
$$

where $f(z, \bar{z})$ is any complex function. Then the map $\Psi_{\lambda} \circ \varphi_{[w=f(z, \bar{z})]}$ : $\mathbb{D} \rightarrow \mathbb{C}^{3}$ defines an immersion. It would be interesting to investigate for which maps $f(z, \bar{z})$ the resulting immersion $\Psi \circ \varphi_{[w=f(z, \bar{z})]}$ will be a CMCimmersion.

### 4.4. A construction of minimal immersions from CMC-immersions in $\mathbb{R}^{3}$

In this subsection, we consider a local construction of minimal immersions from CMC-immersions in $\mathbb{R}^{3}$. And we also give examples using this construction. The construction is divided into 4 steps as follows:

Step 1: Let $\Psi_{\lambda}: \mathbb{D} \rightarrow \mathbb{R}^{3}$ be a conformal CMC-immersion with mean curvature $H \neq 0$, and let $F_{\mathrm{cmc}}(z, \bar{z}, \lambda): \mathbb{D} \rightarrow \Lambda S U(2)_{\sigma}$ be the extended framing of $\Psi_{\lambda}$.

Step 2: From Theorem A.4, we obtain a unique meromorphic extension $F(z, w, \lambda): \mathbb{D}^{2} \rightarrow \Lambda S L(2, \mathbb{C})_{\sigma}$ of $F_{\mathrm{cmc}}(z, \bar{z}, \lambda) l(z, \bar{z}): \mathbb{D} \rightarrow$ $\Lambda S U(2)_{\sigma}$ :

$$
\begin{equation*}
F_{\mathrm{cmc}}(z, \bar{z}, \lambda) l(z, \bar{z}) \rightarrow F(z, w, \lambda) \tag{4.12}
\end{equation*}
$$

where $l(z, \bar{z}) \in S L(2, \mathbb{C})$ is some $\lambda$-independent diagonal matrix, and $(z, w) \in \mathbb{D}^{2} \subset \mathbb{C}^{2}$. Putting $F(z, w, \lambda)$ into the Sym formula $\Psi_{\lambda}(z, w)$ in (2.41), we obtain an associated family of complex CMCimmersions $\Psi_{\lambda}(z, w): \mathbb{D}^{2} \rightarrow \mathbb{C}^{3}$.

Remark 4.10 Assume that $\tilde{F}(z, w, \lambda)$ can also be presented in the form $\tilde{F}(z, w, \lambda)=F(z, w, \lambda) k(z, w)$, where $F(z, w, \lambda)$ is the complex extended framing of some complex CMC-immersion, and $k(z, w) \in S L(2, \mathbb{C})$ is some $\lambda$-independent diagonal matrix. Then, by Corollary 2.17, $\tilde{F}(z, w, \lambda)$ and $F(z, w, \lambda)$ define the same complex CMC-immersion.

Step 3: Fix $w$ as $w_{0} \in \mathbb{D}$ and consider the restriction $\Psi_{\lambda}\left(z, w_{0}\right)=\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}$, $z \in \mathbb{D}$. Then, by Proposition 4.1, $\Psi_{\lambda}\left(z, w_{0}\right)=\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}$ defines a holomorphic null curve in $\mathbb{C}^{3}$.
Step 4: The classical Weierstraß representation formula (4.2) associated with $\Psi_{\lambda}\left(z, w_{0}\right)=\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}$ yields a minimal immersion in $\mathbb{R}^{3}$.

Moreover, we have the following theorem.
Corollary 4.11 Let $\mathbb{D} \subset \mathbb{C}$ be a simply connected domain, and let $\psi(z)$ : $\mathbb{D} \rightarrow \operatorname{su}(2) \cong \mathbb{R}^{3}$ be a minimal immersion which does not have umbilical points on $\mathbb{D}$, and let $\hat{\psi}(z): \mathbb{D} \rightarrow \operatorname{sl}(2, \mathbb{C}) \cong \mathbb{C}^{3}$ be the $z$-derivative of $\psi(z)$. Assume that the base point is of the form $\left(z_{0}, \bar{z}_{0}\right)$. Then there exists a real CMC-immersion $\Psi_{\lambda}: \check{\mathbb{D}} \rightarrow s u(2) \cong \mathbb{R}^{3}$ such that for its complex extension we have $\left.\partial_{z}\left(\Psi_{\lambda} \circ \varphi_{\left[\bar{z}_{0}\right]}\right)\right|_{\lambda=1}=\hat{\psi}(z)$, where $\varphi_{\left[\bar{z}_{0}\right]}$ is defined in (4.1) and $\check{\mathbb{D}} \subset \mathbb{D}$ is some simply connected domain in $\mathbb{C}$. In particular, the surface $\operatorname{Re}\left(\Psi_{\lambda} \circ\right.$ $\left.\varphi_{\left[\bar{z}_{0}\right]}\right)\left.\right|_{\lambda=1}$ coincides with the original minimal surface $\psi(z)$ up to some rigid motion.

Proof. We follow the proof of Theorem 4.6. The first point where we proceed differently from the proof just quoted is, when we choose the pair of normalized potentials. While before we had a lot of freedom, now, in view of our goal to obtain a real CMC-immersion we need to take into account the result of the last section and choose the second component
of our pair of potentials accordingly. Thus we obtain again the formula $\hat{F}(z)=A F\left(z, \bar{z}_{0}, \lambda=1\right)$. It is easy to verify (see the computation at the very end of the proof of Theorem 4.6) that it suffices to show $A$ is unitary. To obtain this we observe that in the proof of Theorem 4.6 there was a lot of freedom in the choice of $q$. For our purposes it will be necessary to fix this freedom: perform a classical Iwasawa decomposition of the matrix $\hat{F}\left(z_{0}\right)=U \cdot L$, where $L$ is upper triangular. Comparing this to (4.6) we see that the proper choice of initial conditions for $q$ will render $\hat{F}\left(z_{0}\right)$ unitary. From this we infer that $A F\left(z_{0}, \bar{z}_{0}, \lambda=1\right)$ is unitary and the claim follows.

Schematically we have


Finally, we give some examples of minimal immersions obtained from CMCimmersions in $\mathbb{R}^{3}$ by the construction above.

Example 4.12 (Round spheres and planes) We consider Example 3.12. The pair of holomorphic potentials $\check{\eta}=(\eta, \tau)$ has the symmetry $\tau(w, \lambda)=$ $-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}^{t}$. We consider the map $\varphi_{[\bar{z}]}$ defined in (4.11), then we have $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}=-{\overline{\Psi_{1 / \lambda} \circ \varphi_{[\bar{z}]}}}^{t}$. The resulting immersion $\Psi \circ \varphi_{[\bar{z}]}$ is

$$
\Psi_{\lambda} \circ \varphi_{[\bar{z}]}=-\frac{i}{4 H(1+z \bar{z})}\left(\begin{array}{cc}
-3 z \bar{z}+1 & -4 \lambda^{-1} z+1  \tag{4.13}\\
-4 \lambda \bar{z} & 3 z \bar{z}-1
\end{array}\right) \in \operatorname{su}(2),
$$

where $\lambda \in S^{1}$. Clearly, this is the associated family of a round sphere of radius $1 / H$ centered at $(0,0,-1 /(2 H))$.

We can also consider the fibration $\varphi_{\left[w_{0}\right]}^{-1}$ defined in (4.1). The corresponding holomorphic null curve $\Psi \circ \varphi_{\left[w_{0}\right]}$ is


Figure 1. The above two figures are a cylinder and the corresponding minimal surface, which is a catenoid, with parameters $w_{0}=0, \lambda=1$ and $H=1 / 2$. The below figure is the corresponding minimal surface with parameters $w_{0}, \lambda=1$ and $H=i / 2$.

$$
\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}=-\frac{i}{4 H\left(1+z w_{0}\right)}\left(\begin{array}{cc}
-3 z w_{0}+1 & -4 \lambda^{-1} z+1  \tag{4.14}\\
-4 \lambda w_{0} & 3 z w_{0}-1
\end{array}\right) \in \operatorname{sl}(2, \mathbb{C}) .
$$

Using the Weierstraß type representation (4.2), the resulting minimal immersion is a plane for each fixed $w_{0} \in \mathbb{D}, \lambda \in \mathbb{C}^{*}$ and $H \in \mathbb{C}^{*}$.

Example 4.13 (Cylinders and catenoids) We consider Example 3.13. The pair of holomorphic potentials $\check{\eta}=(\eta, \tau)$ also has the symmetry $\tau(w, \lambda)=$ $-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}^{t}$. We consider the map $\varphi_{[\bar{z}]}$ defined in (4.11). The resulting immersion $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}$ is
$\Psi_{\lambda} \circ \varphi_{[\bar{z}]}=-\frac{i}{4 H}\left(\begin{array}{cc}\cosh \left(2 p_{1}\right) & -2\left(\lambda^{-1} z+\lambda \bar{z}\right)-\sinh \left(2 p_{1}\right) \\ -2\left(\lambda^{-1} z+\lambda \bar{z}\right)+\sinh \left(2 p_{1}\right) & -\cosh \left(2 p_{1}\right)\end{array}\right)$,
where $p_{1}=\lambda^{-1} z-\lambda \bar{z}$, and $\lambda \in S^{1}$. Thus the resulting immersion is the associated family of a round cylinder.

We can also consider the fibration $\varphi_{\left[w_{0}\right]}^{-1}$ defined in (4.1). The corresponding holomorphic null curve $\Psi \circ \varphi_{\left[w_{0}\right]}$ is

$$
\begin{aligned}
& \Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}= \\
& \quad-\frac{i}{4 H}\left(\begin{array}{cc}
\cosh \left(2 p_{2}\right) & -2\left(\lambda^{-1} z+\lambda w_{0}\right)-\sinh \left(2 p_{2}\right) \\
-2\left(\lambda^{-1} z+\lambda w_{0}\right)+\sinh \left(2 p_{2}\right) & -\cosh \left(2 p_{2}\right)
\end{array}\right),
\end{aligned}
$$

where $p_{2}=\lambda^{-1} z-\lambda w_{0}$ with a fixed point $w_{0}$. A simple calculation and the classical Weierstraß representation (4.2) show that the resulting immersion is, for each $w_{0} \in \mathbb{D}, \lambda \in \mathbb{C}^{*}$ and $H \in \mathbb{C}^{*}$, the associated family of a catenoid.

Example 4.14 (Delaunay surfaces and the corresponding minimal surfaces) We consider Example 3.14. The pair of holomorphic potentials $\check{\eta}=(\eta, \tau)$ has again the symmetry $\tau(w, \lambda)=-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}^{t}$. We can consider the map $\varphi_{[\bar{z}]}$
 The resulting immersion $\Psi_{\lambda} \circ \varphi_{[\bar{z}]}$ at $\lambda=1$ is

$$
\begin{align*}
\left.\left(\Psi_{\lambda} \circ \varphi_{[\bar{z}]}\right)\right|_{\lambda=1}=-\frac{i}{2 H}\{ & \left(2 \sqrt{v(x)^{2}} \cos (y)+(b-a)\right) \sigma_{3}+\left(2 \sqrt{v(x)^{2}} \sin (y)\right) \sigma_{2} \\
& \left.-\left(\frac{\mathbf{f}_{\lambda, 1}(x)}{2}-\left(\frac{v_{x}(x)}{v(x)+4 a b v(x)^{-1}}\right)\right) \sigma_{1}\right\}, \tag{4.16}
\end{align*}
$$

where $z=x+i y, \sigma_{j}(j=1,2,3)$ is defined in (2.19) and $\mathbf{f}_{\lambda, 1}(x)=$ $\left.\left(\partial_{\lambda} \mathbf{f}(x)\right)\right|_{\lambda=1}$, and $v(x)$ is defined in (3.31). A simple computation shows that the resulting surface is a Delaunay surface [11].

We can consider also in this case the fibration $\varphi_{\left[w_{0}\right]}^{-1}$ defined in (4.1). The corresponding holomorphic null curve $\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}$ is

$$
\begin{align*}
& \left.\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right)\right|_{\lambda=1} \\
& =-\frac{i}{2 H}\left\{\left(2 \sqrt{v(\hat{z})^{2}} \cos (-i \hat{w})+(b-a)\right) \sigma_{3}+\left(2 \sqrt{v(\hat{z})^{2}} \sin (-i \hat{w})\right) \sigma_{2}\right. \\
&  \tag{4.17}\\
& \left.\quad-\left(\frac{\mathbf{f}_{\lambda, 1}(\hat{z})}{2}-\left(\frac{v_{\hat{z}}(\hat{z})}{v(\hat{z})+4 a b v(\hat{z})^{-1}}\right)\right) \sigma_{1}\right\},
\end{align*}
$$

where $\hat{w}=\left(z-w_{0}\right) / 2, \hat{z}=\left(z+w_{0}\right) / 2, \sigma_{j}(j=1,2,3)$ is defined in (2.19) and $\mathbf{f}_{\lambda, 1}(\hat{z})=\left.\left(\partial_{\lambda} \mathbf{f}(\hat{z})\right)\right|_{\lambda=1}$, and $u=u\left(z, w_{0}\right)$. Using the Weierstraß representation (4.2), we obtain the minimal immersion corresponding to the Delaunay surface (4.16).

We rewrite $z$ as $z=x+i y \in \mathbb{C}$ with $x, y \in \mathbb{R}$. From (4.17), we know that $\cos \left(-i\left(z-w_{0}\right) / 2\right)$ and $\sin \left(-i\left(z-w_{0}\right) / 2\right)$ are periodic functions with respect to the direction $y$ with period $4 \pi$. Moreover, by (3.31), we have

$$
\begin{equation*}
v\left(\hat{z}=\left(z+w_{0}\right) / 2\right)=2 b \cdot \operatorname{sn}\left(2 i a\left(\frac{z+w_{0}}{2}\right)+K\left(b^{2} / a^{2}\right), \frac{b^{2}}{a^{2}}\right) . \tag{4.18}
\end{equation*}
$$

Thus $v(\hat{z})$ is an elliptic function with period $(4 / a) K^{\prime}\left(b^{2} / a^{2}\right)$ (resp. $\left.(4 / a) K\left(b^{2} / a^{2}\right)\right)$ with respect to $x$-direction (resp. $y$-direction), where $K\left(b^{2} / a^{2}\right)$ and $K^{\prime}\left(b^{2} / a^{2}\right)$ are the quarter periods of $\operatorname{sn}\left(z, b^{2} / a^{2}\right)$ in $x$-direction and $y$-direction respectively. We note that $v(\hat{z})$ has a simple pole in the parallelogram defined by $K\left(b^{2} / a^{2}\right)$ and $K^{\prime}\left(b^{2} / a^{2}\right)$. Let $\operatorname{period}(a, \ell)$ be the following function:

$$
\begin{equation*}
\operatorname{period}(a, \ell)=(4 / a) K\left(b^{2} / a^{2}\right)-\ell \pi \tag{4.19}
\end{equation*}
$$

where $\ell \in \mathbb{N}$ and $b=1 / 2-a$. We note that $1 / 4<a<\infty$ (or equivalently $0<b^{2} / a^{2}<1$ ) and

$$
K\left(b^{2} / a^{2}\right)=(\pi / 2)_{2} F_{1}\left(1 / 2,1 / 2,1, b^{2} / a^{2}\right),
$$

where ${ }_{2} F_{1}(\alpha, \beta, \gamma, x)$ is the Gauß hypergeometric function (see page 318 in [14]). Since ${ }_{2} F_{1}\left(1 / 2,1 / 2,1, b^{2} / a^{2}\right)$ is a real valued and monotonically increasing function on $b^{2} / a^{2} \in[0,1)$ and ${ }_{2} F_{1}\left(1 / 2,1 / 2,1, b^{2} / a^{2}\right)$ tends to 1 (resp. $+\infty$ ) if $b^{2} / a^{2}$ goes to 0 (resp. 1). Thus $(4 / a) K\left(b^{2} / a^{2}\right)$ takes values in $(0, \infty)$. Therefore the function $\operatorname{period}(a, \ell)$ defined in (4.19) has, for each $\ell \in \mathbb{N}$, a unique 0 in $a \in(1 / 4, \infty)$. Therefore $v(\hat{z})$ has the period $\ell \pi$ by the proper choice $a$, which is a unique solution of $\operatorname{period}(a, \ell)=0$.

We summarize the above discussion as the following theorem:
Theorem 4.15 Let $v(\hat{z})$ be the elliptic function defined in (4.18), and let $a$ and $b=1 / 2-a$ be real constants so that $v(\hat{z})$ has the period $(4 / a) K=\ell \pi$ in $y$-direction, where $(1 / a) K$ is the quarter period of $v(\hat{z})$ in $y$-direction. Let $(1 / a) K^{\prime}$ denote the quarter period of $v(\hat{z})$ in $x$-direction. Moreover let $p_{0,0}$ be the pole of $v(\hat{z})$ in the parallelogram, including the point $0 \in \mathbb{C}$, defined by $(1 / a) K$ and $(1 / a) K^{\prime}$. Then the minimal immersion $\left.\left(\Psi_{\lambda} \circ \varphi_{\left[w_{0}\right]}\right)\right|_{\lambda=1}$ defined in (4.17) into su $(2) \cong \mathbb{R}^{3}$ is well-defined on $(\mathbb{C} / m \pi i \mathbb{Z}) \backslash S$, where $m$ is the least common multiple of 4 and $\ell$, and $S=\left\{\left.p_{k, j} \in \mathbb{C}\right|_{k, j}=p_{0,0}+k \cdot(i / a) K+\right.$ $j \cdot(1 / a) K^{\prime}$ for $k \in \mathbb{Z} / m \mathbb{Z}$ and $\left.j \in \mathbb{Z}\right\}$.


Figure 2. A Delaunay surface (an unduloid) surface with $a b=0.06$ and the corresponding minimal surface (see Theorem 4.15). This minimal surface is defined on an infinitely punctured strip $\mathbb{C} / 8 \pi i \mathbb{Z}$, and it seems to have catenoid-type ends on the strip at $x=+\infty$ and at $x=-\infty$ and planer ends at all other punctures.


Figure 3. A Delaunay surface (a nodoid) with $a b=-0.64$ and the corresponding minimal surface (see Theorem 4.15). This minimal surface is defined on an infinitely punctured strip $\mathbb{C} / 4 \pi i \mathbb{Z}$.

Remark 4.16 In general, the minimal immersion corresponding to a Delaunay surface does not have a rotational symmetry. Hence, in general, these surfaces are only defined on the simply connected cover.

## Appendix A. Basic notations and results for Loop groups

## A.1. Loop groups

In this subsection, we introduce a loop group, a loop algebra and two decomposition theorems. Let $C_{r}:=\{\lambda \in \mathbb{C}| | \lambda \mid=r\}$ be the circle of radius $r$ with $r \in(0,1]$, and let $D_{r}:=\{\lambda \in \mathbb{C}| | \lambda \mid<r\}$ be the open disk of radius $r$. We denote the closure of $D_{r}$ by ${\overline{D_{r}}}^{c \ell}:=\{\lambda \in \mathbb{C}| | \lambda \mid \leq r\}$. Also, let $A_{r}=\left\{\lambda \in \mathbb{C}|r<|\lambda|<1 / r\}\right.$. This is an open annulus of containing $S^{1}$. Let ${\overline{A_{r}}}^{c \ell}$ denote the closure of $A_{r}$. Furthermore, let $E_{r}=\{\lambda \in \mathbb{C}|r<|\lambda|\}$
be the exterior of the circle $C_{r}$.
For any $r \in(0,1] \subset \mathbb{R}$, we consider the twisted loop algebra and the twisted loop group:
$\Lambda_{r} s l(2, \mathbb{C})_{\sigma}=\left\{\alpha: C_{r} \rightarrow s l(2, \mathbb{C}) \mid \alpha\right.$ is continous and $\left.\alpha(-\lambda)=\sigma_{3} \alpha(\lambda) \sigma_{3}\right\}$, $\Lambda_{r} S L(2, \mathbb{C})_{\sigma}=\left\{g: C_{r} \rightarrow S L(2, \mathbb{C}) \mid g\right.$ is continous and $\left.g(-\lambda)=\sigma_{3} g(\lambda) \sigma_{3}\right\}$, where $\sigma_{3}$ is defined in (2.19). We define some subgroups of $\Lambda S L(2, \mathbb{C})_{\sigma}$ : the twisted $S U(2)-r$-loop group is

$$
\begin{array}{r}
\Lambda_{r} S U(2)_{\sigma}=\left\{F(\lambda) \in \Lambda_{r} S L(2, \mathbb{C})_{\sigma} \mid F(\lambda) \in S U(2), \text { for all } \lambda \in S^{1}\right. \\
\left.F(\lambda) \text { extends holomorphically to } A_{r}\right\} .
\end{array}
$$

Note that the definition of $\Lambda_{r} S U(2)_{\sigma}$ implies that $F$ is continuous on ${\overline{A_{r}}}^{c \ell}$ and holomorphic on $A_{r}$. The twisted "plus $r$-loop group" and "minus $r$-loop group" are
$\Lambda_{r, B}^{+} S L(2, \mathbb{C})_{\sigma}=\left\{W_{+} \in \Lambda_{r} S L(2, \mathbb{C})_{\sigma} \mid W_{+}(\lambda)\right.$ extends holomorphically

$$
\text { to } \left.D_{r} \text { and } W_{+}(0) \in \boldsymbol{B}\right\}
$$

$\Lambda_{r, B}^{-} S L(2, \mathbb{C})_{\sigma}=\left\{W_{-} \in \Lambda_{r} S L(2, \mathbb{C})_{\sigma} \mid W_{-}(\lambda)\right.$ extends holomorphically

$$
\text { to } \left.E_{r} \text { and } W_{-}(\infty) \in \boldsymbol{B}\right\}
$$

where $\boldsymbol{B}$ is a subgroup of $S L(2, \mathbb{C})$. If $\boldsymbol{B}=\{\mathrm{Id}\}$ we write the subscript $*$ instead of $\boldsymbol{B}$, if $\boldsymbol{B}=S L(2, \mathbb{C})$ we abbreviate $\Lambda_{r, B}^{+} S L(2, \mathbb{C})_{\sigma}$ and $\Lambda_{r, B}^{-} S L(2, \mathbb{C})_{\sigma}$ by $\Lambda_{r}^{+} S L(2, \mathbb{C})_{\sigma}$ and $\Lambda_{r}^{-} S L(2, \mathbb{C})_{\sigma}$ respectively. From now on we will use the subscript $\boldsymbol{B}$ as above only if $\boldsymbol{B} \cap S U(2)=\{\operatorname{Id}\}$ holds. When $r=1$, we always omit the 1 . In order to make the above groups and algebras complex Banach Lie groups and Lie algebras, we restrict the occurring matrix coefficients to the "Wiener algebra"

$$
\begin{equation*}
\mathcal{A}=\left\{f(\lambda)=\sum_{n \in \mathbb{Z}} f_{n} \lambda^{n}: C_{r} \rightarrow \mathbb{C} ; \sum_{n \in \mathbb{Z}}\left|f_{n}\right|<\infty\right\} \tag{A.1}
\end{equation*}
$$

We will assume from here on that all matrix coefficients are contained in the Wiener algebra $\mathcal{A}$. It is well known that the Wiener algebra is a Banach
algebra relative to the norm $\|f\|=\sum\left|f_{n}\right|$, and that $\mathcal{A}$ consists of continous functions. Moreover, with coefficients in $\mathcal{A}$, the loop groups and loop algebras are Banach Lie groups and Banach Lie algebras.

From [7] and [16] (see also [29]), we quote the following decomposition Theorem:

Theorem A. 1 ([7], [16], Birkhoff decomposition) For any $r \in(0,1]$, we have the disjoint union

$$
\Lambda_{r} S L(2, \mathbb{C})_{\sigma}=\bigcup \Lambda_{r}^{-} S L(2, \mathbb{C})_{\sigma} \cdot w_{n} \cdot \Lambda_{r}^{+} S L(2, \mathbb{C})_{\sigma}
$$

and

$$
\Lambda_{r} S L(2, \mathbb{C})_{\sigma}=\bigcup \Lambda_{r}^{+} S L(2, \mathbb{C})_{\sigma} \cdot w_{n} \cdot \Lambda_{r}^{-} S L(2, \mathbb{C})_{\sigma}
$$

where $w_{n}=\left(\begin{array}{cc}\lambda^{n} & 0 \\ 0 & \lambda^{-n}\end{array}\right)$ if $n=2 k$ and $\left(\begin{array}{cc}0 & \lambda^{n} \\ -\lambda^{-n} & 0\end{array}\right)$ if $n=2 k+1$. The loops, for which $n=0$, form an open dense subset of $\Lambda_{r} S L(2, \mathbb{C})_{\sigma}$, which is called "the big cell", and the multiplication maps

$$
\Lambda_{r, *}^{-} S L(2, \mathbb{C})_{\sigma} \times \Lambda_{r}^{+} S L(2, \mathbb{C})_{\sigma} \longrightarrow \Lambda_{r} S L(2, \mathbb{C})_{\sigma}
$$

and

$$
\Lambda_{r, *}^{+} S L(2, \mathbb{C})_{\sigma} \times \Lambda_{r}^{-} S L(2, \mathbb{C})_{\sigma} \longrightarrow \Lambda_{r} S L(2, \mathbb{C})_{\sigma}
$$

are a analytic diffeomorphisms onto their image.
We also quote the following decomposition Theorem [29], [10]:
Theorem A. 2 (Iwasawa decomposition) For any $r \in(0,1]$ and each solvable subgroup $\boldsymbol{B}$ of $S L(2, \mathbb{C})$, which satisfies $S U(2) \cdot \boldsymbol{B}=S L(2, \mathbb{C})$ and $S U(2) \cap \boldsymbol{B}=\{\mathrm{Id}\}$, the multiplication map

$$
\Lambda_{r} S U(2)_{\sigma} \times \Lambda_{r, B}^{+} S L(2, \mathbb{C})_{\sigma} \rightarrow \Lambda_{r} S L(2, \mathbb{C})_{\sigma}
$$

is a real analytic diffeomorphism onto.

## A.2. Double loop groups and the Iwasawa decompositions

In this subsection, we present the basic notation and the basic theorems for double loop groups according to [13], but interchanging "+" and "-"
and " $R$ " and " $r$ ". We set

$$
\mathcal{H}=\Lambda_{r} S L(2, \mathbb{C})_{\sigma} \times \Lambda_{R} S L(2, \mathbb{C})_{\sigma}
$$

where $0<r<R$. Moreover, we set

$$
\begin{aligned}
\mathcal{H}_{+} & =\Lambda_{r}^{+} S L(2, \mathbb{C})_{\sigma} \times \Lambda_{R}^{-} S L(2, \mathbb{C})_{\sigma} \\
\mathcal{H}_{+, *} & =\Lambda_{r, *}^{+} S L(2, \mathbb{C})_{\sigma} \times \Lambda_{R}^{-} S L(2, \mathbb{C})_{\sigma}
\end{aligned}
$$

and
$\mathcal{H}_{-}=\left\{\left(g_{1}, g_{2}\right) \in \mathcal{H} ; g_{1}\right.$ and $g_{2}$ extend holomorphically

$$
\text { to } \left.A_{r} \text { and }\left.g_{1}\right|_{A_{r}}=\left.g_{2}\right|_{A_{r}}\right\} .
$$

We quote Theorem 2.6 in [13] (see also [22]).
Theorem A. 3 ([13], [22]) We have the disjoint union

$$
\mathcal{H}=\bigcup_{n=0}^{\infty} \mathcal{H}_{-} w_{n} \mathcal{H}_{+}
$$

where $w_{n}=\left(\operatorname{Id},\left(\begin{array}{cc}\lambda^{n} & 0 \\ 0 & \lambda^{-n}\end{array}\right)\right)$ if $n=2 k$ and $\left(\operatorname{Id},\left(\begin{array}{cc}0 & \lambda^{n} \\ -\lambda^{-n} & 0\end{array}\right)\right)$ if $n=2 k+1$. Moreover the multiplication map $\mathcal{H}_{-} \times \mathcal{H}_{+, *} \rightarrow \mathcal{H}$ is an analytic diffeomorphism onto its image, which is open and dense in $\mathcal{H}$.

We would like to point out that the proof of the theorem above is almost verbatim the proof given in the basic decomposition paper [2] (see also [10]).

## A.3. Generalized Weierstraß type representation for CMCimmersions in the double loop group picture and a unique meromorphic extension of an extended framing

In this subsection, we give a brief explanation of a construction of CMCimmersions in $\mathbb{R}^{3}$ via double loop groups. We refer the reader to [10] for a more detailed discussion.

Let $F(z, \bar{z}, \lambda)$ be the extended framing of some CMC surface with mean curvature $H \neq 0$ is defined on unit circle $|\lambda|=1$. Let $C=C(z, \lambda)=F W_{+}$ be a holomorphic extended framing of this CMC-immersion. We consider the embedding:

$$
\begin{equation*}
g \rightarrow\left(g,\left(\bar{g}^{t}\right)^{-1}\right) \tag{A.2}
\end{equation*}
$$

of $\Lambda S L(2, \mathbb{C})_{\sigma}$ into $\Lambda S L(2, \mathbb{C})_{\sigma} \times \Lambda S L(2, \mathbb{C})_{\sigma}$. If $\eta=\eta(z, \lambda)$ denotes the Maurer-Cartan-Form of $C, \eta=C^{-1} d C$, then the image under the differential of the map (A.2) is given by

$$
\begin{equation*}
\left(\eta(z, \lambda),-\overline{\eta(z, 1 / \bar{\lambda}}^{t}\right) \tag{A.3}
\end{equation*}
$$

We would like to point out

$$
\begin{equation*}
\eta(z, \lambda)=\sum_{k=-1}^{\infty} \eta_{k}(z) \lambda^{k} \text { and }-\overline{\eta(z, 1 / \bar{\lambda})}^{t}=\sum_{k=-1}^{\infty}-{\overline{\eta_{k}(z)}}^{t} \lambda^{-k} \tag{A.4}
\end{equation*}
$$

Thus we obtain a pair of potentials (A.3) for each CMC-immersion in $\mathbb{R}^{3}$.
We now consider the reverse construction. (A.4) can be rephrased as

$$
\begin{equation*}
\tau(w, \lambda)=-\overline{\eta(\bar{w}, 1 / \bar{\lambda})}^{t} \tag{A.5}
\end{equation*}
$$

where $w=\bar{z}$. Thus

$$
\begin{equation*}
\tau(w, \lambda)=\sum_{m=-\infty}^{1} \tau_{m}(w) \lambda^{m} \tag{A.6}
\end{equation*}
$$

where $\tau_{m}(w)=-{\overline{\eta_{-m}(\bar{w})}}^{t}$ and $w=\bar{z}$. Using the equations above and setting $L=\left(\bar{C}^{t}\right)^{-1}$, we obtain

$$
\begin{cases}d C=C \eta, & C\left(z_{0}, \lambda\right)=\mathrm{Id}  \tag{A.7}\\ d L=L \tau, & L\left(\bar{z}_{0}, \lambda\right)=\mathrm{Id}\end{cases}
$$

where $\tau=-\overline{\eta(z, 1 / \bar{\lambda})}^{t}$, and $z_{0}$ is the base point chosen in $\mathbb{D}$. Applying the generalized Iwasawa decomposition A.3, we obtain

$$
\begin{equation*}
(C, L)=(F, F)(\operatorname{Id}, W)\left(V_{+}, V_{-}\right) \tag{A.8}
\end{equation*}
$$

where $W$ is as in Theorem A.1. It is important to note that the symmetry $L=\left(\bar{C}^{t}\right)^{-1}$ implies $W=\mathrm{Id}$. Hence $F(z, \bar{z}, \lambda)$ is the extended framing of
some CMC-immersion. In the above procedure we can consider the variable $w=\bar{z}$ as a free variable [10]. This implies that there exists an extension of the extended framing $F(z, \bar{z}, \lambda)$. More precisely, from [10], we show that for each CMC-immersion defined on $\mathbb{D} \subset \mathbb{C}$, with extended framing $F(z, \bar{z}, \lambda)$, there exist some $\lambda$-independent diagonal matrix $l=l(z, \bar{z})$ such that the extended framing $F(z, \bar{z}, \lambda) l(z, \bar{z})$ has a unique meromorphic extension to $\mathbb{D} \times \overline{\mathbb{D}}$ :

Theorem A. $4([10]) \quad$ Let $F(z, \bar{z}, \lambda): \mathbb{D} \rightarrow \Lambda S U(2)_{\sigma}$ be the extended framing of some CMC-immersion. Then there exists a $\lambda$-independent diagonal matrix $l(z, \bar{z}) \in S L(2, \mathbb{C})$ with entries $l_{0}>0$ and $l_{0}^{-1}>0$ such that $F(z, \bar{z}, \lambda) l(z, \bar{z})$ has a unique meromorphic extension $U(z, w, \lambda): \mathbb{D} \times \overline{\mathbb{D}} \rightarrow$ $\Lambda S L(2, \mathbb{C})_{\sigma}$.
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