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of a Reductivep-adic Group
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1. Introduction

In recent years, the questions of interest in the study of harmonic analysis on re-
ductivep-adic groups have required very precise versions of what were previously
qualitative results (see e.g. [19; 20; 25; 26; 27]). This paper began as an attempt to
prove precise versions of some results of Fiona Murnaghan that relate the character
of a supercuspidal representation to the Fourier transform of an elliptic orbital in-
tegral [15; 16; 17; 18]. In order to properly formulate these results, it was necessary
to develop a “uniform” way to express both the support of invariant distributions
and the local constancy of functions. We present here the product of this effort.

LetF denote a field with discrete valuation. We assume thatF is complete with
perfect residue fieldf. LetG be the group ofF -rational points of a reductive, con-
nected, linear algebraic group defined overF, and letg denote its Lie algebra. Let
B denote the Bruhat–Tits building ofG.

Recall that, forx ∈ B andr ∈R,Allen Moy and Gopal Prasad defined a lattice
gx,r of g. In Section 3 we explore the relationship between the latticesgx,r andN,
the set of nilpotent elements ing. For every real numberr we construct the open,
closed,G-invariant subset

gr :=
⋃

gx,r ,

where the union is taken over the points inB. The setsgr can be used to describe
the support of invariant distributions ong. We show that

gr =
⋂
(gx,r +N ),

where the intersection is taken over the points inB. This equality provides some
intuition for the ubiquity of the nilpotent set in harmonic analysis. We prove that
the setsgr behave well with respect to parabolic descent. That is, ifP is a par-
abolic subgroup ofG with Levi decompositionP = MN and Lie algebrasp =
m+ n, then

m ∩ gr = mr .
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We also show that, given a result of [6], analogous statements can be made for the
filtrations ofG defined by Moy and Prasad.

Under the assumption thatf is finite, we examine the relation between the Fourier
transform and the setsgr . We prove that the Fourier transform of a locally con-
stant, compactly supported, complex-valued function with support ingr can be
written as a finite sum of functions each of which is translation invariant with re-
spect to a latticegy,(−r)+ for somey in B. Finally, we show that if anM-invariant
distribution onm has a local expansion onmr , then the distribution ofg obtained
by induction has a local expansion ongr .

Much of the material in this paper appeared in the second author’s thesis [5].
We are indebted to many people. We thank Robert Kottwitz for his beautiful

lectures on the harmonic analysis of reductivep-adic groups presented at the Uni-
versity of Chicago during 1995–96. We thank Gopal Prasad for providing one of
our proofs of Lemma 2.4.1. We thank the referee for many helpful comments. We
have benefited from conversations with Robert Kottwitz, Allen Moy, Fiona Mur-
naghan, Amritanshu Prasad, Gopal Prasad, Paul Sally, Jr., and Jiu-Kang Yu.

2. Preliminaries

2.1. The Basics

Let F denote a field with nontrivial discrete valuation and residue fieldf. We as-
sume thatF is complete and thatf is perfect. Fix a uniformizing element$ in F.
We letR denote the ring of integers ofF and℘ = $R its prime ideal. Letν de-
note a valuation onF, normalized so thatν(F×) = Z . We will also denote byν
the unique extension of this valuation to any algebraic extension ofF. Fix an ad-
ditive character3 : F + → C× with conductor℘. Let G be a connected reductive
algebraic group defined overF. The Lie algebra ofG will be denoted byg.

For any field extensionE of F, let G(E) denote the group ofE-rational points
of G and letg(E) denote the vector space ofE-rational points ofg. We will let
G = G(F ) andg = g(F ).

Let Ad denote the adjoint representation ofG ong and ofG ong. We will often
write gX instead of Ad(g)X andgh instead of Int(g)h = ghg−1. We will use a
similar notation for the coadjoint action ofG on the linear dualg∗ of g. For any
subsetS of G (or g or g∗) and any subgroupH of G, let

HS := {hs | h∈H ands ∈ S}.
If S is a set andn∈N, then Mn(S) denotes the set ofn×nmatrices with entries

in S. As a set, we will always realizegln(F ) as Mn(F ) and GLn(F ) as

{X ∈M n(F ) | det(X) 6= 0}.
2.1.1. Bruhat–Tits Building. Let B = B(G) = B(G, F ) denote the (en-
larged) Bruhat–Tits building ofG. Every maximalF -split torusS in G has an
associated apartmentA(S, F ) ⊂ B. For anF -Levi subgroupM of G,we identify
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B(M , F ) in B(G, F ). There is not a canonical way to do this, but every natural
embedding ofB(M , F ) in B(G, F ) has the same image.

Forx, y ∈B(G), let [x, y] denote the geodesic inB(G) from x to y.

2.1.2. Filtrations of Tori. Let T be a torus defined overF, and letE be an
extension ofF. Let X ∗(T) denote the group of characters ofT. Let T(E)0 de-
note the parahoric subgroup ofT(E). The torusT(E) and its Lie algebrat(E) =
Lie(T(E)) have natural filtrations, defined as follows. For anyr ∈R, let

t(E)r := {H ∈ t(E) | ν(dχ(H )) ≥ r for all χ ∈X ∗(T)}.
For anyr ≥ 0, let

T(E)r = {t ∈T(E)0 | ν(χ(t)−1) ≥ r for all χ ∈X ∗(T)}.
Note that, in general,T0 = T(F )0 need not be the maximal bounded subgroup

of T = T(F ). For example, ifT is the set of norm-1 elements of a ramified qua-
dratic extension ofF, then the maximal bounded subgroup ofT is T, but T/T0

has two elements. In particular, parahoric subgroups behave poorly with respect
to (ramified) base change.

2.1.3. Some Fixed Notation. The following notation will be used throughout
the remainder of the paper. Fix a maximal unramified extensionF unr of F. Let
Runr denote the ring of integers ofF unr and letF denote the residue field ofF unr.

Let L/F unr be the minimal Galois extension such thatG is L-split, and let̀ =
[L : F unr].

Let S be a maximalF -split torus ofG. Let T be a maximalF unr-split F -torus
of G that containsS. (Such a torus exists, by [4].) The centralizerZ of T in G is
a maximal torus, defined overF.

LetA be the apartment ofT(F unr) in B(G, F unr). Note that we may identify
A(S, F ) (resp.,B) with the Gal(F unr/F )-fixed points ofA (resp.,B(G, F unr)).

Let8 be the set of roots ofG relative toT andF unr, and let9 be the set of affine
roots ofG relative toT, F unr, and our choice of valuation. Fix an alcove (i.e., an
affine chamber)C ⊂ A so that the Gal(K/k)-fixed points ofC̄ contain an alcove
of B. ThenC determines a basis1 for 9. As usual,ψ ∈ 9 is positive(ψ > 0)
if ψ can be written as a nonnegative integral linear combination of elements in1

and is negative(ψ < 0) if −ψ is positive. Note thatψ ∈9 is positive if and only
if ψ |C > 0.

For anyb ∈8, let Ub denote the corresponding root group and letub denote its
Lie algebra. BothUb andub are defined overF unr.

For each rootb ∈8, there is an extensionLb/F unr inL such that the root-group
quotientUb(F

unr)/U2b(F
unr) is isomorphic to the additive group ofLb. (If b is

not multipliable, then writeU2b = {1}.) For anyψ ∈ 9 of gradientb ∈ 8, let
`ψ = `b = [Lb : F unr]−1.

2.2. The Moy–Prasad Filtrations

Following [13], one can associate to any pointx in the buildingB ofG a parahoric
subgroupGx ofG, a filtration{Gx,r}r≥0 of the parahoric, and a filtration{gx,r}r∈R
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of the Lie algebrag of G. Although f is assumed to be finite in [13], there is no
difficulty in extending their definitions to our setting. We state the definitions.

Forψ ∈9, let ψ̇ ∈8 denote the gradient ofψ. For eachψ ∈9 we can define
a bounded subgroupUψ(F

unr) of the root groupUψ̇ (F
unr) and a latticeuψ(F unr)

of the root spaceu ψ̇ (F
unr). Indeed, choosex ∈A such thatψ(x) = 0. We define

Uψ(F
unr) := Uψ̇ (F

unr) ∩ stabG(F unr)(x). Let G denote theRunr-group scheme
associated to stabG(F unr)(x) (see [4]). The group ofRunr-rational points ofG is
stabG(F unr)(x). LetL(G ) denote the Lie algebra ofG; this is a lattice ing(F unr).

We defineuψ(F unr) := u ψ̇ (F
unr) ∩ L(G ). If ψ1, ψ2 ∈9 such thatψ̇1 = ψ̇2 and

ψ1 ≥ ψ2, thenUψ1(F
unr) ⊂ Uψ2(F

unr) anduψ1(F
unr) ⊂ uψ2(F

unr).

Forx ∈A(T, F unr) ⊂ B(G, F unr) andr ∈R≥0, let G(F unr)x,r denote the sub-
group ofG(F unr) generated byZ(F unr)r and theUψ(F

unr) for whichψ(x) ≥ r.
Similarly, for r ∈R, we define the latticeg(F unr)x,r of g(F unr) by

g(F unr)x,r := z(F unr)r +
∑
ψ∈9
ψ(x)≥r

uψ(F
unr),

wherez is the Lie algebra ofZ . Supposex ∈ A(S, F ). In this casex can be re-
alized as a Gal(F unr/F )-fixed point ofA(T, F unr). For r ∈ R≥0 we define the
subgroupGx,r ⊂ G to be the group of Gal(F unr/F )-fixed points ofG(F unr)x,r ,

and, forr ∈R, we definegx,r ⊂ g to be the lattice of Gal(F unr/F )-fixed points of
g(F unr)x,r .

We list a few basic properties of the Moy–Prasad filtrations. (For a proof see
[1; 13; 21].) For notational convenience, we will assumer ∈ R≥0 whenever we
discuss objects inG.

Proposition 2.2.1. The Moy–Prasad filtrations have the following properties.
Fix x ∈ B(G) andr ∈R.

(a) For anyg ∈G, let gx be the image ofx under the action ofG onB(G, F ).
ThenInt(g)Gx,r = Ggx,r andAd(g)gx,r = ggx,r . More generally, if τ ∈
AutF (G), thenτ induces an action onB(G) and also ong (via dτ). In par-
ticular, we havedτ(gx,r ) = gτ(x),r and τ(Gx,r ) = Gτ(x),r .

(b) We have$gx,r = gx,r+1.

(c) If M is anF -Levi subgroup ofG, m is the Lie algebra ofM = M (F ), and
x ∈ B(M , F ), thengx,r ∩m = mx,r andGx,r ∩M = Mx,r .

As a notational convenience, we writeGx,r+ =⋃s>r Gx,s andgx,r+ =⋃s>r gx,s .
Moy and Prasad also define filtration lattices{g∗x,r} in the dualg∗ of g by

g∗x,r = {χ ∈ g∗ | χ(gx,(−r)+) ⊂ ℘}.
We writeg∗

x,r+ =
⋃
s>r g∗x,s . These lattices ing∗ satisfy statements analogous to

those in Proposition 2.2.1.
For a Gal(F unr/F )-fixed pointx ∈ B(G, F unr), it is common to denote the

parahoricGx,0 and its subgroupGx,0+ byGx andG+x , respectively. The quotient
Gx/G

+
x is the group off-points of a connected reductivef-groupGx. Similarly, if
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H ⊂ B(G) is a facet, thenGH denotes the parahoric subgroup ofG associated to
H. (Recall thatGx = GH for all x ∈H.) We caution the reader that, in general,
Gx 6= stabG(x) andGH 6= stabG(H ) (see e.g. [23, Sec. 3.12]).

2.3. Optimal Points

In [13, Sec. 6.1],optimalpoints are defined to be certain elements ofB that have
nice properties with respect to the Moy–Prasad filtrations ofg∗. For the time be-
ing, we shall call these pointsg∗-optimal. In this subsection we defineg-optimal
points, which have analogous properties with respect to the filtrations ofg. We
then show that we may assume the set ofg∗-optimal points to be a subset of the set
of g-optimal points. This result has been independently observed by Shu-Yen Pan.

Let
6 = {ψ ∈9 | ψ > 0 andψ −1< 0}.

This is a finite set. For each nonempty and Gal(F unr/F )-invariant subsetS ⊂ 6,
we can choose a pointxS ∈ C̄ such that:

(i) minψ∈S ψ(xS) ≥ minψ∈S ψ(y) for all y ∈ C̄;
(ii) ψ(xS) is rational for allψ ∈9; and
(iii) xS is Gal(F unr/F )-invariant.

The existence of such a point follows by making the same arguments as those
found in [13, Sec. 6.1]. For each nonempty and Gal(F unr/F )-invariant subsetS ⊂
6, fix a choice ofxS ∈ C̄ satisfying conditions(i)–(iii) and letO be the finite
set{xS}. A point x ∈ B is said to beg-optimal for S if it is G-conjugate toxS

and simplyg-optimal if it is G-conjugate to some point inO. The definition of
g∗-optimal is the same, except that condition (i) is replaced by:

(i ′) minψ∈S(ψ(xS)− (1− `ψ)) ≥ minψ∈S(ψ(y)− (1− `ψ)) for all y ∈ C̄.
Lemma 2.3.1. Let S′ be a nonempty andGal(F unr/F )-invariant subset of6.
Then there exists a nonempty andGal(F unr/F )-invariant subsetS of 6 such
that, for everyx ∈ C̄, x satisfies conditions(i′), (ii), and (iii) for S′ if and only
if x satisfies conditions(i)–(iii) for S.

Proof. We first define a subsetS of 6. One may assume without loss of general-
ity that distinct elements ofS′ have distinct gradients. Let

S = {ψ ∈S′ | ψ + `ψ /∈6}.
Note thatS is Gal(F unr/F )-invariant. Let

S =
{ {ψ + `ψ | ψ ∈S′ \ S} if S $ S′,
{ψ + `ψ −1 | ψ ∈S′ } if S = S′.

ThenS is a nonempty and Gal(F unr/F )-invariant subset of6. It only remains to
show thatx satisfies condition (i) for the setS if and only if x satisfies condition
(i ′) for S′.
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SupposeS $ S′. Sinceψ − (1− `ψ) > 0 forψ ∈ S, we have for ally ∈ C̄ that

min
ψ∈S′

(ψ(y)− (1− `ψ)) = min
ψ∈S′\S

(ψ(y)− (1− `ψ)) = min
ψ∈S

ψ(y)−1,

sox satisfies (i) forS if and only if x satisfies (i′) for S′.
Now supposeS = S′. Then, fory ∈ C̄,

min
ψ∈S′

(ψ(y)− (1− `ψ)) = min
ψ∈S

ψ(y),

sox satisfies (i) forS if and only if x satisfies (i′) for S′.

From this lemma we may assume that the set ofg∗-optimal points is a subset of
theg-optimal points. Therefore, it makes sense to call a pointx optimal if it is
G-conjugate to a point inO.

We say thatr ∈Q is anoptimal numberif there is an optimal pointx such that
gx,r 6= gx,r+ . Since every optimal point is conjugate to a point inO and sinceO
is a finite set, the set of optimal numbers is discrete.

The following lemma has been extracted from the proof of [13, Prop. 6.3].

Lemma 2.3.2. If y ∈ B(G) and r ∈ R, then there exist optimal pointsx, z ∈
B(G) such that

gx,r ⊂ gy,r ⊂ gz,r .

Proof. We first show the existence ofz. We may and do assume thaty is a
Gal(F unr/F )-invariant point ofC̄. DefineS′ by

S′ := {ψ ∈9 | ψ(y) ≥ r}.
Letn be the least integer such thatψ +n > 0 for allψ ∈S′. Define the nonempty
and Gal(F unr/F )-invariant subsetS of 6 by

S := {ψ + n | ψ ∈S′ } ∩6.
Let z = xS ∈ C̄. Sincez∈ B, we need only show that

g(F unr)y,r ⊂ g(F unr)z,r .

In order to prove this, it is enough to show thatψ(z) ≥ r for all ψ ∈ S′. But if
ψ ∈S′, then

ψ(z)+ n ≥ min
φ∈S

φ(z) ≥ min
φ∈S

φ(y).

SinceS is a finite set, there is aψ ′ ∈S′ such thatψ(z) ≥ ψ ′(y); butψ ′(y) ≥ r.
This same argument applied tog∗ shows that, for allt ∈R, there exists anx ∈
O such thatg∗y,t ⊂ g∗x,t .

There exists anε > 0 such that, for alls ∈ (r − ε, r), we havegy,r = gy,s =
gy,s+ . Fix s ∈ (r − ε, r). From the previous paragraph, there exists anx ∈O such
thatg∗y,−s ⊂ g∗x,−s . Thus, sincer > s, we have

gx,r ⊂ gx,s+ ⊂ gy,s+ = gy,r .
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Corollary 2.3.3. If y ∈ B andr ∈ R, then there exist optimal pointsx, z ∈ B
such that, for all affine rootsψ,

ψ(x) ≥ r H⇒ ψ(y) ≥ r,
ψ(y) ≥ r H⇒ ψ(z) ≥ r.

2.4. A Result about Alcoves and Parabolic Subgroups

Suppose thatP is the group ofF -rational points of a parabolic subgroupP ⊂ G
defined overF. LetM denote the group ofF -rational points of anF -Levi factor
M of P. Denote byN the unipotent radical ofP. Let P̄ = MN̄ be the parabolic
oppositeP = MN. WhenP is a minimal parabolic subgroup, both results in this
subsection follow from standard results about spherical buildings.

We provide two proofs for our first result (the second proof is due to Gopal
Prasad).

Lemma 2.4.1. Supposex ∈ B(M). If C ′ ⊂ B(G) is an alcove such thatx ∈ C̄ ′,
then there exists ann∈N ∩Gx such thatnC ′ ⊂ B(M).
Remark 2.4.2. It is sufficient to show that there exists ap ∈ P ∩ Gx such that
pC ′ ⊂ B(M).
Proof. Without loss of generality, we suppose thatx ∈A(S, F ) ⊂ B(M) and that
P is a minimal parabolic subgroup ofG.

Let X ∗(S) denote the set of 1-parameter subgroups ofS. LetD denote the vec-
tor chamber inX ∗(S)⊗R corresponding toN (see [3]). BecauseD is open, there
exists an alcoveC1 ⊂ A(S, F ) such thatx ∈ C̄1 and(x + D) ∩ C1 6= ∅. Let I
denote the Iwahori subgroupGC1. Note thatI ⊂ Gx.

LetA1⊂ B(G)be an apartment containing bothC1 andC ′. Chooseg ∈ I so that
gA1= A(S, F ). In particular,gC ′ ⊂ A(S, F ), x ∈gC̄ ′, andgC ′ ∩ (C1−D) 6=
∅. Write g = n̄mn with n ∈ I ∩ N, m ∈ I ∩M, andn̄ ∈ I ∩ N̄. Note that ifz ∈
C1−D thenn̄−1z = z. Therefore, sincegC ′ ∩ (C1−D) is open, we have

gC ′ = n̄mnC ′ = mnC ′
with mn∈ I ∩ P ⊂ Gx ∩ P.
Proof (Prasad). Without loss of generality, we suppose thatx is a Gal(F unr/F )-
fixed point ofA ⊂ B(M , F unr) and thatC ′ is the set of Gal(F unr/F )-fixed points
of a facetC ′′ in B(G, F unr). (Note that ifG is residually quasi-split overF, then
C ′′ is an alcove inB(G, F unr).)

Here G(F unr)x/G(F unr)+x is the group ofF-rational points of a reductive
connected groupG defined overf. Similarly, the image ofG(F unr)C ′′ (resp.
G(F unr)x ∩P(F unr), resp.S(F unr)∩G(F unr)x) in G(F) is the group ofF-rational
points of a minimal parabolic subgroupB (resp. parabolic subgroupP, resp. max-
imal f-split torusS) of G defined overf. SinceB andP are parabolic subgroups
of G that are defined overf, there exists [2, Prop. 20.7] a maximalf-split torus
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S′ ⊂ B ∩ P. Moreover, sinceS andS′ are maximalf-split tori of P, there exists a
p̄ ∈P(f) such that̄pS′ = S. Choosep ∈Gx ∩P so that its image inP(f) is p̄. Let
T ′ = p−1

T. It follows from [23, Sec. 3.6.1] thatC ′′ ⊂ A(T ′, F unr) and sopC ′ ⊂
AGal(F unr/F ) ⊂ B(M).
The following result is due to Allen Moy and Fiona Murnaghan [12]. We present
here a different proof.

Corollary 2.4.3 [12]. If C ′ is an alcove inB(G), then there exists ann ∈ N
such thatnC ′ ⊂ B(M).
Proof. Supposex ∈ C̄ ′ is special (see e.g. [23, Sec. 1.9]). LetS ′ be the group of
F -rational points of a maximalF -split torusS′ such thatx ∈ A(S′, F ). Choose
g ∈G such thatgS ′ ⊂ P. From the Iwasawa decomposition(G = PGx) we can
write g = ph with p ∈P andh∈Gx. Thus

x = hx ∈A(hS′, F )
and

hS ′ ⊂ p−1
P = P.

There exists ann1∈N such thatn1·hS ′ ⊂ M. Sincen1x ∈ A(n1·hS′, F ) ⊂ B(M),
by Lemma 2.4.1 there exists ann2 ∈Gn1x ∩N such thatn2n1C

′ ⊂ B(M).

2.5. Nilpotent Elements

Let XF∗(G) denote the set of 1-parameter subgroups ofG defined overF. Call an
elementX ∈ g nilpotent if there is someλ ∈ XF∗(G) such that limt→0

λ(t)X = 0.
LetN denote the set of nilpotent elements. A more usual definition is that an ele-
ment is nilpotent if the Zariski closure of itsG-orbit contains zero. LetN ′′ denote
the set of elements ing that are nilpotent in this sense, and letN ′ denote the set
of elementsX in g such that thep-adic closure of theG-orbit ofX contains zero.
It is clear thatN ⊆ N ′ ⊆ N ′′. By a theorem of Kempf [11, Cor. 4.3],N = N ′′
whenF is perfect.

Lemma 2.5.1. If F is perfect orf is finite, thenN = N ′.
Proof. From [11, Cor. 4.3] we may assume thatf is finite. It is clear thatN ⊂ N ′.

Let M = CG(S)(F ) and choose a minimal parabolicP ⊂ G containingM.
ThenP has a Levi decompositionP = MN. Let p = m+ n be the associated Lie
algebras. Let8 = 8(G,S, F ) denote the set ofF -roots ofS with respect toG
and let8+ ⊂ 8 denote the set of positiveF -roots in8 with respect toP. Let x ∈
A(S, F ) be a special point forG.

SupposeX ∈N ′. It will be sufficient to show thatX ∈ Gxn.
We have the Cartan decompositionG = GxS+ωGx, where

S+ = {s ∈S(F ) : |α(s)| ≤ 1 for all α ∈8+}
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andω is a finite subset ofM. Since zero is in thep-adic closure of theG-orbit of
X, there exists a sequence{gi ∈G} such that

giX ∈ gx,i

for all positive integersi.
Without loss of generality,gi = k ′iaiwki for ki, k ′i ∈ Gx, ai ∈ S+, and fixed

w ∈ ω. Sincek
′
igx,i = gx,i , we may and do assume thatgi = aiwki. Let P̄ =

MN̄ be the parabolic oppositeP with Lie algebras̄p = m+ n̄. Then we have the
direct sum decompositiong = n̄+m+ n. Write kiX = Z̄i + Yi +Zi, whereZ̄i ∈
n̄, Yi ∈m, andZi ∈ n. ThengiX→ 0 impliesaiwZ̄i → 0 andaiwYi → 0. This im-
pliesZ̄i → 0 andYi → 0. Therefore, sinceGx is compact, there exists ak ∈Gx
such thatkX ∈ n.

Remark 2.5.2. Forg∗ we letN ∗,N ∗′, andN ∗′′ denote the analogues ofN,N ′,
andN ′′, respectively. The preceding proof can be modified to show thatN ∗ =
N ∗′ whenf is finite orF is perfect. It is known thatN ∗ andN ∗′′ need not be
equal in positive characteristic. For example, Gopal Prasad pointed out to us that
N ∗ 6= N ∗′′ for SL2(F ) whenF has characteristic 2.

3. Some Results for Moy–Prasad Filtrations ofg

The results ong in this section do not rely on the structure ofg as a Lie algebra.
Therefore, with appropriate changes, they are all valid for the filtrations ofg∗ and,
indeed, for the filtrations of̂g, the Pontrjagin dual ofg. (Note thatĝx,r consists of
those characters ofg whose restriction togx,(−r)+ is trivial.) Moreover, there are
versions of these results forG (see Section 3.7).

3.1. Statement of the Main Result

Definition 3.1.1. Forr ∈R,

gr :=
⋃

x∈B(G)
gx,r .

The main results of this section are summarized in the following theorem.

Theorem 3.1.2. Supposer ∈R.

(1) gr =⋂x∈B(G)(gx,r +N ).
(2) If P is a parabolic subgroup ofG with Levi decompositionP = MN and Lie

algebrasp = m+ n, thengr ∩m = mr .

The original proof of this theorem in [5] relied on several propositions in [13; 14],
which in turn relied on a fundamental result of Kempf [11]. The proof here has
removed the reliance on [11]. Part (1) of the theorem is Lemma 3.4.2 and part (2)
is Lemma 3.5.3.
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3.2. Asymptotic Results on the Filtrations

In [9, Lemma 2.4] it is shown that, whenf is finite, the GLn(F )-orbit of$mM n(R)

is contained in$mM n(R)+N. Under these same conditions onf, it is also known
(see e.g. [8, Lemma 12.2]) that, for any compact setω ⊂ g, there exists a lattice
L ⊂ g such thatGω ⊂ L+N. The Moy–Prasad filtration lattices allow us simul-
taneously to extend the first result and refine the second without requiring thatf
be finite.

Lemma 3.2.1. Letx, y ∈ B, and letr ∈R. Thengx,r ⊂ gy,r +N.
Proof. Sincegx,r ⊂ gy,r +N if and only if ggx,r ⊂ ggy,r +N for g ∈G, we may
assume thatx andy are Gal(F unr/F )-fixed points ofA.

ChooseEv ∈X ∗(S)⊗R such thatx = y+ Ev. LetP be a minimal parabolic sub-
group determined byEv. That is,P has a Levi decompositionP = MN such that
A(S, F ) ⊂ B(M) and, for allF -rootsα of S that are positive with respect toN,
we have〈α, Ev〉 ≥ 0.

Let P̄ = MN̄ denote the parabolic oppositeP and letg = n̄ + m + n denote
the associated Lie algebras. We have

gx,r = (gx,r ∩ n̄)+ (gx,r ∩m)+ (gx,r ∩ n) ⊂ n̄+ gy,r ⊂ N + gy,r .

Corollary 3.2.2. For r ∈R andx ∈ B(G), we havegr ⊂ gx,r +N.
Definition 3.2.3. Forr ∈R, we define

gr+ :=
⋃

x∈B(G)
gx,r+ .

Remark 3.2.4. From Lemma 2.3.2 we can write

gr =
⋃

Ggx,r ,

where the union is over a finite set of optimal points (independent ofr). Therefore,
gr = gr+ unlessr is an optimal number. (Jiu-Kang Yu has observed that the con-
verse is often false; consider, for example, Sp4(F ) and the optimal number 1/3.)
Note that for allr ∈ R we havegr+ = ⋃

s>r gs . Thus, for allr ∈ R there exist
s, t ∈R with s > r > t such thatgs = gr+ ⊂ gr = gt+ .

Definition 3.2.5. Fory ∈ B(G) ands ∈R, a coset4∈ gy,s/gy,s+ is degenerate
if and only if4 ∩N 6= ∅.
One purpose of the following corollary is to give a new proof of [13, Prop. 6.3].
The proof here does not rely on [11].

Corollary 3.2.6 (of Lemma 3.2.1 and its proof ).Fix y ∈ B(G) ands ∈R. The
coset4∈ gy,s/gy,s+ is degenerate if and only if4 ⊂ gs+ .

Proof. “⇐” If 4 ⊂ gs+ , then by Corollary 3.2.2 and Remark 3.2.4 we have4 ⊂
gy,s+ +N.
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“⇒” If 4 = gy,s+ then there is nothing to prove, so assume that4 = X+ gy,s+
with X ∈N ∩ (gy,s \ gy,s+). Fix r > s. SinceX ∈N, there exists anx ∈ B(G)
such thatX ∈ gx,r . For all pointsz on the geodesic [x, y] that are sufficiently near
but not equal toy, we havegy,s+ ⊂ gz,s+ andX ∈ gz,s+ . (The second statement
is valid becauser > s.) Thus,

X + gy,s+ ⊂ gz,s+ ⊂ gs+ .

Remark 3.2.7. From this proof it follows that, if4 ∈ gy,s/gy,s+ is degenerate,
then there exist an alcoveC ′ ⊂ B(G) and az ∈ C̄ ′ such thaty ∈ C̄ ′ and4 ⊂
gz,s+ . Proposition 6.3 of [13] now follows from Corollary 3.2.6 and Lemma 2.3.2

Remark 3.2.8. Supposex ∈ B(G) andr ∈R. If gr = gr+ , then it follows from
Corollary 3.2.6 that every coset ofgx,r/gx,r+ is degenerate. In particular, every
coset ofgx,r/gx,r+ is degenerate unlessr is an optimal number.

3.3. A Depth Function forg

In this subsection we define aG-invariant function d:g → Q ∪ {∞} that mea-
sures the depth of elements ofg with respect to the Moy–Prasad filtrations.

The next lemma shows that thegr are related to the Moy–Prasad filtrations in
the sense of [8, Sec. 2 and Lemma 5.6].

Lemma 3.3.1. For all y ∈ B(G) andr ∈R,

$gy,r ⊂ $gr ⊂ G(gy,r ).

Proof. We may suppose thaty ∈ C̄. It is enough to show that, for allx ∈ C̄,
g(F unr)x,r+1⊂ g(F unr)y,r .

Suppose this is not true. Then there exists an affine rootψ such that

ψ(x) ≥ r +1 and ψ(y) < r.

Henceψ(x)− ψ(y) > 1, which contradicts the fact that bothx andy lie in C̄.

Lemma 3.3.2.
N ′ =

⋂
r∈R

gr .

Proof. SupposeX ∈N ′. ThenGX intersectsgx,r for all x ∈ B(G) and allr ∈R, so
X ∈⋂r∈R gr . Conversely, fixy ∈ B(G). If X ∈⋂r∈R gr , thenX ∈⋂r∈R(

Ggy,r )
by Lemma 3.3.1. ThusX ∈N ′.
Corollary 3.3.3. The elements of the set{gr | r ∈R} form a neighborhood
basis ofG-invariant open neighborhoods ofN ′.
Proof. This follows from Lemma 3.3.1 and Lemma 3.3.2.

The following result, or something similar, has also been proved by Allen Moy.
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Lemma 3.3.4. LetX ∈ g\N ′. Then there exists a unique numberd(X)∈R such
thatX ∈ gd(X) \ gd(X)+ .

Proof. By Lemma 3.3.2 there exists ans ∈ R such thatX /∈ gs . Fix x ∈ B(G);
then there exists anr ∈ R such thatX ∈ gx,r . Note thatr < s andX ∈ gr \ gs .
Since the set of optimal numbers betweenr ands is finite, the result follows from
Remark 3.2.4.

Note that, forX ∈ g \N ′, d(X) is an optimal number. Thus d(X)∈Q.

Definition 3.3.5. IfX ∈N ′, then d(X) := ∞.
Definition 3.3.6. ForX ∈ g, we call d(X) thedepthof X.

Lemma 3.3.7. The mapd: g→ Q ∪ {∞} sendingX to d(X) is locally constant
on g \ N ′. More precisely, ifX ∈ gx,d(X) for somex ∈ B, thend is constant on
X + gx,d(X)+ .

Proof. Suppose that d(X) = s < ∞. Then there exists a pointx ∈ B(G) for
whichX ∈ gx,s \ gx,s+ . ChooseY ∈ gx,s+ . We claim that d(X + Y ) = s.

SinceX+Y ∈ gx,s ,we have that d(X+Y ) ≥ s. If d(X+Y ) > s then, by Corol-
lary 3.2.2 and Remark 3.2.4, we haveX + Y ∈ gx,s+ +N and soX ∈N + gx,s+ .
But then from Corollary 3.2.6 we have d(X) > s, a contradiction.

Lemma 3.3.8. Assume thatF has characteristic0. If X ∈ g has Jordan decom-
positionX = Xs +Xn, thend(X) = d(Xs).

Proof. Fix z ∈ B(G) such thatXs ∈ gz,d(Xs) \ gz,d(Xs)+ . Because zero is in the
p-adic closure of theCG(Xs)-orbit of Xn, there exists ag ∈ CG(Xs) such that
gXn ∈ gz,d(Xs)+ . Therefore,

X = g−1
(gX) = g−1

(Xs + gXn)∈ g−1
(gz,d(Xs)) = gg−1z,d(Xs).

Let y = g−1z. ThenX ∈ gy,d(Xs) ⊂ gd(Xs), which implies that d(X) ≥ d(Xs).
Note thatXn ∈ gy,d(Xs)+ .

On the other hand, if there is a pointx ∈ B(G) such thatX ∈ gx,d(Xs)+ , thenX ∈
gy,d(Xs)+ + N, which implies thatXs ∈ gy,d(Xs)+ + N. But then Corollary 3.2.6
yieldsXs ∈ gd(Xs)+ , a contradiction.

3.4. G-Domains

Definition 3.4.1. A setV ⊂ g is called aG-domainprovided thatV is G-
invariant, open, and closed.

The main results of this section were inspired by ideas from the study of GLn. For
this paragraph, letG = GLn(F ) andg = M n(F ). Let P be a proper parabolic
subgroup ofG with Levi decompositionP = MN and Lie algebrasp = m + n.
Suppose thatk = M n(R) and thatm is in standard form (i.e.,m = ∏

M ni(F )

is embedded in the usual way). IfV = Gk then it is clear thatV is open and
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G-invariant. It is also true thatV is closed. Therefore,V is aG-domain ing.
Furthermore,V ∩m is anM-domain inm and equalsM(k ∩m).

The following results extend these ideas to arbitraryG.

Lemma 3.4.2. For all r ∈R,

gr =
⋂

x∈B(G)
(gx,r +N ).

Proof. Corollary 3.2.2 implies that the left-hand side is a subset of the right. Let
us suppose thatX is contained in the right-hand side but not the left and then de-
rive a contradiction.

If X /∈ gr , then it follows that d(X) < r and there exists ay ∈ B(G) such that
X ∈ gy,d(X) ∩ (gy,r +N ). Sincegy,r ⊂ gy,d(X)+ , we have thatX+ gy,d(X)+ is de-
generate ingy,d(X)/gy,d(X)+ . But then Corollary 3.2.6 implies thatX ∈ gd(X)+ , a
contradiction.

Corollary 3.4.3. If r ∈R, thengr is aG-domain.

Remark 3.4.4. In fact,gr is AutF (G)-invariant.

Proof. Becausegr isG-invariant and open, we need only show thatgr is closed.
Since the complement ofgx,r +N is the (disjoint) union of open cosets, the set
gx,r +N is closed. Our result now follows from Lemma 3.4.2.

Example 3.4.5. IfG = GLn(F ), theng0 = Gk (in the notation introduced prior
to Lemma 3.4.2).

Example 3.4.6. IfG = SL2(F ), we have

g0 =
G(
R R

R R

)
∪
G(
R ℘−1

℘ R

)
and

g1/2 =
G(℘ R
℘ ℘

)
,

where, for example,
(
R R

R R

)
is interpreted to mean the set of matrices insl2(F )

with entries inR. Note that, up to scaling, these are the only twoG-domains of
the formgr that occur insl2(F ).

Corollary 3.4.7. N ′ is closed(in thep-adic topology).

Proof. This is immediate from Corollary 3.4.3 and Lemma 3.3.2.

3.5. Parabolic Descent

We now will show that thegr behave well with respect to parabolic descent.
Suppose thatP is the group ofF -rational points of a parabolic subgroupP ⊂ G

defined overF. LetM denote the group ofF -rational points of anF -Levi factor
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M of P. Denote byN the unipotent radical ofP, and letP̄ = MN̄ be the para-
bolic oppositeP = MN. Let p = m + n and p̄ = m + n̄ be the associated Lie
algebras. Recall thatg has the direct sum decomposition

g = n̄+m+ n.

If X ∈ g, thenX can be written uniquely asXn̄ +Xm +Xn, whereXn̄ ∈ n̄, Xm ∈
m, andXn ∈ n. LetNm denote the set of nilpotent elements inm.

The following result of Moy and Prasad is [13, Prop. 4.7]. The proof presented
here is independent of [11].

Proposition 3.5.1 [13]. Suppose thatx ∈ B(M) ⊂ B(G), r ∈ R, andX ∈
gx,r \ gx,r+ . If (X + gx,r+) ∩N 6= ∅, then there exists an elementn ∈ N ∩ Gx
such that

((nX)m +mx,r+) ∩Nm 6= ∅.
Proof. Since(X+gx,r+)∩N 6= ∅,Remark 3.2.7 shows that there exist an alcove
C ′ ⊂ B(G) and az ∈ C̄ ′ such thatx ∈ C̄ ′ and(X + gx,r+) ⊂ gz,r+ . It follows
from Lemma 2.4.1 that there exists ann ∈ Gx ∩ N such thatnz ∈ B(M). This
implies that

nX + gx,r+ = n(X + gx,r+) ⊂ gnz,r+ .

From this it follows that(nX)m +mx,r+ ⊂ mnz,r+ , and by Corollary 3.2.6 we are
done.

Corollary 3.5.2. Suppose thatx ∈ B(M), r ∈R, andX ∈mx,r \mx,r+ . Then

(X + gx,r+) ∩N 6= ∅ ⇐⇒ (X +mx,r+) ∩Nm 6= ∅.
Proof. SinceNm ⊂ N andX +mx,r+ ⊂ X + gx,r+ , it is clear that

(X +mx,r+) ∩Nm 6= ∅ H⇒ (X + gx,r+) ∩N 6= ∅.
Now suppose that(X + gx,r+) ∩ N 6= ∅. From Proposition 3.5.1 there exists

ann ∈ N ∩ Gx such that((nX)m + mx,r+) ∩Nm 6= ∅. However,nX = X + Z,
whereZ is an element ofn.

Recall thatmr =⋃x∈B(M) mx,r .

Lemma 3.5.3. For r ∈R,
gr ∩m = mr .

Proof. It is clear thatmr ⊂ gr ∩m.
Suppose thatX ∈ gr ∩ m andX /∈mr . We will derive a contradiction. By Re-

mark 3.2.4 there exists ans < r such thatX ∈ms \ms+; hence there exists anx ∈
B(M) such thatX ∈mx,s \mx,s+ .

SinceX ∈ gr ⊂ gs+ ⊂ gx,s+ +N,Corollary 3.5.2 implies thatX ∈mx,s+ +Nm.

Thus, by Corollary 3.2.6 we haveX ∈ms+ , a contradiction.

Remark 3.5.4. From Remark 3.2.4 and Lemma 3.5.3 it follows thatmr+ =
gr+ ∩m.
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Corollary 3.5.5.
N ′ ∩m = N ′m.

Proof.

N ′ ∩m =
(⋂

gr

)
∩m =

⋂
(gr ∩m) =

⋂
mr = N ′m.

Corollary 3.5.6. Let dm denote the depth function(see Section 3.3) on m.
Then, for allX ∈m, we have

dm(X) = d(X).

3.6. An Alternate Description

The results of Section 3.5 were first proved using different techniques. These tech-
niques achieved slightly more general results at the expense of some mild restric-
tions onG andF. Since these results provide a more intuitive understanding of
thegr , we briefly describe them here. For a subsetV of g, we letV s.s.denote the
set of semisimple elements inV.

Suppose that every maximalF -torus ofG splits over a tamely ramified exten-
sion and thatgs.s. is dense ing. Under these hypotheses, we have

gs.s.
r =

⋃
T ′

t′(F )r ,

where the union is taken over all maximalF -tori T ′ in G and wheret′(F ) is the
Lie algebra ofT ′(F ). So, roughly speaking, thegr can be interpreted in terms of
the valuations of eigenvalues. From this result it follows, under the stated hypoth-
esis onG andF, that if M is any reductive subgroup ofG and if m denotes the
Lie algebra ofM (F ) then

mr = gr ∩m.

It also follows from this result thatgs.s.
r is stable. That is, ifX ∈ gs.s.

r andY ∈
G(F̄ )X ∩ g (hereF̄ denotes an algebraic closure ofF ), thenY ∈ gs.s.

r .

Unfortunately, all of these results can fail when the hypotheses onG are not
satisfied. For example, they both fail for PGL2(F ) whenF has residual char-
acteristic 2. (Consider the case whenM is a maximal ramified elliptic torus of
PGL2(F ).) Perhaps one could realize analogous results by defining the filtrations
on tori and their Lie algebras in a different manner.

3.7. Analogous Results for Moy–Prasad Filtrations of the Group

In this subsection we discuss analogues of the previous results.

3.7.1. Notation and Statement of the Depth-0 Result.

Definition 3.7.1. Forr ∈R≥0 we define

Gr :=
⋃

x∈B(G)
Gx,r
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and
Gr+ :=

⋃
x∈B(G)

Gx,r+ .

Remark 3.7.2. The reasoning of Remark 3.2.4 shows that, for allr ∈ R≥0, we
haveGr = Gr+ unlessr is an optimal number. In particular, for allr ∈R≥0 there
exists ans > r such thatGr+ = Gs, and for eachr ∈R>0 there exists at ∈R≥0

with t < r such thatGt+ = Gr.
SupposeP is a parabolic subgroup ofG with a Levi decompositionP = MN.

Let P̄ = MN̄ denote the parabolic oppositeP. If x ∈ B(M) andr > 0, thenGx,r
has an Iwahori factorization with respect toP = MN. That is, forg ∈ Gx,r we
can (uniquely) write

g = gN̄ · gM · gN,
wheregN̄ ∈ N̄x,r := Gx,r ∩ N̄, gM ∈ Mx,r = Gx,r ∩ M, andgN ∈ Nx,r :=
Gx,r ∩N.
Definition 3.7.3. Call an elementg ∈G unipotentif there exists aλ ∈ XF∗(G)
such that limt→0

λ(t)g = 1. Let U denote the set of unipotent elements, and letU ′
denote the set of elementsg in G such that thep-adic closure of theG-orbit of g
contains the identity.

Lemma 3.7.4. If F is perfect or if f is finite, thenU = U ′.
Proof. See the proof of Lemma 2.5.1; the direct sum decomposition ofg will be
replaced by the Iwahori decomposition ofGx,i .

From [6] we have the following result.

Theorem 3.7.5.
G0 =

⋂
x∈B(G)

Gx U

and, ifM is a Levi subgroup ofG, then

G0 ∩M = M0.

3.7.2. Asymptotic Results. Special cases of the first lemma may be found
in [22, Prop. 1.3.2] and [24, Lemma 1.2.8].

Lemma 3.7.6. If x, y ∈ B(G) andr > 0, thenGx,r ⊂ Gy,r U .
Remark 3.7.7. SinceU isG-invariant, we haveGy,r U = UGy,r = Gy,r UGy,r .
Proof. See the proof of Lemma 3.2.1.

Corollary 3.7.8. If x ∈ B(G) andr ∈R≥0, thenGr ⊂ Gx,r U .
Proof. If r = 0, this is covered by Theorem 3.7.5. Ifr > 0, this follows from
Lemma 3.7.6.
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Definition 3.7.9. Supposey ∈ B(G) ands ∈ R≥0. A coset4 ∈Gy,s/Gy,s+ is
calleddegenerateprovided that4 ∩ U 6= ∅.
Corollary 3.7.10. Supposey ∈ B(G) ands ∈R≥0. A coset4∈Gy,s/Gy,s+ is
degenerate if and only if4 ⊂ Gs+ .
Proof. See the proof of Corollary 3.2.6.

Remark 3.7.11. As in Remark 3.2.7, if4 ∈Gy,s/Gy,s+ is degenerate then there
exist an alcoveC ′ ⊂ B(G) and a pointz∈ C̄ ′ such thaty ∈ C̄ ′ and4 ⊂ Gz,s+ .
3.7.3. A Depth Function on G.

Lemma 3.7.12. If y ∈ B(G) andr ∈R≥0, then

G(r+1) ⊂ GGy,r ⊂ Gr.
Proof. See the proof of Lemma 3.3.1.

Lemma 3.7.13.
U ′ =

⋂
r≥0

Gr.

Proof. See the proof of Lemma 3.3.2.

Lemma 3.7.14. If g ∈G0 \ U ′, then there is a unique numberdG(g) = d(g) ≥
0 such thatg ∈Gd(g) \Gd(g)+ .

Proof. See the proof of Lemma 3.3.4.

Definition 3.7.15. Ifg ∈ U ′, then d(g) := ∞.
Definition 3.7.16. Forg ∈G0, we will call d(g) thedepthof g.

Lemma 3.7.17. The functiond: G0 → R is locally constant onG0 \ U ′. More
precisely, ifg ∈Gx,d(X) for somex ∈ B, thend is constant ongGx,d(X)+ .

Proof. See the proof of Lemma 3.3.7.

Lemma 3.7.18. Assume thatF has characteristic0. Let g ∈G have Jordan de-
compositiong = su = us, wheres is semisimple andu is unipotent. Ifg ∈G0,

thens ∈G0 andd(g) = d(s). If g /∈G0, thens /∈G0.

Proof. If s ∈G0, then (arguing as in the proof of Lemma 3.3.8) we haveg ∈G0

and d(s) = d(g). Therefore, we need only show that ifg ∈G0 thens ∈G0. Define

S := {z∈ B(G) | gz = z}.
Sinceg ∈ G0, by [6, Lemma 4.2.1] we haveS = {z ∈ B(G) | g ∈ Gz}. The
setS is a closed, convex, andu-stable subset ofB(G). Sinceu has a fixed point
in B(G) and sinceB(G) has nonpositive curvature [3, Prop. 3.2.4], there exists a
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point z∈S such thatuz = z. Consequently, from [6, Lemma 4.2.1] we haveu ∈
Gz. Thuss = gu−1∈Gz.
3.7.4. G-Domains.

Definition 3.7.19. AsubsetS ⊂ G is called aG-domainprovided thatS isG-
invariant, open, and closed.

Lemma 3.7.20. If r ∈R>0, then

Gr =
⋂

x∈B(G)
(Gx,r U ).

Proof. Fix r > 0. Corollary 3.7.8 tells us that the left-hand side is a subset of the
right-hand side. Let us suppose thatg is an element of the right-hand side but not
the left and then derive a contradiction.

From Theorem 3.7.5, we know thatg ∈G0. Sinceg /∈Gr, we have 0≤ d(g) <
r. The proof now mimics the proof of Lemma 3.4.2.

Corollary 3.7.21. For all r ∈R≥0, we have thatGr is aG-domain.

Proof. See the proof of Corollary 3.4.3.

Corollary 3.7.22. U ′ is closed.

Proof. This follows from Corollary 3.7.21 and Lemma 3.7.13.

3.7.5. Parabolic Descent. SupposeP is a parabolic subgroup ofG with a
Levi decompositionP =MN. Let UM denote the set of unipotent elements inM.

Proposition 3.7.23. Supposex ∈ B(M) andr ∈R≥0. If g ∈Gx,r \Gx,r+ repre-
sents a degenerate coset ofGx,r/Gx,r+ , then there exists ann∈N ∩Gx such that
(ng)M ·Mx,r+ ∩ UM 6= ∅.
Proof. See the proof of Proposition 3.5.1. Note that, in the notation of that proof,
we haveng ∈Gnz,r+ andnz∈ B(M), so(ng)M makes sense.

Corollary 3.7.24. Supposex ∈ B(M) andr ∈R≥0. If m∈Mx,r \Mx,r+ , then

m ·Gx,r+ ∩ U 6= ∅ ⇐⇒ m ·Mx,r+ ∩ UM 6= ∅.
Proof. See the proof of Corollary 3.5.2.

Lemma 3.7.25. For all r ∈R>0 we haveGr ∩M = Mr.

Proof. Fix r > 0. By Theorem 3.7.5 we have thatMr ⊂ Gr ∩ M ⊂ M0. The
proof now proceeds as in the proof of Lemma 3.5.3.

Recall that Theorem 3.7.5 was the identical result forr = 0.

Corollary 3.7.26.
U ′M = U ′ ∩M.
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Corollary 3.7.27. Let dM denote the depth function onM. For all m∈M0,

dM(m) = d(m).

4. Invariant Distributions on the Lie Algebra

From now on we assume thatf is a finite field.
After reviewing the Fourier transform, we introduce a special space of func-

tions. This space is then used to examine some questions concerningG-invariant
distributions ong. All of the results in this section remain valid when the roles of
g andg∗ are interchanged.

4.1. Review of the Fourier Transform

Suppose thatV is a finite-dimensional vector space overF with vector space dual
V ∗. As usual, letC∞c (V ) denote the space of locally constant and complex-valued
functions onV with compact support. Letdv be a Haar measure onV. For any
f ∈C∞c (V ), we define theFourier transformf̂ ∈C∞c (V ∗) of f by

f̂ (χ) :=
∫
V

dv f(v) ·3(χ(v))
for χ ∈ V ∗. Let dχ be a Haar measure onV ∗. For f ∈ C∞c (V ∗) we exploit the
natural identification ofV ∗∗ with V and define the Fourier transform̂f ∈C∞c (V )
by

f̂ (v) :=
∫
V ∗
dχ f(χ) ·3(χ(v))

for v ∈V. We normalize our measures so that, forv ∈V andf ∈C∞c (V ),
ˆ̂f (v) = f(−v).

A distributiononV is a linear function fromC∞c (V ) to C. For any distribution
T onV, the Fourier transform ofT is the distributionT̂ onV ∗ given by

T̂ (f ) = T(f̂ )
for all f ∈C∞c (V ).

Suppose thatH is a subspace ofC∞c (V ). If T is a distribution onV, then resH T
will denote the restriction ofT toH.

Suppose a groupH acts onV. Forv ∈V andh∈H, we denote byhv the image
of v under the action ofh. If f ∈C∞c (V ) andh∈H, we definef h ∈C∞c (V ) by

f h(v) := f(hv)
for v ∈V. If T is a distribution onV andh∈H, then the distributionhT is defined
by

hT (f ) := T(f h)
for f ∈ C∞c (V ). The distributionT is said to beH -invariant if hT = T for all
h ∈ H. Supposeω is a closedH -invariant subset ofV. We letJH (ω) denote the
set ofH -invariant distributions onV with support inω.
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Because the Haar measures ong andg∗ areG-invariant, we have thatT ∈ JG(g)
if and only if T̂ ∈ JG(g∗).

If M ⊂ L are lattices inV, thenC(L/M) ⊂ C∞c (V ) denotes the set of func-
tions onV with support inL that are invariant with respect toM. The Moy–Prasad
filtration lattices are defined so that, ifx, y ∈ B(G), r, s ∈R, andgy,s ⊂ gx,r , then
f ∈ C(gx,r/gy,s) ⊂ C∞c (g) if and only if f̂ ∈C(g∗

y,(−s)+/g
∗
x,(−r)+) ⊂ C∞c (g∗).

Our normalization of measures implies that

measg(gx,r ) ·measg∗(g
∗
x,(−r)+) = 1.

4.2. An Interesting Space of Functions

The results of this subsection are not formally stated (but do appear) in [5]. Similar
statements can be made on the group [6] (where the Fourier transform is realized
as an operator-valued Fourier transform on the admissible dual ofG).

Suppose thatv ∈R. Recall that forr ∈R we havegr+ =⋃s>r gs .

Definition 4.2.1.

Dv := {f ∈C∞c (g) : supp(f̂ ) ⊂ g∗(−v)+}.
Remark 4.2.2. Dv isG-invariant.

Lemma 4.2.3.
Dv =

∑
x∈B(G)

Cc(g/gx,v).

Remark 4.2.4. By this notation we mean the following. If

f ∈
∑

x∈B(G)
Cc(g/gx,v),

then there exists anN ∈N such thatf =∑N
i=1fi andfi ∈Cc(g/gxi,v) for some

xi ∈ B(G).
Proof. It is clear that the right-hand side is a subset of the left-hand side.

Suppose thatf ∈Dv. Sincef ∈C∞c (g), we havef̂ ∈C∞c (g∗). Consequently,
there exist anM ∈N and pointsxj ∈ B(G) for 1≤ j ≤ M such that

supp(f̂ ) ⊂
M⋃
j=1

g∗xj,(−v)+ .

Since

C∞c

( M⋃
j=1

g∗xj,(−v)+
)
=

M∑
j=1

C∞c (g
∗
xj,(−v)+)

(this is a general fact about finite collections of closed and open subsets of a topo-
logical space), the lemma follows.
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Remark 4.2.5. For a Levi subgroupM ofG with Lie algebram ⊂ g, we define
DM
v ⊂ C∞c (m) similarly.

Let x0 be a special point inB, and letK = Gx0. Then, in the language of Harish-
Chandra,K is a compact open subgroup of Bruhat–Tits [7, Thm. 5, p. 16]. Indeed,
in the context of the Moy–Prasad filtrations, it is clear thatgx0,r is well adapted in
the sense of [8, Sec. 10.2]. Moreover, for any proper parabolic subgroupP of G,
we haveG = PK. Let dk be the normalized Haar measure onK. If P has Levi
decompositionP = MN, let p = m + n be the corresponding Lie algebras. Let
P̄ = MN̄ be the parabolic oppositeP and letn̄ denote the Lie algebra of̄N.

Definition 4.2.6. Forf ∈C∞c (g), definefP ∈C∞c (m) by

fP (Y ) :=
∫

n

dZ

∫
K

dk f(k(Y + Z))
for Y ∈m.

Definition 4.2.7. ForV ⊂ g we defineV ⊥ ⊂ g∗ by

V ⊥ := {λ∈ g∗ | λ|V = 0}.
Remark 4.2.8. We identifym∗ with (n⊕ n̄)⊥.

Definition 4.2.9. Forf ∈C∞c (g∗), definefP ∈C∞c (m∗) by

fP (µ) :=
∫

p⊥
dλ

∫
K

dk f(k(µ+ λ))
for µ∈m∗.

Remark 4.2.10. For anyG-domainν ⊂ g, we havep∩ ν = (m∩ ν)+ n. Thus,
if f has support ingr , thenfP has support inmr = gr ∩m (by Lemma 3.5.3).

Corollary 4.2.11. The constant-term mapf 7→ fP takesDv intoDM
v .

Proof. Recall [8, Lemma 1.4] that the following diagram commutes:

C∞c (g)
(·)ˆ−−→ C∞c (g∗)

(·)P
y y(·)P

C∞c (m)
(·)ˆ−−→ C∞c (m∗).

It is therefore sufficient to show that supp((f̂ )P ) ⊂ m∗
(−v)+ . Sincef ∈Dv we have

supp(f̂ ) ⊂ g∗
(−v)+ , and by Remark 4.2.10 we have supp((f̂ )P ) ⊂ m∗

(−v)+ .

Remark 4.2.12. Corollary 4.2.11 is another example of depth preservation (see
the discussion in Section 4.3).
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4.3. Induced Distributions

By way of introduction, we first look at the situation on the group. Suppose that
π is an irreducible admissible representation ofG. Following [13], we associate a
nonnegative numberρ(π)—the depth ofπ—toπ. In [13] one finds the following.

Conjecture 4.3.1 (Hales, Moy, and Prasad).The Harish-Chandra–Howe lo-
cal expansion for the character2π of π is valid for all regularg ∈Gx,ρ(π)+ for
any pointx in B(G).
In [14] it is shown that parabolic induction preserves depth. Let us make this state-
ment more precise. Suppose thatP = MN is a parabolic subgroup ofG with
unipotent radicalN and a Levi factorM. If σ is an admissible irreducible repre-
sentation ofM and ifπ is an irreducible subquotient of the induced representation
IndGMN σ, thenρ(π) = ρ(σ). (This result does not depend on whether or not our
induction is normalized.)

Given the previous discussion, it is natural to ask: If we assume that the local
character expansion for2σ is valid onMρ(σ)+ , is the local character expansion of
2π valid onGρ(σ)+?

Since the exponential map is not defined everywhere that it would have to be
defined in order to answer this question, we will instead consider the analogous
question forG-invariant distributions on the Lie algebra.

Let m denote the Lie algebra ofM. If θ ∈ JM(m), then we can define (see e.g.
[8, Lemma1.12]) aG-invariant distribution IndGP θ ∈ JG(g) by

(IndGP θ)(f ) := θ(fP )
for all f ∈C∞c (g). We define an induction operation fromJM(m∗) to JG(g∗) in a
similar fashion.

Lemma 4.3.2.
IndGP (JM(Nm)) ⊂ JG(N ).

Proof. This follows immediately from the following fact. Iff ∈ C∞c (g) and
supp(f ) ∩N = ∅, then supp(fP ) ∩Nm = ∅.
Remark 4.3.3. For more information about the image of IndG

P (JM(Nm)) in
JG(N ), see [10].

Remark 4.3.4. Moreover, we have that ifr ∈ R and f ∈ C∞c (g) such that
supp(f ) ∩ gr = ∅, then supp(fP ) ∩mr = ∅.
Definition 4.3.5. A distributionD ∈ JG(g) has alocal expansionon gr if and
only if there exists aT ∈ JG(N ∗) such thatD(f ) = T̂ (f ) for all f ∈C∞c (gr ).
Corollary 4.3.6. If θ ∈ JM(m) has a local expansion onmr , thenIndGP θ has
a local expansion ongr .

Proof. By hypothesis, there exists a distributionT ∈ JM(N ∗m) such thatθ(f ) =
T̂ (f ) for all f ∈C∞c (mr ). Thus, forf ∈C∞c (gr ) we have
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(IndGP θ)(f ) = θ(fP ) = T̂ (fP ) (by Remark 4.2.10)

= T((fP )ˆ) = T((f̂ )P ) (as in the proof of Corollary 4.2.11)

= (IndGP T )(f̂ ) = (IndGP T )ˆ(f ).
However, by Lemma 4.3.2 we have IndG

P T ∈ JG(N ∗).
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