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THE CONTRIBUTION OF LESNIEWSKI

JOHN T. KEARNS

The present paper* aims at giving an account of the logical work of
Stanislaw Lesniewski. Many other papers, as well as a book, are available,
which treat Lesniewski and his work. However, I feel that another paper is
called for. None of the articles presently available gives a satisfactory
account of what Lesniewski did and why he did it. And the book, The
Logical Systems of Lesniewski, by E. C. Luschei, which is a complete
account of certain aspects of Lesniewski^ work, does not make it easy for
a person who knows little or nothing about Lesniewski to appreciate
Lesniewski's work. The present paper attempts to give a brief, sympa-
thetic, and relatively complete account of Lesniewski's work. What
Lesniewski did and his reasons for doing it are both interesting and impor-
tant—important enough to justify still another paper these many years after
his death.

Lesniewski, a Polish logician, died in 1939. He did an enormous
amount of research in formal logic, and seems to have had considerable
influence in his own country; outside of Poland, little is known about his
work. The chief reason for this is that Lesniewski left very little material
in print, and what has been published is very abstract and technical. Some
explanation of the scarcity of Lesniewski's printed word is afforded by the
fact that he was a perfectionist. He would not publish anything that was not
just right. He probably intended to present a systematic exposition of his
work, but was prevented by his death. And his unpublished results, which
were to have been edited by Sobocinski, were destroyed during the war.1

It is unfortunate that Lesniewski's work is not better known, because it
reveals insight and originality. Lesniewski's logical research was moti-
vated and informed by his views about the nature of language and of the
world. While these views may not be entirely satisfactory, some of them
are very persuasive. The formal systems which Lesniewski devised
contain the outlines of a language capable of talking (efficiently) about the

•Portions of this paper were originally contained in a dissertation submitted in partial
fulfillment of the requirements for the Degree of Doctor of Philosophy at Yale Univer-
sity in 1962.
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world as Lesniewski saw it. One of the most significant features of these
systems is that no provision is made for terms designating (representing,
standing for) abstract entities. Should it be the case that there are abstract
entities, then it is possible to talk about them using language based on
Lesniewski's formal systems. But these systems contain no category, or
categories, of expressions which are specifically intended to designate ab-
stract entities.

The relation between Lesniewski's views about the world and his treat-
ment of language which is used to represent the world is very important.
This relation, in part, gives Lesniewski's work its continuing interest. The
logical systems of Lesniewski are not directly relevant to work being done
today. What is relevant is the way that Lesniewski regarded formal sys-
tems and the way that he used formal logical systems to express his philo-
sophical views. All too often the logician treats language in isolation from
its function, as if language consisted entirely of marks and sounds. It is
not possible to understand the relation of one proposition to another or the
validity of logical laws, unless one takes account of the meaningful use of
language—Lesniewski certainly did this.

WHAT LESNIEWSKI THOUGHT HE WAS DOING Lesniewski's view of
formal logic (and also mathematics) might be characterized as intuitive
formalism2 —but this does not mean that he is either an intuitionist or a
formalist. In his formal systems, Lesniewski considers himself to be
formalizing intuition. He writes

I should not have taken such pains over systematizing and repeatedly checking the
rules in my system, if I had not attached to the theorems a certain quite definite,
just this and not different, meaning, by virtue of which the axioms of the system
and the methods of definition and inference codified in the rules possess for me an
intuitive, irresistable validity. I do not see any contradiction in saying that for
this reason I practice a rather radical "formalism." I do not know any effectual
method of conveying my "logical intuitions" to the reader but the method of for-
malization of the deductive theory in question, which, however, under the influence
of formalization does not cease by any means to consist of clearly meaningful
propositions possessing for me an intuitive validity.3

Formalization, then, serves to clarify intuition; it neither replaces it nor
precedes it.

There may be some question as to what should be understood by 'intui-
tion.' To say that something is intuitively satisfactory is to characterize it
very vaguely as being in accord with common sense (perhaps with the
"common sense" of the learned). But Jordan states that Lesniewski "be-
lieved in the absolute truth of some assumptions and formed his opinions of
different systems from this point of view."4 It would be peculiar if the
"absolute truth of some assumptions" consisted in their agreement with
common sense. Lesniewski's intuition must be knowledge of some sort (at
least he must have thought that it was), but knowledge of what? Perhaps we
can say that Lesniewski's intuition is knowledge of the way that the world is
put together. For, according to Kotarbinski, Lesniewski's system of
Ontology is a "theory of what there is, or general principles of being."5
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However, this cannot be a satisfactory account of Lesniewski's intuition.
Bocheήski says that "According to Lesniewski, the phenomenal world is
composed exclusively of individuals and contains no properties at all."6

But Lesniewski's formal systems make provision for terms that can be
predicated of more than one object—the intuitions that he formalizes are
not simply intuitions about the make-up of the world.

Lesniewski's intuition is best described as knowledge of how language
must be if it is to adequately and efficiently represent the world. His in-
tuition is knowledge of the way the world is put together but it is also
knowledge of the appropriate way to represent (describe) the world.
Lesniewski's intuition is not knowledge of how this or that language might
be constructed, although this is how Luschei regards it. For Luschei
writes,

I find it difficult clearly to distinguish.. [Lesniewski's view that he is formalizing
intuition]., from the verbally contrasted or "opposed" view that the rules of a
formalized system of logic are valid and its theses "true" by convention or defi-
nition, being prescribed or asserted in order to establish the grammatical and
inferential rules and the categorial and structural framework of any language
based on the logical system in question.7

In his formal systems, Lesniewski does not think that he is proposing a
language or some languages. Instead he regards himself as presenting the
outlines for all languages used to talk about the world. In describing the
world, physicists will use different terms than chemists, but these terms
can be fitted in (introduced) to Lesniewski's formal systems. Lesniewski's
formal systems constitute a basis for language used to talk about the world,
for these systems enable us to recognize (and describe) those entities
which are genuinely constituents of the world without tempting us to admit
unreal or fictitious entities.

Lesniewski's reliance on intuition is seen in his treatment of the anti-
nomies which occurred in logic and the foundations of mathematics. He
rejects the idea that the contradictions arise from the incompatibility of
different intuitions. Lesniewski feels that the antinomies are due to the
failure of the contradictory systems to adequately express intuition. "The
only realistic method of solving the antinomy is the method of intuitive
probing of reasoning or assumptions upon which the contradiction is
based."8 The way to eliminate the antinomies is to understand why they
arise. After subjecting the concepts of class and set to an analysis, it is
Lesniewski's conclusion that these are not genuine concepts. They result
from confusing quite distinct ideas. Lesniewski does not maintain that the
customary logical notion of a class is a fiction in the sense that classes
might exist, but just happen not to—he claims that the very idea of a class
is unintelligible.9 Lesniewski states that it was after he made this dis-
covery that he "stopped seeing the antinomy as constructed by Mr.
Russell."10

In attempting to formalize intuition rather than to devise just any sort
of system which "works," Lesniewski is choosing to understand rather
than simply to invent. His chief concern with formal logic comes from his
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belief that this must provide a basis for mathematics. Lesniewski rejects
the idea that mathematics consists in a group of

non-contradictory deductive systems which insure.. the possibility of obtaining on
their basis a never-ending abundance of new theorems, but which distinguish..
themselves by the lack of any intuitive scientific connection with reality.11

A non-intuitive formal system, arbitrarily restricted in order to avoid con-
tradiction, is unsatisfactory from Lesniewski's point of view. Zermelo's
set theory is just such a system; Lesniewski says that the question as to
whether or not such a theory is consistent is an "indifferent" one.12 For
" non -intuitive mathematics does not have within itself effective remedies
for the shortcomings of intuition."13 Lesniewski contends that formal
mathematical systems, although they may contain postulates having a non-
logical character, must be based on logical systems. For mathematical
systems must contain propositions and proceed by deduction. The language
of mathematics is genuinely language, and so its formulas must have mean-
ing. In his work, Lesniewski attempts to provide an adequate and meaning-
ful basis for mathematics, one which does not require the admission of
such unsatisfactory entities as sets and classes. In this paper, little will
be said about the adequacy of Lesniewski's logical systems as foundations
for mathematics. It is sufficient for my purpose that I have indicated that
Lesniewski's reason for constructing formal systems was to provide a
satisfactory basis for mathematics. Lesniewski feels that mathematical
language must be language capable of describing the world. In order to
provide a foundation for mathematics, it is necessary to have a general
understanding of the way the world is and also to understand what is the
most effective way for representing (describing) the world with language.
Lesniewski's views on mathematics and the relation of mathematics to
logic are not the primary concern of this paper. We shall concentrate on
Lesniewski's views about the world, and the expression that these views
find in his formal systems.

The quotation from Bochenski found above is a correct statement of
Lesniewski's view of the world. Lesniewski holds that there are only ob-
jects, or individuals, and not properties or classes. In order to understand
his view, it is necessary to consider his formal systems—for these form-
alize his intuitions.

THE FORMAL SYSTEMS Since Lesniewski's formal logical systems are
designed to express his intuition, the&e systems must be meaningful—and
meaningful from the start. He does not begin with a set of marks and rules
for their manipulation, and then assign a suitable interpretation. An un-
interpreted system is not logical at all, for logic deals with meaningful
statements and their relations. The constants in Lesniewski's systems
have meaning from the first. Their meaning is not conferred upon them by
the axioms, rather it is the meaning they already have that makes the
axioms true. Of course, we understand the meaning of these terms best by
considering how they are employed in the axioms; this is the reason why
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Lesniewski thinks that it is useful to formalize intuition. We understand
what these terms mean by considering how they are used—Lesniewski has
established his systems to present us the outlines of the language to be
used for talking about the world.

Lesniewski's philosophical view is a kind of nominalism. His systems
are intended to be compatible with his nominalism, and even to express this
nominalism. Lesniewski's three most important systems are Protothetic,
Ontology, and Mereology. Of these, only Protothetic and Ontology are,
properly speaking, logical systems. The constants introduced by Mereology
are terms used for relating objects in the world; they do not affect the
grammatical structure of language (in contrast, the fundamental terms of a
logical system are terms that bring with them a new grammatical-syntacti-
cal structure). Protothetic and Ontology are not dependent upon
Lesniewski's nominalism; however, they do not require that any entities
other than concrete objects be admitted (they do not require us to recognize
abstract entities). Mereology, which deals with the relation of part to
whole, is a thoroughgoing expression of Lesniewski's nominalistic position.

To properly understand Lesniewski's formal systems, we must under-
stand how he sets them up. Lesniewski's work is characterized by meticu-
lous formalization, and his systems are constructed according to almost
unbelievably elaborate rule-statements, called Terminological Explanations
(Terminologische Erklarungen).14 These Terminological Explanations be-
gin by defining terms that can appear in formulas of the logical systems,
and end by describing formulas that can be added to the system as theses at
any point in its development.15 There are not two sets of rules, those for
formation and for transformation (i.e., those determining well-formed
formulas and those determining theorems), but only one set. The forty-nine
Terminological Explanations for Protothetic and the fifty-seven for
Ontology define terms necessary for stating the rules of inference. These
Terminological Explanations do not contain a definition of a well-formed
formula, although this is possible.16 Lesniewski's systems have this
peculiarity, however, that when a well-formed formula is defined, it must
be defined relative to the stage of development of the formal system. For
definitions are genuine theses of these systems, and statements containing
defined terms can be counted as well-formed only following the definitions
of these terms. In Lesniewski's systems, then, the formation and trans-
formation rules are inter-dependent. For the rule of definition is a trans-
formation rule (a rule of procedure) of Lesniewski's systems.

Lesniewski's Terminological Explanations (which from now on I shall
call T.E.s) accord well with his nominalism. For the T.E.s do not set up a
system which is a kind of ideal entity. On Lesniewski's view, there is no
such thing as the system of Protothetic. There are as many systems of
Protothetic as are actually produced (although it is often convenient to
speak of Protothetic as if it were just one system, and I shall usually do
this). The T.E.s present rules for systems whose expressions are written
on paper (or on a blackboard, or whatever). The T.E.s talk about tokens
rather than types. Lesniewski's T.E.s are like blueprints—they present the
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rules for as many systems as one cares to construct. For Lesniewski, a
formal system exists in space and time, and it contains just those results
which have actually been deduced. This means that there are no unproved
theorems of a formal system. However, this claim does not make proofs of
completeness and consistency either trivial or senseless. These proofs
must be understood as proofs about all possible well-formed formulas or
theorems, rather than as proofs about this or that ideal system. Any prob-
lems connected with potentiality or possibility are different from those
which result from admitting abstract entities. To say that every well-
formed formula which can be constructed will either be provable or con-
tradictory is not to say anything which commits us to recognizing the
formal system containing the theorems.

The T.E.s which are used to set up Lesniewski's formal systems are
themselves very formal. Each has the form of a definition, defining a
technical term used to describe (or designate) expressions which occur in
the formal systems. The T.E.s do not refer to the meanings of the terms
in the system—these terms are characterized by means of their shapes and
positions. The fact that the formal system is set up syntactically does not
mean that it is uninterpreted; for its interpretation determines how the
system is to be set up. The T.E.s should not be considered as expressions
in a formal system, they are statements in the language used by
Lesniewski. But the T.E.s make a great deal of use of expressions which
do not occur in everyday language. Some of these expressions are defined
by the T.E.s, but some of them are taken over from his systems Protothet-
ic, Ontology, and Mereology. Lesniewski uses connectives from Protothetic
and Ontology in his T.E.s, for he feels that these terms are genuinely ex-
pressions of language, even though he has introduced them into language.
The T.E.s are stated in "ordinary" language, although this language is ab-
breviated symbolically. The symbols used in the T.E.s have the same
meaning as they do in the formal system, even though the language of the
formal system is not the same as the language we ordinarily speak. For we
can use terms with the same meaning both in the formal system and our
ordinary language (or, if someone prefers to say it this way: in the object
language and the m eta-language).

The fact that Lesniewski uses the symbols (and hence the concepts)
from Protothetic and Ontology in the T.E.s which formally set up these
systems indicates his belief in the fundamental character of the concepts
with which these systems deal. Lesniewski also employs the concepts from
Mereology, although he does not borrow its symbolism.

It will be helpful to consider in more detail how the T.E.s proceed.
The first thing that Lesniewski does is to write down the axioms of the
system being constructed. The axioms are the expressions written down,
the marks that we can see. Lesniewski refers to the terms occurring in
the axioms in order to carry out definitions in the T.E.s. For example, he
defines the expression 'left lower corner' with a T.E. roughly equivalent to

A is a left lower corner if and only if it is equiform with the first word of the
axiom of Protothetic.17
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The first word of the axiom of Protothetic is equiform (i.e., is shaped in
the same way as) to: L. After defining general predicates for the different
kinds of symbols occurring in the axioms (their kind is determined by their
shape), Lesniewski goes on to more elaborate definitions. When he comes
to these T.E.s, the fundamental idea of Mereology is very important.
T.E. 6 (for Protothetic) is equivalent to

A is a word inside B if and only if B is an expression and A is a word in B,
neither the first nor the last.18

This T.E. makes use (in the definiens) of the idea of being in something;
and this idea, as expressed in Mereology, is capable of being the primitive
concept of Mereology. T.E. 7 is equivalent to

A is the complex of the b if and only if
1 A is an individual expression (a token),
2 (C) (If C is a word in A, then (3D)(C is in D and D is 6)),
3 (CDE) (K C is b and D is 6, and £ is a word in both C and D, then C is the same

individual as D),
4 (C) (If C is δ, then C is in A).19

The complex of the b ('b' is a variable for which a predicate term—adjec-
tive or common noun—can be substituted) would be regarded as a class in
Mereology. For the class of the b is simply the object composed of all the
b and nothing else. A complex is one kind of class, for the mereological
requirements are strengthened by condition 1, which requires that A be an
expression. In Mereology, any objects at all can compose a class—there is
no requirement that they be adjacent to one another, or structured in any
way. Condition 2 ensures that A contains no word (symbol) which does not
satisfy the defining condition of the complex (i.e., none which does not be-
long to some b). Condition 3 requires that the b be discrete; this is a con-
dition not imposed upon all mereological classes, for any two pieces of a
mereological class are members of the class, whether or not they overlap.
And condition 4 is needed so that no b's occur outside of A.

By employing the concepts of Mereology, Lesniewski is able to avoid
referring to different contexts by means of ellipsis (e.g., '. . .x. . . '). For
with the aid of the term 'complex' and the idea of being in something, there
is a general means of characterizing any expression which is a component
of a larger expression. The T.E.s also avoid recursive definitions; all of
them are explicit.

The T.E.s begin by defining general terms for the different symbols in
the axioms. After this the T.E.s define quantifiers, variables, functors,
functions, and so on. Then the T.E.s needed to handle semantical cate-
gories (Lesniewski's version of a theory of types) are introduced. These
are very complicated, but once he has established the means for talking
about semantical categories, he is able to introduce his rules of procedure.
These are the last of the T.E.s, for they are the goals of all the preceding
T.E.s. Those T.E.s which present the rules of procedure define a thesis as
belonging to the system. Like all the T.E.s these last ones define predi-
cates which apply to individual, actually occurring expressions. Something
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is a thesis only if it is a visible expression, fulfilling certain condi-
tions.

It was remarked earlier that Lesniewski does not think that there is
such a thing as the system of Protothetic or the system of Ontology. There
are potentially an infinite number of these systems.20 Even if two systems
contain the same theses in the same order, they are said to be different
systems. Their sameness consists in a similarity of form (their theses
may also say the same things). The T.E.s allow one a great deal of free-
dom in developing the systems whose rules they express. Trivially, all
kinds of symbols may be introduced by definition, and unusual marks may
also be used as variables (since there are no so-called free variables in
any thesis; variables are characterized formally rather than being chosen
from a prescribed alphabet). All that is necessary is that different con-
stants and variables should be distinguishable from one another. In a
similar fashion, parentheses of different shapes may play analogous roles
in two different systems of Protothetic, or Ontology. For differently shaped
parentheses are used to indicate different semantical categories—the
parentheses are also introduced by definition. In addition to allowing a
great deal of choice with regard to the symbolism employed, the T.E.s
allow systems whose order of development is quite different. And because
definitions are genuine theses of the system, the different order of develop-
ment can make quite a lot of difference between two systems of Protothetic,
or of Ontology. For a definition in one system may contain a defined term
in its definiens, which term is defined in a second system with the aid of
that symbol it is defining in the first. Clearly, the system of Protothetic or
Ontology is a fiction, if this is understood as implying the existence of some
unique individual.

There are three main systems, or groups of systems, developed by
Lesniewski; Mereology, Ontology, and Protothetic. The relations whose
expressions are formalized in Mereology are relations which hold between
objects in the world; the logical systems (Ontology and Protothetic) present
only general linguistic forms. The three systems present the outlines for
language used to describe the world, and they serve as a foundation for
mathematics. Of the three, Mereology was developed first, then Ontology,
then Protothetic. But their logical order is the opposite of this historical
one. For the theses of Protothetic are needed in the proofs of ontological
theorems, and the theses of both Protothetic and Ontology are used in
mereological proofs. The theses of Protothetic are relevant to all reason-
ing with propositions, and those of Ontology to reasoning concerning
individuals.

Mereology apparently was constructed first because Lesniewski came
to the study of logic from considering the paradoxes. Once he realized that
confusion about sets and classes was the source of the contradiction, he set
out to formulate an intuitively satisfactory substitute for the theories deal-
ing with these. In formulating Mereology, the need for a system upon which
it can be based became evident—Ontology provides this, but requires, in its
turn, a further system on which it can be based—this is Protothetic.
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Protothetic is the most fundamental of Lesniewski's formal systems.
It can be thought of as a very elaborate system of propositional calculus
with quantifiers. Protothetic is not, however, equivalent to propositional
calculus with quantifiers in any straightforward sense. For Protothetic
contains this as a proper part. Protothetic has functors which take propo-
sitions as arguments, and functors which take these functors as arguments,
and so on. It is possible to get from any high-level statement of Protothetic
to one which is very roughly equivalent and which contains only proposi-
tional variables and functors taking these as arguments. But such a reduc-
tion may give rise to an incredibly long statement—and because of the
possibility of introducing multi-link functors (which are explained below)
the "equivalence" is very rough indeed. Perhaps we should say that any
proposition of Protothetic can be reduced to a formula of propositional
calculus (since propositional calculus with quantifiers can be reduced to the
ordinary system), which formula is decidable in that system. But such a
reduction (which is really an expansion) is too cumbersome to be of any
use.

RULES OF PROCEDURE The rules of procedure in Lesniewski's systems
are the end products of the T.E.s. For Protothetic, there are five such
rules, or, as Sobociήski prefers to say, "one rule of procedure divided into
five points."21 Ontology contains seven rules; it contains the same rules as
Protothetic, but needs additional rules to take account of the new proposi-
tional (sentential) form which Ontology introduces. The precise form which
the rules of procedure take depends upon the axioms that are used.
Lesniewski elaborated several systems of Protothetic, having different ax-
ioms (having axioms with different forms), and even different primitive
terms. He used both implication (material implication) and equivalence as
primitive terms for different systems, but he seems to have preferred
equivalence, probably because the rule of definition is simpler in a system
based on equivalence. The five rules for Protothetic are that of partition of
the quantifier, substitution, detachment, definition, and the rule for intro-
ducing theses of extensionality. The first rule, that of partition of the
quantifier, is needed to carry out detachment, which operates in a custom-
ary way (except that in some systems, the principal connective is
equivalence and not implication). Partition allows one to distribute the
terms in the initial universal quantifier into two quantifiers, one before
each argument of the principal connective when this connective is equiva-
lence, (each quantified variable is not enclosed in separate parentheses—all
the variables are enclosed by one pair). Partition of the quantifier makes
possible the move from

W.p(pr)Ξ./)&pr

to

(pqr)(po(qΏr)) = (pqr)(p bq Dr).22

The rule of substitution allows substitution only for variables bound by the
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initial (universal) quantifier, whose scope must be the entire expression.
In practice, Lesniewski does not prove theorems by substituting, partition-
ing the quantifiers, and detaching, although such a procedure is what the
T.E.s authorize. He uses instead the method of suppositional proofs. This
is a natural deduction technique, where the premises are written first and
the conclusion derived in a number of steps. Lesniewski regards this
method as an abbreviation for the lengthier process, and so he does not set
it up formally—its equivalence with the more tedious method is clear.

The rule of definition is avery important rule in Lesniewski's systems.
He agrees with Whitehead that

The definitions—though in form they remain the mere assignment of names, are at
once seen to be the most important part of the subject. The act of assigning names
is in fact the act of choosing the various complex ideas which are to be the special
object of study. The whole subject depends upon such a choice.23

Lesniewski feels that definitions are important enough to be regarded as
theses of a system, and not merely as abbreviations. Lesniewski's systems
contain definitions, and these definitions serve to extend the systems. The
definitions make it possible to prove theorems which could not otherwise be
proved. According to one terminology, this means that Lesniewski allows
creative definitions, while according to another, Lesniewski's definitions
are fruitful rather than creative.24 I shall say that they are creative. Even
though definitions are required for certain proofs, all of the terms intro-
duced by definition are eliminable—any statement containing the defined
term can be replaced by one which "means the same thing" but which does
not contain the defined term.

The final rule of procedure of Protothetic is that for introducing theses
of extensionality. For every semantical category already belonging to the
system, it is possible to add a thesis of extensionality.25

SEMANTICAL CATEGORIES Expressions in Lesniewski's systems belong
to different semantical categories. These are the analogues of the logical
types found in other systems.26 Semantical categories must be distin-
guished in Protothetic as well as in Ontology. This is because of the occur-
rence of terms other than propositional variables and constants, singulary
and binary connectives. Lesniewski uses the expression 'semantical cate-
gory' because it suggests the idea of a grammatical distinction. Terms
belonging to different categories have different uses, and cannot sensefully
be interchanged. Just as in ordinary speech we cannot put verbs in place of
nouns, so we cannot substitute a term in one category for that in another
(and so we cannot substitute a functor for its argument). Lesniewski states
that he would feel obliged to accept (or adopt) his theory of semantical
categories even if no antinomies had been turned up.27

Every term, with the exception of quantifiers and brackets, and every
complete expression belong to a definite semantical category. The axioms
of the systems contain terms belonging to primitive categories, and new
categories are introduced by defining terms which belong to these categor-
ies. Distinct semantical categories are signalled by differently shaped
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parentheses. For example, all functors having the same number of argu-
ments enclosed in parentheses of the same shape, where the arguments
belong to the same (respective) categories, belong to the same category.
This adds an aesthetic feature to Lesniewski's systems, but quickly be-
comes cumbersome.

In Protothetic, the fundamental category is that of propositions. Then
there are proposition-forming (sentence-forming) functors which take one
propositional (sentential) argument, there are those which take two proposi-
tional arguments, and so on. There are also proposition-forming functors
which take one proposition-forming functor as argument, those which take
two, and so on. We can also introduce proposition-forming functors all of
whose arguments do not belong to the same category. Ontology contains the
same categories as Protothetic, but introduces the category of names
(nouns). Then there are name-forming functors which take name-argu-
ments, proposition-forming functors which take name arguments, and other
combinations as well. But even with all these categories, there is another
important kind of functor that has not been considered. All functors are not
either name-forming or proposition-forming. There are also functors
which are used to form other functors.28

This last variety of functors is a very important feature of
Lesniewski's systems. The functor-forming functors are parts of what are
called multi-link functors. An example of a multi-link functor that might be
defined is

(qp)Ec\y{q)-{p) = .p^q,

Here Έqv' is a functor-forming functor for one propositional argument.
Έqv(#y is a proposition-forming functor fo'r one propositional argument.
Thus multi-link functors are parametric. The multi-link functor Έqv{q)-9

belongs to the same semantical category as '~9~it may be substituted for
a variable of this category. These multi-link functors explain the statement
made earlier that a translation of a protothetical statement into ordinary
propositional calculus may fail to produce a genuinely equivalent statement.
There are as many functors of any given category as one cares to intro-
duce; making a translation into ordinary propositional calculus will collapse
many distinctions that are important to Protothetic.

Multi-link functors make possible a rule of substitution which is much
simpler than a similar rule without them. Lesniewski's rule of substitution
permits the replacement only of variables bound by the initial quantifier
(whose scope is the entire thesis) of a thesis. In Principia Mathematica
(which I will call PM), the following theorem

*13.13 \-:^x.x = y.ΏΛy,

is used to deduce

*14.14 \-:a = b.b=(1x)(φx).Ώ.a=(Ίx)(φx).

To justify this inference, it is necessary to construe the 'Ψ' of *13.13 as
'={Λx){φx),' which is an incomplete expression. Lesniewski's rules do not
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permit such a substitution, but multi-link functors make it possible to
achieve the same result. Suppose we have

(fpq).f(p) &(p^q) 3 f(q),

and would like to derive

With the following definition,

(pq)Λmp{q}-(p) = .p^q,

we can get, by substituting in the original formula,

ipq). lmp40M/>) &(/>-?)=> Imp-(OM?).

From this we can derive

(pq).pZ)0 & (/> = #) =)(<7=)0)

in a straightforward fashion.
Although the number of categories to which expressions of Lesniew-

ski's systems might belong is enormous (potentially infinite), relatively few
categories are actually introduced. The use to which expressions of high-
level categories might be put is difficult to determine. In Protothetic, for
example, the higher level theorems are of little value, because any reason-
ing (inferring) which can be represented by, or based on Protothetic is
likely to involve only the lowest level theses (those containing singulary and
binary proposition-forming functors for propositional arguments—the
theses which could be satisfactorily expressed in propositional calculus).
It is possible to use high-level statements to serve some metalinguistic
purposes, since it is in some respects arbitrary whether we employ a
hierarchy of types (categories) or of meta-languages. Protothetic, for
example, contains some theses which mean the same as theorems which
must be proved in a meta-language with respect to propositional calculus.3 0

However, the extensional character of Lesniewski's systems restricts the
possibility of talking, in these systems, about the use of an expression of
the system (and it is completely out of the question to talk about character-
istics of the individual expressions). In Protothetic, high-level statements
must ultimately be based on propositions where only truth or falsity is
relevant. If two functors produce true statements for exactly the same
arguments, these functors must be regarded as having the same meaning-
it is not possible to consider different aspects of use. In Ontology, exten-
sionality requires that any expression must be considered only in terms of
those existing objects to which it can be related. We can say (in the formal
system) of a noun expression, for example, that it is non-empty, or that
objects of which it is predicated are also objects of which something else
can be predicated, or that it can be predicated of a certain number of
objects. But we cannot talk about its use to indicate the presence of a
certain feature which can be described independently of our knowing
whether or not any objects are characterized by this feature. Thus exten-
sionality limits the adequacy of Lesniewski's formal system, where



THE CONTRIBUTION OF LESNIEWSKI 73

adequacy might seem to have been guaranteed by the large number of
categories (however, being limited is not the same as being defective).

QUANTIFIERS It has already been mentioned that Lesniewski's systems
do not contain the so-called free variables. Thus he did not have to resort
to such explanations as

Any term is a concept denoting the true variable This is just the distinctive
point about any, that it denotes a term of a class, but in an impartial distributive
manner, with no preference for one term over another.31

Or as "The notion of ambiguous assertion is very important, and it is vital
not to confound an ambiguous assertion with the definite assertion that the
same thing holds in all cases/'3 2 where ambiguous assertion is what we
have "when we assert any value of a propositional function."33 It is clear
that any system whose theorems contain free variables can be recon-
structed in such a way that all variables are bound—and the reconstructed
system will contain theorems which mean the same as those in the original
system. A senseful formula (one which is, or makes, a statement) which
contains free variables can only be understood by construing those vari-
ables as bound by a universal quantifier standing at the beginning of the
formula. Without such a quantifier, there can be statement forms, but no
statements. For variables do not have meaning—they replace expressions
which do. Variables are used to make general statements about all state-
ments having a certain form; in order to make such a statement within the
formal system, the variables must be bound.

In a system based on Lesniewski's T.E.s, there are no existential
quantifiers. However, in his informal exposition, he does use the existen-
tial quantifier to abbreviate the universal quantifier with negation on both
sides of it. The reason why Lesniewski does not provide for the use of
existential quantifiers by means of his T.E.s is that he sees no reason to
give priority to the expression 'For at least one. . .' over 'For at least
two.. . , ' 'For at least three. . . , ' etc. He tried to devise a rule that would
allow the introduction of an expression for each of these, but he did not
succeed in this.34 It would be a relatively simple matter to expand the
T.E.s to include rules for the existential quantifier, but such rules would
not be sufficiently general.

In Lesniewski's systems, vacuous occurrences of terms are not per-
mitted in the quantifiers—an expression containing such a vacuous occur-
rence is not a proposition (sentence, well-formed formula). And there is
not a separate quantifier for each bound variable; the quantifier is a "box"
containing expressions equiform to all the bound variables. The terms in a
quantifier are not considered to be "ranging" over objects in the world.
Lesniewski does not read the universal and existential quantifiers '(x)' and
*(3ΛΓ)' as " 'everything x is such that' and 'something x is such that.' " 3 5 In
Protothetic, the temptation to regard the quantified variables as talking
about objects in the world is perhaps not so great as it is in Ontology,
which formalizes talk about individuals. But there are surely those who
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would regard the terms in a quantifier in a protothetical thesis as ranging
over propositions which are supposed to be ideal entities, not ingredient in
space and time. This is not Lesniewski's view; we read that

in times when I did not know how to operate by means of quantifiers, but in the
colloquial language which I used needed something to correspond to expressions of
types "(3a).f(a)," "(3X, a).f(X,a)," etc., which are expressions of the symbolic
language, I used corresponding expressions of the type "For some significant word
"a," f(a)," "For some significant words "X" and "a," f(X,a).M3β

The universal quantifier ζ(x)y would, according to this scheme, be read
"For every significant (senseful) expression ζx,9" or "For any senseful
expression 'x . ' " The existential quantifier can be read with 'some* or it
might be read "There is," but it must not be construed as asserting that
some non-linguistic object exists—it simply means that an expression can
be formed.

There appear to be difficulties with Lesniewski's view of quantifiers,
for it seems to require that we regard quantified formulas as statements
about statements (i.e., as meta-linguistic statements). It is true that,
putting it in English we would read

(x).(x is a man) D (X is mortal)

as

For every significant expression *#/ if x is a man, then x is mortal,

or, perhaps,

for every expression ζx' which makes sense of it, the following will be
(or make) a true statement: if x is a man, then x is mortal.

But the English statement should not cause us to misinterpret the quantified
statement. The quantified formula of the formal system is truly a general
statement of that system. From

{x).(x is a man) D (X is mortal)

and

John Smith is a man.

we can infer

John Smith is mortal.

We have not moved from a meta-language to an object language, or vice
versa. The fact that we cannot say certain things in English in the manner
that they can be expressed in formal systems constitutes one of the ad-
vantages of formal systems.

A variable is not a word, it takes the place of words (or longer expres-
sions). Variables are used in forming the statements in a formal system;
they do this by replacing certain expressions in order to call attention to
the general forms of other (and longer) expressions. Variables must be



THE CONTRIBUTION OF LESNIEWSKI 75

viewed as gaps—we put letters in place of the gaps to indicate that certain
gaps are to be filled by equiform expressions (the "same" expressions).
One can say that

(x + y)2 = x2 + 2xy + y2

is true for any numbers x and y, but to get from the preceding formula to

(3 + 5)2 = 32 + 2 3-5 + 52,

we must substitute numerals, not numbers. Quantifiers are needed to form
statements in situations where variables are used. They do this by indicat-
ing to what extent statements of a certain form will be true (for any sense-
ful expression replacing the variables or for at least one).

There is a view which holds that a bound variable "is rather like a
pronoun/'37 and this view is incompatible with the one outlined above. The
pronoun view maintains that "The quantifiers '(3x)f and ({x)' mean 'there is
some entity x such that' and 'each entity x is such that. I" 3 8 Quine claims
that "In general, an entity is assumed by a theory if and only if it must be
counted among the values of the variables in order that the statements af-
firmed in the theory be true."39 Now it is unclear what is the proper way
of understanding 'values of variable.' Quine surely thinks that these values
are the objects which the variables "denote." But Lesniewski's interpreta-
tion of quantifiers sees the quantifiers as making statements about expres-
sions which can be substituted for the variables. These expressions might
be called the values of the variables. But this does not require us to hold
that these expressions are ideal entities. Quantifiers enable us to make
general statements from which particular statements can be inferred.
Quine is nearer to Lesniewski's view when he discusses schematic letters.
He says, "There is no need to view statements as names, nor. to view 'p',
'q,' etc. as variables which take entities named by statements as values."4 0

The reason for this is that

ζP>9 ζQt9 e t c are not used as bound variables subject to quantifiers. We can view
(P>' '<!>' e t c as schematic letters. . . and we can view '[(p D q).~q]Ώ~p,'. . . not
as a sentence but as a schema or diagram such that all actual statements of the
depicted form are true.4 1

If we use theorems of formal systems as diagrams "such that all actual
statements of the depicted form are true" we are using them to make
statements about statements. If we are using them to make statements
about all statements having a certain form, then we might as well have
bound the variables with an initial universal quantifier. Quantifiers do not
require that we hypostatize abstract entities, or that we recognize any al-
ready existing entities which make the quantified statement true (if the
variables in question are name variables, then the truth of some statements
which contain these will depend indirectly upon the existence of certain
objects). The quantifier, on Lesniewski's view, is a device which enables
us to make statements from expressions which contain gaps.
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ONTOLOGY Ontology, or the calculus of names, is added to Protothetic.
The theses of Protothetic are used in the proofs of many of the theorems of
Ontology. There are a separate set of T.E.s for Ontology, but many of them
are the same as those for Protothetic. Those which are different are dif-
ferent in virtue of the new propositional (sentential) structure involving
terms belonging to the category of names joined by the primitive term 'ε'.
All of the rules of procedure for Protothetic are rules for Ontology as well.
In addition, Ontology has two rules which are peculiar to this system: a
rule of definition and a rule for adding theses of extensionality.

The 'ε ' of Ontology is not the customary sign of class membership. If
someone chooses, with Sobociήski, to talk of a distributive class, he can
speak of class membership; but

If one takes the term "class" in this sense, the formula "AεKl(α)" signifies the
same thing as "A is an element of the extension of objects α," which is to say,
more briefly: "A is a."42

The so-called distributive class is not an object at all, hence there is no
reason for talking about it. The 'ε' is to be read " i s " in the sense of
"Socrates is white," "The current president of the United States is a
Democrat," and "James is James." This sense of 'is* requires that the
subject of the sentence be the name of an existent individual if the sentence
is a true affirmative one. It does not matter whether the term following the
'ε' is a general term (e.g., 'red') or an individual name (as above, 'James').
The existential import of the 'ε ' is what prompted Lesniewski to call this
system Ontology.

In Ontology, the distinction between adjectives and nouns is collapsed.
For the sentences 'James is tall.' and 'James is a man.' are considered to
be exemplifying the form

Aεb.

In this respect Ontology is more similar to languages like Latin or Polish
than to English. For the former two have no articles—though it is possible
to distinguish nouns from adjectives.

The axiom of Ontology introduces two semantic categories, the cate-
gory of names and the category of proposition-forming functors for two
name arguments ('ε' belongs to this category). It is an important feature of
Ontology that individual and general names (proper and common nouns) be-
long to the same category. This means that a general name can signifi-
cantly precede the 'ε,' although such a statement will be false. It should be
noted that Lesniewski uses capital Latin letters as variables for individual
names, and small letters for general names. But this is an informal,
heuristic device, which could be abandoned without changing the system.
The original axiom of Ontology is

(Aa).(Aεa)=Ξ.(lB)(BεA)&(BC)((BεA)&(CεA) D (BεC))&(B)((BεA)D(Bεa)).

Sobociήski devised the following shorter axiom

(Aa)XAεa)=(lB)((AεB)Sι(Bεa))9
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but I will discuss the original axiom, because it is easier to understand the
meaning of 'ε' in this axiom. From the first conjunct in the coimplicate
(the right side) of the axiom, we can see that 'ε> has existential import. If
we say that A is something, then there must be an A. The second conjunct
indicates that if A is anything, then there is at most one A. And the third
conjunct says that if A is something, then anything that is A is also this
something. This last makes it possible to prove the principle of extension-
ality for names (nouns)—the rule for introducing theses of extensionality
does not include the category of names. If A and B are the same object,
then whatever can be said about A can be said about B.

The propositions of Ontology which contain (ε9 are existential state-
ments (or their negations): the "existential" quantifier is not sufficient to
allow us to make an existential statement. The existential quantifier does
not indicate that objects exist, it only indicates that an expression can be
formed which can be used in a certain way. The 'ε\ however, is not used
to talk about symbolism—it is the term we use when we talk about objects.
In Ontology, it is not possible to prove that even one object exists. There
is no thesis of the form

(3A)(Aεφ).44

In systems containing both free and bound variables, such a formula is
usually provable, because of an axiom of substitution for bound variables.
But this cannot be done in Ontology, which is surely a virtue of Ontology.

A statement of the form

AεA,

affirms the existence of the object A. This statement is the definiens of the
definition of 'V:

(A).(AεV) = (AεA).
(AεV9 is read "A is an object." The possibility of statements of the form
ΆεA9 minimizes the difference between ζε' and ' c / which is defined

(ab).(aab)= (A).{A εa)D {A εb).

For in Ontology we have

(Ab).(Aεb)z)(Ac: b)

and

(Ab).(A c 6)&U εV)D (A εb)

as theses. It is still possible to distinguish between

John is mortal,

and

All men are mortal.

but the distinction is not so great as in systems where (ε9 signifies class
membership.
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In Protothetic, it is possible to define constant propositions (these are
(0' and ζV) and functors related to propositions. In Ontology, it is also
possible to define names and functors related to names. There are restr ic-
tions on definitions which may be introduced, which restrictions eliminate
the possibility of defining terms which could be used to derive a contradic-
tion. These restrictions are actually conditions for the senseful use of
language (in the formal system). The only restriction which I shall discuss
here is that which prevents one from defining a term which would produce a
form of Russell's paradox. In all name-definitions in Ontology, the defined
term must occur as the predicate of the definiendum (if a name-forming
functor is being defined, it must occur in the predicate of the definiendum).
This makes it impossible to posit the existence of a named individual in the
definition. The subject of the definiendum must be a variable, and it must
appear as the subject of at least one conjunct in the definiens. Otherwise it
would be possible to introduce the following

(A).(Aε*)=~(AεA)

as a definition in Ontology. From this it would be possible to deduce

(*ε*)Ξ~(*ε*).

Since, in Ontology, names perform roughly the same function as is per-
formed by class terms in PM, this would be the closest thing to Russell's
paradox that Ontology could produce. The restriction which makes the
above statement inadmissible as a definition is not introduced merely to
keep out the contradiction. The real trouble with the proposed definition is
that the definiendum is stronger than the definiens. For the definiendum
says both that A is an individual and that A is *. The definiens either
denies that A is an individual, or, if A is an individual, denies that A is A.
In general, a statement of the form

~(bεc),

is true if there is not exactly one b, or if the sole b is not c. The definition
of a predicate which can be predicated of individuals is a satisfactory defi-
nition only if the definiens guarantees that the names which are the subjects
of the sentences whose predicates are the defined terms are actually names
of individuals. This requirement that the subject of the definiendum also
occur as a subject in the definiens is similar to the criterion of being an
element that is used by Quine in Mathematical Logic, His axiom scheme
*202

If β is not a nor free in Φ,

contains 'aεV9 to rule out the same kind of contradictions that are elimi-
nated by the condition in Ontology. Indeed, from Lesniewski's standpoint,
*202 is a pseudo-definition (or definition schema).

I shall discuss some of the definitions of Ontology, and the theses which
can be stated with their help. The first definition to be considered is that
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for 'Λ.' This is the analogue in Ontology of expressions for the null class
in ordinary theories—it means approximately the same as 'nothing.' The
definition is

U).UεΛ)=.(AεA)&~(Aεi4).

If the first conjunct of the definiens were eliminated, we would have the
contradictory definition described above. From the definition of *Λ/ it is
a trivial matter to prove

U).~UεΛ).

Hence, even

~(ΛεΛ)

may be added as a thesis. The formula above states that there is no object
called Λ. But it is the case that the following existentially quantified state-
ment

(3α)U).~Uεύ)

is verified by

(A).~(AεΛ).

This is because the existentially quantified statement does not assert that
some object exists, but only that an expression can be found whose use
satisfies certain conditions.

An example of a creative definition, or one which extends the system by
making it possible to prove what would be otherwise unprovable is

U0).Uεstsf <φ»=.(AεA)8zφ{A}.

This definition makes it possible to prove the following statement of exten-
sionality,

(ABφ).(A=B)&φ{A} D φ{B}.46

The proof is

(ABφ)

1 A=B
2 φ{A}.Z).
3 AεB 1, def of '='
4 BεA 1, def of '='
5 AεA 3, previous theorem
6 Aεstsf <φ> 5, 2, def of ' stsf
7 £εstsf <0> 4, 6, axiom
8 φ{B} 7, def of ' stsf

The definition of 'stsf' makes it possible to express a functional statement
by means of a statement containing names. If we could not make a name
from a proposition-forming functor for one name argument, then the
theorem could not be proved. Creative definitions make it possible to
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replace one statement by an equivalent statement which contains terms be-
longing to different semantical categories than the terms in the first.

Ontology contains the Aristotelian syllogistic. This is expressed with
the terms introduced by the following definitions.

{ab).(aCb) = .(lA)(Aεa)&(flCb);

this is existential inclusion—"every a is b, and there is an a."

(ab).(a& b)=(lA).(Aεa)&(Aεb);

"some a is b (some a's are b's)."

(αδ).(αVδ)Ξ(A).(Aεα)D~(Aεδ);

"no a is b." The functor V will not give the law of subalternation, be-
cause it does not indicate that either of its arguments can be predicated of
some existing individuals. A new functor would have to be defined if it were
desired to include a law of subalternation whose antecedent is a universal
negative statement.

(ab).{a lb)=(lA).(Aεa)&~{Aεb);

"some a is not b." With the terms that have been defined, it is possible to
add all the valid forms of syllogism as theses of Ontology. The so-called
algebra of logic (Boolean algebra) is also incorporated in Ontology. Be-
sides the definition of inclusion, this requires definitions of 'αUδ/ ζaΠby

9

(a-b' (a and not b), ζa*-b* (either a or b, but not both). However, these defi-
nitions are similar to the familiar ones.

Ontology is equivalent to PM as a foundation for mathematics. This
fact indicates that classes are not needed to accomplish the work for which
Whitehead and Russell introduced them. Abstract entities can be dispensed
with. Because it does not contain terms for abstract entities, Ontology
seems (to me anyway) a more natural vehicle for the founding of mathe-
matics than is the system of PM. Unfortunately, Ontology is equally as
cumbersome as the system of PM. Mereology was intended to carry some
of the weight in providing a foundation for mathematics, but Mereology
proved to be unequal to this task.

MEREOLOGY. Mereology, the last of Lesniewski's three major formal
systems, is not a logical theory, but deals with a relation which holds be-
tween objects in the world. Any collection of one or more objects is treated
as an individual, no matter how distant these objects are from one another.
Such objects are heaps, but not heaps that are heaped together. This is the
same sense of 'individual' that Goodman intends when he says, "An individ-
ual is simply a segment of the world or of experience, and its boundaries
may be complex to any degree."47 The individuals involved need not be
heaps of physical objects—whatever other objects there are can also be
lumped together, whether they are events or minds.

Mereology was originally designed as an intuitively acceptable substi-
tute for set theory. Lesniewski did not give up his claim that it is
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intuitively acceptable, but he did realize that it cannot replace set theory.
Many theorems of set theory have analogues in Mereology, but most of
these require, in their mereological form, an added conjunct in the antece-
dent, to guarantee that the members of the class or set in question are dis-
crete. For it is possible that one individual will overlap with another, or
be contained in another, and when this happens, the number of different
collections (sets) containing these individuals is reduced. As an example of
this, consider the circular discs in the following illustration.

O
There are two discs, a and b. The smaller disc, a, is contained in b as a
proper part. Because of this, there are only two individuals which the discs
constitute. There is the disc a and the disc b. The individual composed
from a and b is no different from b. In the following,

OO
there are also two discs, but they do not overlap at all. Consequently, three
distinct individuals can be composed from these discs. There is the disc c
and the disc d, and the individual composed from the two of them. It is be-
cause individuals which are parts of other individuals cannot be kept
distinct from these others that Mereology is weaker than set theory. Most
of the important theorems of set theory cannot be proved within
Mereology—Mereology cannot be used as a basis for number theory.

I shall briefly discuss Lesniewski's presentation of Mereology, because
this will make it clear how he came to realize that Mereology is too weak
to play the role he had in mind. Lesniewski's first axiomatization was
clumsy, for he included defined (defined within Mereology itself) terms in
the axioms. The following are his original axioms and definitions.

Al (PQ).(PεPrt[Q}) D (<?ε/v[Prt[P]])48

This states that if P is part of Q, then Q is an individual which is not part
of P.

A2 (PQR).(PεPrt[Q])&(QεPr\[R])Ώ(PεPr\[R])
Dl (PQ).(Pεlng[Q])= .(P=Q) V (PεPrt[«]j
D2 (αP).(PεClφ]) MPεV)& (a C lng[P])&

(Q).(Qεlng[P])D(3A).Uεα)&(lng[Q]Δlng[A])

These definitions define an ingredient of an object, and the class of a's.
The definition of the class of a's requires that the class be an individual,
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that there be at least one α, and that every ingredient of the class either
contain some a's or parts of a's, or be contained in an a. Mereology is
similar to set theory in that a class (or a set) is an individual, and its name
belongs to the semantic category of names. The type hierarchy does not
intrude.

A3 (aPQ).(PεC\a[a] )&(QεClα|>]) D (PεQ)

A4 (n).(VΔα)D(VΔCIα[fl])

A4 says that if there are some a's, then there is a class of them.
Lesniewski later formulated an equivalent axiom system which does

not contain defined terms, and Sobociήski and Lejewski have each developed
single axioms.49

Lesniewski originally added the following definition to Mereology,

(PQ).(PεE\e[Q])=(la).(QεC\a[a])&(Pεa)

However, the functor Έle ' (element of) was discovered to be equivalent to
Ίng.' Thus the definition of an element is useless if an ingredient has al-
ready been defined. It is not possible in Mereology to treat a class as is
done in other theories, for there is no privileged way of taking a mereo-
logical class apart.

HOW LESNIEWSKΓS FORMAL SYSTEMS ORIGINATED Lesniewski began
his work in logic because of his concern about the paradpxes. Apparently it
was Russell's paradox that really caught his interest.5 0 His study of the
matter led him to conclude that classes, as normally treated by logicians
and mathematicians, are fictitious entities. Because there is no such thing
as a class, there is no class which is or is not a member of itself.
Sobociήski claims that Lesniewski recognized two distinct ideas "hidden"
in the customary logical understanding of the term 'class/ which ideas are
that of a distributive class and that of a collective class.51 However, in his
original article on Mereology, Lesniewski did not mention such a confusion.
In this article, Lesniewski formalizes what he considers to be the natural
theory of classes, and shows how it avoids the paradox. He also remarks
that he finds unintelligible the customary theories dealing with classes.

In arguing against classes and sets, Lesniewski states that these no-
tions, in their logical form, do not make sense. Of a class which is the
extension of an idea, Lesniewski writes,

The concept of Frege, which treats classes as extensions of ideas, I cannot subject
to a well-deserved analysis, because I have so far been unable, despite sincere
efforts, to understand what various authors are really talking about when they use
the expression 'the extension of an idea.'52

In his article "O podstawach matematyki I," Lesniewski deals with state-
ments made by Cantor, Frege, Felix Hausdorff, Sierpinski, and Fraenkel.
He objects to the remarks of all of these except Cantor, because he does
not agree "with many mathematicians that one can invent something at will
which does not exist, even something which is unthinkable."53 Lesniewski
does not agree with Cantor either, he simply declines to discuss Cantor's
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view at any length. What Lesniewski is objecting to is the abstract entity
status of classes. His point of attack is the admission of a null class.
Clearly, a class which, like those Lesniewski recognizes, is no different
from its members must contain members; a class without members is
nothing.

Lesniewski feels that Mereology represents the proper way of dealing
with complex objects (i.e., those composed of parts), which is what he takes
classes and sets to be. From his view of classes, he answers the following
objection raised by Frege. Frege argues that an individual must be dif-
ferent from a class whose only member is that individual. For suppose
there is a class P of several individuals. Let Q be a class whose only
member is P. If Q is the same object as P, then its members are the
members of P, contrary to the assumption that P is the only member of Q.54

Lesniewski denies that there is a class having only one member, unless
that member is simple (i.e., without parts)—in such a case, the simple ob-
ject is the class whose only member is itself). Hence Frege's objection
misses its mark.

To the spurious concept of a set in ordinary set theory, Lesniewski
opposes the concept of a class as formulated in Mereology. This

concept is entirely in agreement with the method of using the terms 'class' and
'collection' ['set'] established in the colloquial speech of people who have never
had to deal with any theory of classes or theory of sets.55

What Lesniewski is trying to express is the ordinary concept of a group, or
a collection, or a bunch. The objects of such concepts occur in our exper-
ience, and are not at all abstract. When the concept that Lesniewski has
formalized in Mereology is compared with its set-theoretical counterpart,
there is little that they have in common. Lesniewski feels that he is
capturing the genuine concept which gave rise to sets and classes, though
he surely realizes how different are his uses of the terms 'class' and 'set'
('collection') from those of the normal logician or mathematician. Unlike
set theory, which cut itself free from its origins, Mereology produces no
contradictions, and is, indeed, provably consistent (relative to an interpre-
tation in the real number system using decimal expansions56). The
remedies proposed to eliminate the contradictions from set theory serve,
in Lesniewski's eyes, only to carry it farther from its intuitive origins,
making it even less capable of being used to describe the real world.57

Lesniewski's nominalistic outlook will not allow him to recognize ab-
stract entities. It is not clear whether his nominalism resulted from his
study of the paradoxes, or whether it preceded this study. Whichever is the
case, it is clear that his rejection of abstract entities enables him to
eliminate Russell's paradox. Of course, there are other formal procedures
which lead to contradiction. And Lesniewski eliminates these in the custo-
mary ways. His hierarchy of semantical categories is very much like the
theory of types. The substitution of an expression belonging to one category
for that belonging to another produces nonsense--just like an improper sub-
stitution in a system based on the theory of types. Thus it is not possible
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to define terms by using self-reference. Lesniewski asserts that the
semantic category structure is essential for senseful talk, and would be re-
quired even if no paradoxes had been encountered.58 For the different
semantical categories signal different linguistic functions—they are gram-
matically distinct.59

The most puzzling aspect of Russell's paradox is that it seems to be
concerned with objects in the world, rather than with linguistic considera-
tions. And the theory of types makes it look as if the universe contains ob-
jects of different levels, or types. But Lesniewski feels that all objects
belong to the same category (in a non-linguistic sense of 'category'), though
surely individual objects differ greatly from one another. The paradoxes
appear to make trouble for the real world; they are eliminated when we
realize that certain kinds of things (classes, for example) are not found in
the real world. Other contradictions are eliminated by distinguishing dif-
ferent linguistic functions.

Ontology is the system which Lesniewski has devised to replace class
theories (such as that of PM—in contrast to set theory). Sobociήski states
that Ontology deals with distributive classes.6 0 However, the distributive
class is not an object at all, and so the term is misleading. It is more ap-
propriate to speak of distributive predication. In Ontology, there are
general and individual names (nouns); and variables functioning like them.
But the general names (common nouns) are not to be construed as names of
entities, as red, or redness, humanity, etc. There are no terms for ab-
stract entities in Ontology. Both general and individual names—including
"empty" names—belong to the same semantical category. For Lesniewski
feels that their grammatical role is the same. General names (common
nouns) in Ontology are the closest thing to classes in other systems. But
particular names (proper nouns) are only a special case of general names.
Names do not indicate the existence of corresponding objects—the question
of which names do so is an extra-logical one. Lesniewski feels that the
real world contains only concrete objects; Ontology is a system which
formalizes language used to talk about such objects—it is a system which
does not add new objects to the world. Ontology is equivalent to the system
of PM, but lacks the commitment to abstract entities that characterizes
PM. Instead of defining inclusion, intersection, union, etc., for classes,
Ontology defines these for names.

Ontology is designed to talk about objects in the world. Lesniewski be-
lieves that Ontology is structurally adequate to this task. All ontological
statements are based on talk about concrete individuals (based on state-
ments containing places for names of such individuals—in Ontology these
places are filled by variables). High-level statements (containing expres-
sions of high semantical categories) are dependent on statements containing
names (name variables). For expressions of higher categories can at first
be introduced only by definitions containing names in their definiens. It is
true that high-level functors may be regarded as making possible state-
ments about expressions (analogous to meta-linguistic statements). It was
remarked earlier that the distinction between a hierarchy of meta-languages



THE CONTRIBUTION OF LESNIEWSKI 85

and a hierarchy of semantical categories (logical types) is to some extent
arbitrary. We can regard ζ^l {/}' in Ontology61 as saying " ζf is a one-one
functor/' but the ordinary-language rendering blurs the grammatical dis-
tinctions of Ontology. For '/' in *^l{f}' does not occupy a name role, al-
though our "translation" gives it the appearance of doing so. The only
objects which Ontology requires are concrete ones.

Mereology is the formal system devised to talk about complex objects.
Mereology, Ontology, and Protothetic together form a satisfactory (formal)
basis for talking about the world—according to Lesniewski. Since Ontology
is a structurally adequate system for discussing objects, Mereology con-
tains no structural features peculiar to itself (requires no new semantical
categories). Parts and wholes are objects of the same (non-linguistic)
category. Thus the addition of Mereology raises no new problems in con-
nection with abstract entities.

Lesniewski's formal systems are clearly compatible with his nominal-
istic position; indeed, they are designed to express this position. Even the
directives for setting up these systems (the T.E.s) are stated in a nominal-
istic manner. The T.E.s talk about tokens instead of types, and make no
reference to merely potential objects (such as unproved theorems). Of
course, if one agrees with Quine that "To be assumed as an entity is,
purely and simply, to be reckoned as the value of a [bound] variable,"62

then Lesniewski's systems are anything but nominalistic. For expressions
of every semantical category must be understood as representing entities.
Since there are many more semantical categories than that of names, most
of the signified entities are abstract (indeed, even common names will
signify abstract entities). However, there is no reason to accept Quine's
view.

It is Lesniewski's position that only certain expressions designate ob-
jects. But this does not mean that the non-naming expressions are sense-
less; language requires more than names. Names, however, are absolutely
essential to language—other types of expressions depend on names. While
Lesniewski does not associate an object with every expression, neither
does he go to the opposite extreme and deny that language as representing
the non-linguistic is important to the logical analysis of language.
Lesniewski is concerned to formulate systems which provide an adequate
basis for talking about the world. Syntactical structure is thus dependent
upon the symbolic function (i.e., the representation of the non-linguistic) of
language. It is not a logical concern to determine what objects are to be
found in the world—but it is the business of logic to analyze language used
to talk about objects in the world. Lesniewski rejects certain ontological
commitments of ordinary language and of ordinary logical systems. His
formal systems embody what he regards as the correct ontological com-
mitments. In his view, the world consists simply of objects. Concrete
entities are the only ones that he recognizes; they are the only ones for
which he provides a category of expressions. Only words occupying the
name role can indicate existing objects—and proper (individual) names are
the only names that do so.
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AN EVALUATION OF LESNIEWSKI'S WORK I feel that some evaluation
of Lesniewski's work is in order here, although this must be brief, for the
chief purpose of the present paper has already been accomplished.

I whole-heartedly agree with Lesniewski's rejection of abstract enti-
ties. There is no real ground for recognizing properties, classes, sets,
propositions (when interpreted as abstract entities), and the rest. The
question of whether or not such entities exist is not a logical matter (al-
though it may be one that interests the logician). While I agree that there
are no such entities, the issue need not and cannot be settled within logic.
It is clear, however, that there is no need to recognize such entities in
order to do logic. Lesniewski effectively illustrated this in his own work.
His formal systems do not contain terms, or categories of terms, intended
to represent abstract entities. If there are such entities, the terms in
Lesniewski's logical systems will be adequate for discussing them; but his
systems in no way require that abstract entities exist. Lesniewski's logical
systems of Protothetic and Ontology constitute entirely adequate systems of
classical logic. But these systems do not commit us to talking about
classes, sets, or properties.

It is clear that within Lesniewski's systems there is no need to admit
abstract entities. In this connection, it is important to understand his in-
terpretation of quantifiers. It is equally clear that we do not need abstract
entities to set up or to discuss his systems. On Lesniewski's view, there
are no ideal theorems or systems. There is not any such thing as the
system of Protothetic, or Ontology, or Mereology. There are as many such
systems as have been constructed, and more of them can be added in the
future. Formal systems are physical objects as much as houses are
physical objects. Lesniewski's very careful Terminological Explanations
show conclusively that there is no more reason to accept abstract entities
in dealing with the system(s) from without than there is to accept them
when we are working within the system.

Lesniewski feels that a formal system, if it is a logical system, is one
whose formulas mean something. In this, I also agree with Lesniewski.
Logic is concerned with language (primarily with inferences made in, or
with, language). If a formula does not mean anything, then it has no interest
for logic. Lesniewski did not begin with an uninterpreted formal system,
and then give it an interpretation. The interpretation is there from the be-
ginning, for it guides him in constructing the formal system.

In Lesniewski's view, not all formal systems are properly considered
logical. But then, why should they be? Logic is concerned with language;
there are other reasons for constructing formal systems than the study of
logical matters. Of course, any formal system that begins with formulas
and rules, and proceeds to derive other formulas, has some relation to
logic. It is always possible to say, "If these formulas are theorems, and
those rules are applied, then this formula is also a theorem." The pre-
ceding statement will either be true or false, and determining which it is
is a logical matter. For logic studies implication and inference, and the
statement in question asserts a certain implication. But the formal system



THE CONTRIBUTION OF LESNIEWSKI 87

by itself need not be considered a logical system. Logic is concerned with
the general principles of inference and implication, and the development of
the formal system in question may require that certain inferences be made
—of course it is a logical matter to determine if these inferences are cor-
rect. But there is no more reason to consider the formal system a logical
system than there is to say that politics is a branch of logic because in-
ferences and arguments are sometimes made in that field.

The usefulness of formal systems for logic is that they can be used to
analyze certain fundamental concepts, and to study the inter-relationships
between them. (Perhaps the most important relation here is that of impli-
cation). Formal systems can also be used to express a philosophical view—
as Lesniewski employed Mereology. While Lesniewski espouses a kind of
nominalism, this is not expressed by the logical systems of Protothetic and
Ontology. There is nothing about these systems that is inconsistent with
Lesniewski's nominalism, but nothing about them is inconsistent with the
denial of his view either. The concepts treated in Protothetic and Ontology
are very basic ones. In the formal systems these concepts are separated
from the ambiguity and confusion which characterize concepts expressed in
ordinary language. The formal system allows us to study the structure of
certain statements, and to formulate logical laws. This task would be much
more difficult if we restricted ourselves to ordinary language.

If there is agreement about the fundamental character of the concepts
treated in Protothetic and Ontology, as well as the fact that these concepts
are necessary for any senseful talk about the world, then there should be no
dispute about the advantages of dealing with these concepts by means of the
formal systems of Protothetic and Ontology. It is important to realize that
a formal logical system must be related to ordinary language, although the
purpose for devising this system is to overcome certain shortcomings of
ordinary language (shortcomings from the standpoint of logic). The formal
system makes it possible to demonstrate that if we restrict ourselves to
certain concepts, then this statement and that statement imply this other
statement; from these statements we can infer that one. There is no reason
to consider the formal system as furnishing the outlines of some ideal
language—the formal system (if it is meaningful) must begin with ordinary
language and should serve to elucidate and clarify ordinary language.
Lesniewski does seem to have viewed his formal systems as the bare bones
of an ideal language. However, disregarding this, it is possible to agree
that his logical systems accomplish the legitimate purposes of formal logi-
cal systems.

Lesniewski did not consider Mereology to be a logical system. This is
because the basic concept of Mereology concerns a relation between objects
in the world (i.e., the relation of part to whole). The basic term of Proto-
thetic is either that for material implication or for material equivalence—
this is used to relate linguistic entities but not objects in the world. And
the basic term of Ontology is used for saying that a certain individual is a
something-or-other. This does not concern a relation between objects in
the world, for giving an object a name is not the same as stating that one
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non-linguistic object is characterized with respect to another non-linguistic
object. Protothetic and Ontology seem to be properly logical because the
concepts they deal with are in some way linguistic ones, while the relation
of part to whole is in no way linguistic. It would seem that if Lesniewski is
to be a consistent Nominalist, he must insist that there is something unreal
about a relation in the world. However, Lesniewski does seem to think that
one object can genuinely be part of another. Even though he believes that
the world consists of individuals, some individuals also consist of other in-
dividuals. Lesniewski's development and presentation of Mereology illus-
trates how a formal system may be used to express a philosophical view.
Lesniewski felt that the world consists of objects, and that any segment of
the world can be taken as an object. The axioms of Mereology are state-
ments of this view. And by developing the formal system (i.e., by adding
theses), it is possible to show the consequences of such a view. One con-
sequence, which Lesniewski did not expect, was that the terms Ίng' and
Έ l e ' are equivalent to one another. If someone accepts Lesniewski's view,
then he cannot regard one object as being composed in a unique fashion
from certain others. Any object which contains others as parts can be
taken apart in many different ways.

Lesniewski's view of the world is defective in that it does not recognize
structure. And this defect in his view is the very reason why Mereology
has so little utility as a foundation for mathematics. No one can understand
the world who ignores the element of structure, or pattern, or organization,
that is found there. Those objects which are parts of a larger object are
arranged in a certain way to form this larger object. To ignore this ar-
rangement is to ignore the feature which makes the larger object the kind
of object that it is.

Lesniewski ignored the element of structure. But the world contains
structures. Even formal systems, which, though they are man-made, are
genuinely objects in the world, have structures. In using his logical sys-
tems as foundations for mathematics, Lesniewski was forced to substitute
the structure of these systems for the structure he ignored in the world. It
was his failure to recognize structure when he set up Mereology which is
responsible for the failure of Mereology to replace set theory. Lesniewski
was forced to rely on Ontology in setting up mathematics.

An example of what I mean by Lesniewski's use of the structure of his
logical systems is the following. Consider the multiplication of two num-
bers. The most natural way to regard multiplication (although it will not
wαrk for infinite numbers) is the following: when we say that six apples is
two times three apples, we think of dividing the apples into groups of three,
and then counting the number of groups, which is two. But in order to make
such a definition, we must be able to regard both the apples and the groups
of apples as objects whose names belong to the same semantical category
(i.e., we must be able to regard them as objects in the same sense of
'object')- This kind of definition of multiplication cannot be given in Mere-
ology, because objects can be taken apart in too many different ways (most
classes do not have a definite number of members); and the definition can-
not be given in Ontology, because there is no way in Ontology to regard the
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groups as objects. Numbers are defined in Ontology rather than Mereology
—to give a definition of multiplication similar to that outlined above, it is
necessary to define two different kinds of numbers. The basic use of
(ontological) numerical expressions is illustrated in

There are three apples.

Primitive numerical statements have the form

n{a}

(which is to say, "There are n α's.") The basic kind of numerals (or num-
bers) count objects. For our definition of multiplication we need a kind of
numeral that counts predicates. With this kind of numeral, we can make
statements of the form

where ζf is a functor which takes predicates (noun expressions) as argu-
ments. (ζn{fY means that there are n noun expressions which are /.) It is
now possible to define multiplication in the natural way, as follows,

mxn{a} = (lf).m{f}&(b)(f{b}z) (bda))&n{a}.63

A definition would have been much simpler if it were possible to regard
groups of objects (apples) as objects themselves, having the same status as
the original objects. This could be done if it were possible to regard a
group as an object constituted in a unique way by component objects—but
this unique way would have to be a structure of some kind. By introducing
two kinds of numbers, we are utilizing the structure of Ontology instead of
explicity recognizing structure in the world.

I feel, then, that Lesniewski's philosophical position is mistaken in that
it does not take account of structure. And this mistake deprives Mereology
of significance. But other aspects of Lesniewski's position (especially with
regard to abstract entities) I regard as correct. And with Mereology, he
has at least given us an illuminating example of the way that a formal sys-
tem can be used to express and to clarify a philosophical position.
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