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On Power of Singular Cardinals

SAHARON SHELAH*t

Abstract Using elementary methods we find bounds for the function 2*α

for KQ, = a. Using only ZFC without additional assumptions, when e.g., Kα is
strong limit of uncountable confinality:

(1) If there is no weakly inaccessible below Kα, then there is no such cardi-
nal below 2K«.

(2) If Kα is the first cardinal such that λ = Kλ with cfλ = XU then 2*<* <
K when K is the first cardinal such that K = Kκ with cofinality ( 2 2 * ' ) + .

We shall also reprove some of Galvin and HajnaFs results. We do not
require any knowledge of earlier results on the subject.

Introduction We shall deal with the following problem: Given a cardinal λ,
what are the possible values of 2λ? More exactly, given Kα, our task is to find
an ordinal α(*) as small as possible which will satisfy Xα(*) > 2K α.

Let us write some basic facts concerning the power operation:

(0) a < β =* 2K« < 2*v.
(1) For every a 2K(* > Kα (Cantor's theorem).
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(2) For every a cf(2*<*) > Xa (follows from Zermelo Konig's).
(3) If Kα singular, and there exist y < a. such that for every y < β < a 2K# =

l^y holds, then 2*? = 2K α (Bukovski-Hechler).

P. Cohen proved that on 2X° there are no more restrictions.
Easton generalized Cohen's theorem and investigated the possible functions

for 2K α when Kα is regular. He proved that any function satisfying (0)-(2) is
possible. Therefore the problem we are left with in this connection is what is the
situation when Xα singular? Are there any bounds to the size of 2*aΊ

We shall deal here with the problem in ZFC without any additional
assumptions and will find more bounds. We are not the first to face this
problem —many people have worked on it including Scott, Solovay, Silver [11],
Galvin and Hajnal [4], Magidor [8]-[10], Baumgartner and Prikry [1], Jech and
Prikry [6], Devlin and Jensen [2], Dodd and Jensen [3], and Shelah [13].

We shall present our results independently of the above. We begin by
presenting an elementary proof to our results.

As preliminary knowledge we assume less than the first 60 pages from
Jech's book [5] or the basic part from Levi's basic book [7],

We shall reprove some of the results of Galvin and Hajnal [4]. In order to
explain the motivation for our ideas we shall refer to their paper.

A disadvantage in the above-mentioned works is that they could not deal
with cardinals of the form a = Kα in ZFC (without additional assumptions).
From the results of Jensen, if Kωi is a strong limit and 2Kω* > Kω i + 1, then some
strengthenings of ZFC are consistent. Moreover they have a natural model (class
with the usual G relation). The results of [11] and [4] gave us this impression.

Smallness Thesis When you have Kα singular, cfa > Ko, cind a strong limit
is "small", then also 2Ko; is "small".

We shall prove here some examples of this smallness thesis also for cardi-
nals satisfying Kα = a.

In Theorem 6.2 we prove that if below Kα there is no weakly inaccessible
cardinal, then such a cardinal also does not exist below 2K α (we assume Kα sin-
gular, strong limit, c/(Kα) > Ko, and for simplicity only assume that c/Kα =

K i ) .

In Theorem 6.6 we prove: If λ = Kλ when λ is the first cardinal such that
cf\ = Kj and Kλ = λ, then 2 λ < K when K is the first cardinal such that K = Kκ

a n d c / κ = ( 2 2 X l ) + .
In Section 1 we define some basic definitions and quote two theorems

which we shall use in what follows.
In Section 2 we prove a theorem from [4]: For Kα satisfying cf Kα = Xx

and β < a => K^1 < Kα, the inequality X^1 < K(|oe|K1)+ holds. The presentation
largely follows [13].

Because our purpose is to prepare theorems for the rest by generalizing [4]
almost disjoint transversals, our substitute is the cardinal TD(f).

We define a norm of ordinal functions into the ordinals with respect to a
filter D and denote it by \f\D. By \\a\\D we denote the norm of the constant
function whose value is α. \\f\\D is the least ordinal such that for all g <£>/,
WSWD < If ID holds (the definition of <D is in Section 1.3. For the reason this
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definition is possible, see Lemma 2.9 —we shall work with &ι complete filter
D).

Galvin and Hajnal proved for the abovementioned function α(*) that
a(*) < | α | D when D is the filter generated by the closed unbounded sets of ^
(we work here with cardinals of cofinality Klf therefore D will be over X{).

\\f\\D can be defined in an equivalent form by a game Gw (£>,/, a) between
two players I and II, which we define as follows: Player I begins and in his first
step chooses a function/! <£>/• Player II in his first step chooses an ordinal
o?i < a. In general, player I in his n'th step chooses fn <D/Π-\

 a n c * player II
replies by choosing an < αΛ_i Because a > a{ > a2 >.. .is a decending
sequence of ordinals it must be finite. So there is a stage when player II cannot
continue. Player I cannot continue if the function from the previous step satisfies
{/: /Λ_i (/) = 0} belongs to D or even is Φ 0 modD. Player I wins the game if
player II cannot reply, and player II wins when player I cannot continue in his
turn.

What is the connection between the above norm and the game Gm (D, /,
α)? It is easy to see that player I wins in the game Gm(D, /, a) if and only if
If ID * α.

Our method to improve Galvin-HajnaPs result is generalization of Wflol
for this analysis we use games of types similar to the abovementioned game.

In Section 3 we define a game G(D, /, a) which is a little harder for player
II than the previous game Gm(D, /, α), and later define the game G(£>, /)
which is easier for player II than G(D,f, a).

We prefer player II because he provides us a bound on the norm. In Sec-
tion 3 we shall see some basic properties of these games.

A variant of these games was studied (independently of our study) in an
unpublished work of M. Magidor and R. Solovay. They used these games to
prove the same bound Galvin and Hajnal found, before Galvin and Hajnal had
the result. The disadvantage was that they used existence of Ramsey cardinals.

In Section 4 a filter D over Kj will be found such that player II has a win-
ning strategy in every game G(D, f) for every/: X{ -• Ord.

Our method is to use an additional assumption to ZFC (it is formulated
at (4.1)) in order to: (i) prove the existence of a filter E over a set /; (ii) trans-
late this filter to a filter DE over Xγ and (iii) show that DE has the property we
want from D. In the next stage we use Dodd and Jensen's result to show that
if 2K« violates the continum hypothesis, then Assumption 4.1 holds.

In Section 5 we study different notions of rank-functions and their inter-
connections, i.e., the function \/\D and the functions which we get by taking
the first ordinal a such that player II wins the game G(D,f9 a), and connect
this to the cardinality of D — almost disjoint transversals from Section 2.

We also prove Theorem 5.5 which will help us to prove our theorems from
Section 6. This theorem is similar in form and role to Theorem 2.10.

In Section 6 we prove the two theorems already reviewed and, to make our
paper really independent from [4], we reprove one of their lemmas (6.5).

The results were announced in [16], where Theorem 6.6 was stated
explicitly, and it was claimed that: (*) the method was strong enough to prove
any instance of the thesis "let Kα be strong limit of cofinality > Ko» if Kα is
'small' so is 2K«". The author checked several cases: smaller than first inacces-



266 SAHARON SHELAH

sible, first Mahlo; before Kα there are few inaccessibles; Kα is small in the class
of fixed points of {Kα: a} (e.g., the first Xα, Kα = a, cfa = Ki), similarly for
fix points of fix points. However, the above claim (*) is wrong, as discovered
by Hajnal.

For a class Clet C' = {αG C: the order type of CΠ α is a}. Let Co be the
class of infinite cardinals, CΛ + 1 = C^.

Now Hajnal, using partial information on the proof, reconstructed the
proof for Co, C\, carried the induction for the Cn9 and found out that it does

not work for Cω = f\ Cn.

HajnaΓs Question Suppose λ is the ω r th member of Cω, is strong limit. Is
2λ smaller than the (22 '^-th member of Cω? Or can we have any bound bet-
ter than the first inaccessible?ι

We would be able to answer positively if we can prove that for every λ, not
only for some D but for a majority of D (majority for an Krcomplete filter on
the family of suitable filters), Lemma 5.5 holds.

Other natural questions are: In Theorem 6.6 can we replace (22 ' ) + by
(2**)+? Can we build models of ZFC in which the first λ = Kλ of cofinality Xx

satisfies 2Kl < λ < 22*1, (Vμ < λ) μ*1 < λ, and λ*1 is bigger than the first inac-
cessible cardinal?

/ Preliminaries

LI Definitions and notations about filters Let D be a filter over / (see [5]
or [7] for definition of filter), s o D c (9(1): D is a subset of the power set of
/. For 5 c / w e say B is of measure zero and write B — 0 mod Diffl — BG
D. B is of positive measure or B Φ 0 mod D iff B Π A Φ 0 for all A ED. And
if {/ E I\Q(i)} E D where Q is some property and Q(i) means Q holds for /,
then we say: for almost all /, Q(i) holds. A filter D is said to be τ-complete

(where r is an infinite cardinal) iff P) Aa E D whenever μ < r and Aa E D for

all a < μ. In case r = £χ we say D is countably complete rather than
Xpcomplete. For a set of ordinals B and a function/defined on B,/is regres-

sive iff f(a) < a for all nonzero a E B. In case / = λ, where λ is a cardinal, we
say a filter D over λ is normal iff whenever B Φ 0 mod D and / is a regressive
function on B, then for some Br <Ξ B, B' Φ 0 mod D and / is constant on B'
(see 1.6).

Let £ c ( p ( / ) and assume the intersection of any finite subset of E is non-
void. Then the filter generated by E is the collection {B <Ξ / for some
Xι,... ,Xn in E B 2 Xx C\. . .C\ Xn}. (It is understood that n < ω and
{Xu... ,A^} is a finite subset of E.) Now for B g /, £ * 0 mod D, D + B
denotes the filter generated by {£ Π ̂ ί |XE £>}; i.e., £> + B is the filter gener-
ated by the set D U {5}.

We ask the reader to prove that the intersection of finitely many sets of the
form BΠ X where X E D is again of that form, hence that D + B is a proper
filter. The following lemma is also left to the reader.
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1.2 Lemma
A. If D is a normal filter then D + B is normal too.
B. If A Φ 0 mod Dand BΦ0 mod D + A then AΠBΦ0 mod D and (D +
A) + B = D + AΠB.
C. IfB - B' = 0 modD {i.e., B c Bf "almost" holds) then D + B' ^D + B.

1.3 Reduced products The Cartesian product UieIAi is the set of functions
/on / such that/(/) E Aι for all / E /. An equivalence relation is defined on the
Cartesian product by (D is a filter over I) f=Dg iff {/ E I\f(i) = g(i)} G D,
Ui^jAi/D is the set of equivalence classes thus obtained.2 If ((Ah <j)\iGl) are
partially ordered sets (posets for short) we can define a preorder (called also
quasiorder) <D on the Cartesian product by / <D g iff {/ E I\f(i) </ g(/)} G
Zλ <# is a preorder in the sense that/ <D g and g <#/imply/ =D g, but not
necessarily / = g. Transitivity and reflexivity are easily checked. <D is a partial
preorder; it might well be that none of/ < D g or g < D /holds. In case At =
Ord (the class of ordinals) ιOrd is the class of all functions/: /-* Ord. Taking
the natural well order of the ordinals, we get a partial preorder <D defined
above on fOrd. An equivalence class now is not a set and this is why we pre-
fer to deal with (partial) preorder rather than with a (partial) order defined on
the equivalence classes. This means that we cannot speak about the least upper
bound for a set (even if it exists, it is not necessarily unique). (Recall that a E
P is a least upper bound of A c p where < is a partial preorder of P iff: (1)
e < a for all e E A and (2) if a' also satisfies e < a' for all e GA then α < a'.)

We also define/ <D g iff {/ E I\f(i) <f g(i) and/(/) Φ g(i)} E £>. Now
<£> is an irreflexive partial order. Remark that / <# g and -i (/ Ξ ^ g) do not
i m p l y / ^ g . Define/ΦDg iff {/e/|/(/)=jfc g(/)} E D . Then/<^g a n d / ^
g imply / <D g. But if D will be an ultrafilter then -i (/ =D g) and / ΦD g are
equivalent.

1.4 We will use the Erdos-Rado Partition Theorem which says that if F is a
function defined on [(2 λ ) + ] 2 (the class of two elements subsets of the cardinal
(2 λ ) + ) and which takes values in λ, then there is //ς: (2 λ ) + , of cardinality λ+

which is homogeneous for F, namely F({a, β}) is the same for any distinct a,
β E H. (See [5], [7], or any other textbook for the full Erdos-Rado theorem and
its proofs.)

1.5 We shall also use (only in Section 6) HajnaFs theorem on free sets. We
shall need it not only for regular cardinals.

HajnaFs theorem Ifλis regular cardinal and μ<λa cardinal and fa func-
tion such that fs domain is λ and (Vα < λ) [ |/(cθ| < μ], then there exists
B c X, \B\ = λ and B is a free subset, i.e., xΦy^B^ xkf(y)

A proof for this theorem is quoted in [15] in the combinatorial appendix
as Theorem 2.8.

1.6 Recall that for an ordinal δ, cf(δ) is the minimal order type of an
unbounded subset of δ. A cardinal λ is regular iff c/λ = λ; otherwise it is called
singular. Also cfδ is always a regular cardinal, any successor cardinal is regu-
lar, and λ is an inaccessible cardinal if it is limit regular and > Ko.
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If λ > Xo is regular, by Fodor's Lemma, the family of closed unbounded
subsets of λ generates a normal filter.

2 Generalized almost disjoint transversal In this section our purpose is to
prepare the ground for the rest of our work. We first give a general description
of this section. In Section 2.1 we begin the detailed exposition. In order to dem-
onstrate these preparations, we shall prove the following theorem from Galvin-
Hajnal [4]. IfXa is singular, a < Xα, c/(Xα) > Xo (for simplicity only we shall
assume that c/(Xα) = X l9 and is strong limit therefore satisfies β < a => X*1 <
Kα; notice that from our assumption on Kα follows that 2*a = X*J) then 2K« <

K(MKl)+

Let us review the proof of this theorem (Theorem 2.11): Assume that
2*« > K(|α|Ki)+ and choose a regular cardinal λ such that 2Nα > λ > X(|α|N')+ and
λ > 2 K l . This can be done because if 2*α < 2 K l then the conclusion of our the-
orem is trivial and 2K« > K(|α|«i)+ because C / ( 2 N Q ; ) > Xα > ( | α | K l ) + , which
holds as α < KQ, and the hypothesis on Kα.

In Definition 2.7 for a filter D over X1? / E *ιOrd we define a cardinal
TDU) — the power of a maximal set of functions less, by <D, t h a n / a n d dis-
tinct on a large set (E/>). This is not the definition in the section (Definition
2.7 gives a more general concept) but for our needs here this will be sufficient
(by the second claim in the proof of Theorem 2.10).

In Theorem 2.3 we evaluate TDub(Xa). Here, instead of the function/, we
take the constant function from Rγ whose value is Xα. Dub is the filter generated
by the cobounded subsets of X lβ We shall get TDub(Xa) = X*1 ( = 2 * α when Xα

is strong limit).
Now we can apply Theorem 2.10 which for a given Kj -complete filter D

over Ki and a function/E *ιOrd such that TD(f) > λ, gives us an Kj-complete
filter D' 3 D (over Xj) and an increasing sequence of length λ in *xOrd/D'
below/ If we substi tute/= Xα (i.e., /(/) = XQ, for / < ωi), D = Dub we shall
get an increasing sequence of length λ in the reduced power K l X α /D'; this will
be a contradiction to Theorem 2.6 where it will be proved that in the re-
duced power K l X α /D' there cannot be increasing sequence of length λ (remem-
ber λ > X ( HXi)+).

The other theorems are preparations for Theorems 2.6, 2.8, 2.10. Most of
the theorems appear in a more general form than we quoted above; instead of
a filter over X2 we work with filter over a set /, and in part of the theorems we
deal with reduced products of partial preorders instead of reduced power of
ordinals.

Now we shall review Theorems 2.6, 2.8, and 2.10. In Theorem 2.6 we prove
more than mentioned; we prove existence of an ordinal γ < ( |α | ' 7 l ) + such that
in the reduced power 7Xα/£) (D a filter over /) there is no increasing chain of
length X7.

We prove this by contradiction. Assume that for every y < (lαl' 7 ')* there
exists an increasing sequence of length X 7 + 1 . Define a mapping γ -•/+ from a
set of cardinality ( | α | | 7 | ) + to a set of cardinality |α | ' 7 1 as follows: For each y
choose an increasing sequence of length X 7 + 1 (exist by the assumption) take a
supremum/ 7 with the following additional property: If g <ofy then there
exist fξ in the sequence such that g <ofζ\ the existence of such a supremum is
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promised by Theorem 2.3. Now define/+(/) = c/(/(/)) and our aim is to get
a contradiction to the assumption by proving that y * fl is one to one.

For this purpose in Definition 2.4 we introduce cofinality of a function rel-
ative to a filter (this is a direct generalization of cofinality of an ordinal), evalu-
ate cf(fl/D) and get K7+1; this together with the technical Lemma 2.5 proves
that 7 •-*/+ one to one.

In the proof of Theorem 2.8 there are no problems; it is a direct compu-
tation.

Given an Krcomplete filter D over Kls a regular cardinal λ > 2*1, and a
function / G KlOrc/ such that TD(f) > λ, Theorem 2.10 gives us an ^-com-
plete filter Df 2 D over Xx and an increasing sequence <&•: / < λ) in *xOrd/Df.
The proof is divided into three steps:

In step zero choose/* G *ιOrd such that/* < D / , TD(f*) > λ, and is
^-minimal with these properties (possible as <D well founded by Lemma 9).

In the first step define the filter D' Ξ2 D and prove its Kt completeness.
In the second step find a set Hc ^Ord such that heH=> h <D>f*9 hx ψ

h2GH=* hλ ΦD> h2, and \H\ > λ.
In the third step define by induction an increasing (in <D>) sequence of

length λ of functions which are smaller (in <D) than/*; for this it suffices by
regularity of λ to prove the following:

If£</?/*then \{h e H: ~-{g <D'h)}\ < λ.

2.2 Theorem Let D be a filter over λ. Assume that for every ξ < λ, (ζ^,
< ξ ) is λ+-well ordered then ( Π ^ λ Q ξ , < D ) is (2λ)+-well ordered.3

Remark: A general treatment of r-well ordered preorders (= quasiorder) can be
found in [14].

In what follows λ is any cardinal.

2.2 Theorem Let D be a filter over λ. Assume that for every ξ < λ, (Q%,
<$) is \+-well ordered then ( Π ξ G λ ρ ξ , <D) is (2λ)+-well ordered.3

Proof: Let </|/ < (2λ)+> be a sequence of length (2λ)+ in Π ξ e λ Q ξ . We want
to find i<j such that/ ^ofj- Actually we will get i<j with even {£ G λ|/(£)
^S //(£)} = λ. Assume that no such / < j exists. Then for any i <j < (2 λ ) +

there is ξ G λ such that -i(/}(£) < ξ / y (έ)) . Define F({/,./}) = ξ to be the min-
imal such ξ < λ. By the Erdos-Rado theorem we get H ^ (2 λ ) + of cardinality
λ+ such that for some £0 whenever /, j G H, i Φj => Fίj/, j}) = £0, hence / G
HΛJEHΛi<j=>^(fi{ξ0) <zofj(ξo)). In other words </(ξo)|/ G i/> con-
tradict the assumption that (Q€o, < ξ o ) is λ+-well ordered.

The above theorem will be applied in the case where (Q^, <$) is an ordi-
nal with its well ordering G. Surely no infinite decreasing sequence of ordinals
can be found so that the theorem assumption holds in this case.

2.3 Theorem Let D be a filter over λ, μ a cardinal whose cofinality at least
(2 λ ) + , </ G λOrd\i < μ) an increasing sequence in <D, i.e., [i <j < μ =>/ <D

fj]. Then {fi\i < μ} has a least upper bound f+ in (λOrd, <D) such that for
anyfeλθrd [f <Df+ =>/ <Df for some i < μ].
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Proof: First, define by induction on a (as long as you can) functions ga G λOrd
such that:

l./i ^oga for all/ < μ.
2, For β < α -.(g^ </>gα).

go can easily be defined by go(£) = U{/(ξ)|/ < μ}. By Theorem 2.2 there is no
sequence <g/|/ < (2 λ ) + ) such that -i(gα < D g^) holds for α < 0 < (2 λ ) + , so at
some ordinal a0 < (2 λ ) + there is no gao satisfying conditions 1 and 2. The con-
struction of the ga is stopped at a0, say. Let A = {ga(ξ)\a < α0, ξ < λ}, then
.4 is a set of no more than 2λ ordinals. Because Range(g0) QA, for any i < μ
and ξ < λ/(£) is bounded by an ordinal in A, so that the following definition
makes sense: /*(£) = min{β G A\f(ξ) < j8}. So /,* G M and// < D / / of
course.

Now |λv4| = |y4|λ < (2 λ ) λ = 2λ, remember cfμ > (2 λ ) + , so as μ = \J
f*GλA

{/ < μ\f* = /*} for some/* G 4 the set {/ < μ\f* =/*} is unbounded in μ. We
will now prove that this/* is one that satisfies the requirements of the theorem.

/* is an upper bound of {fj\j < μ}\ For any j < μ there is / > j such that
/* =/*, as/y <Dfi and/ < D /* we get fj <Df*.

/* is a least upper bound of {fj\j < μ}: If g is also an upper bound of
{f/\j < μ}> then at stage a0, g was also considered and failed. But it can fail
only because of requirement 2. So there exists β < a0 such that gβ <D g. Choose
/ < μ such that/* =/Λ and let Ca = {ξ < λ: / ( ξ ) < g^f)}, C^ = {£ < λ:
^ ( ξ ) ^ ^(ξ)} As we know that/ < D gβ (by g^'s choice) clearly Ca G £>. As
g^ <D g, clearly C^ G D. Now by the choice of A, and /*, [£ < λ, / ( ξ ) <
^ ( ξ ) =>/*«) ^ g^(ί)], hence for ξ G Cβ Π C*/*«) =/,*«) ^ ̂  « ) ̂  g«) .
As Cfl Π C^ G Z), clearly/* < D g as required.

/ / / G λOtf, / < D /* then (3/ <μ)f<D /*: For / < μ let Q = {ξ <
λ|/(ξ) </(έ)} If Q G Z> for some / < μ t h e n / < D / and the proof is finished.
So we assume C, ̂  D (hence λ - C, Φ 0 morf Z>) for all / < μ and seek a con-
tradiction. Now Q c λ, there are 2 λ subsets to λ and 2λ < cfμ hence for some
C * c \ and an unbounded U c μ, C, = C* for all / G (7. And C* ί i) as we
said before. Now define/' G λθA*ί/ by

l/'(ί) fee-

The contradiction will follow once we show that / ' is an upper bound to
{fi\i < μ) a n d that/* <£>/' does not hold (because then/* is not a least upper
bound). For any /G £//(£) </*(£) for almost all ί < λ and/(ξ) </(ξ) for
all ξ G λ - C* (by definition of C, = C*). This shows that/ < D / ' for any i <
μ because C/is unbounded in μ. But/* </>/' does not hold, because if it did,
then a s / < D / * we would get f <Df-that is,/(ξ) </ / (ξ) for almost all ξ <
λ—but f(ξ) =/'(ξ) for ξ G λ - C* and λ - C* is not a measure zero set. Con-
tradiction.
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2.3A Remark: Clearly in 2 . 3 / + is unique, i.e., if/' satisfies the conclusion then
/ + =£>/. Even a least upper bound, if it exists, is unique.

2.4 Definition For / G fOrd and a filter D over /, cf(f/D) is the least
cardinality K of a collection {fξ\ζ < κ\ with the following properties:

l Λ <z>/for all £ < *
2. If g <£>/then g <£>/$ for some ξ < K.

(Such a collection always exists [e.g., {g: g <Df and (vξ G I)g(ξ) </(£)}]>
hence one with a minimal cardinality can be found.)

2.4A Remark: (1) If we can find such {fξ: ξ < cf(f/D)} with [f <£=*/$ < D

/{-] then the cofinality is a regular cardinal. (See the proof of Theorem 2.6.)

2.5 Lemma /// , / ' G JOrd and {/ G 7|c/(/(/)) = cf{f'{i))} G Z? f/w?/i
c/(//£>)=c/(/'/£>).

2.5A Remark: If K — cf(f/D) > 2'7' /λe/z /c /s # regular cardinal.

Proof: From the fact that/j Ξ D / 2 =* cf{fx/D) = cf(/2/D) we conclude that
it is possible in the proof to replace the functions/,/' by functions f, f2 which
satisfies/ =Df and/ ' =Df2. Therefore we can assume that 7 = {/: c/(/(/)) =
cfif'V))}. W.l.o.g. {/: /(/) Φ0}GD (otherwise cf(f/D) = cf(fVD) = 0 ) ,

hence w.l.o.g. for every / G /, /(/) > 0 and/'(/) > 0. Recall also that the cofi-
nality of a successor ordinal is 1 and the cofinality of 0 is 0. For each / G /pick
5/ of order type c/(/(/)) cofinal in f(i) (i.e, for any x < /(/) there is y G 5/,
x < y) and similarly pick S Qf'(i) cofinal and of order type c/(/'(/)), let *,-:
5; -* S/ be an order isomorphism. It suffices, by symmetry, to prove cf(f/D) <
cfif'/D), and for this it suffices to show that: whenever K is a cardinal with a
collection {/̂ |£ < /c} satisfying 1 and 2 of Definition 2.4 for/, //zere is a col-
lection of the same cardinality for/' . Well, given {/̂ |ξ < /c} we can assume
A (0 </('") f o r ^ / e 7 and £ < /c. Now define {f£\ξ < K} as follows: f[ (/) =
/, (7> where y G S/ is the first ordinal in S, which is >/ ξ(/). Of course/^ </>/'.
Now, if g' </?/' it means that for almost all / G I g'(i) </ '(/) and then for
some 5 G S g'(i) < 5 </ ' (/) . It follows that g* can be found, g' <D g* <Df
such that g*(i) G S for (almost) all / G 7. Now define g by g(i) = t~x (/*(/)).
Clearly g <Df so by property 2 (from Definition 2.4) there is/^ with g <£>Λ
This implies that g* ^ϋf^ so g' < / | , as required to show that {/ |̂ξ < Λ:} has
properties 1 and 2 for/'.

For D a filter on 7, we have

2.6 Theorem If a is a cardinal > 2 (7Kα, <D) does not contain an increas-
ing sequence of length K(|α||/|) + . Moreover there is y < ( | α | ' 7 ' ) + such that there
is no increasing sequence of cardinality K7.

Proof: Assume to the contrary that for every ordinal y < ( |α | ' 7 ' ) + an increas-
ing sequence </^7|ξ < K7+1> of length K7+1 exists in 7Kα. Now \y\ < Kτ is true
for any ordinal γ, so for 2 |71 < y < ( |α | | 7 | ) + , clearly 2 | 7 i < K7+1 holds. We know
K7+1 is a regular cardinal, and Theorem 2.3 can be applied to obtain a least
upper b o u n d / 7 to (f^\ξ < K7+1> with the additional property stated in that
theorem.
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2.6A Claim cf(p/D) = KΎ+1.

Proof: Now cf{p/D) < K7+1 because the family {/ξ

7|ξ < K7+1} shows it. [fj
<Dp and if g <Dp then g <kDf\ for some ξ < X7+1 ]. To see that c/(/V
£>) = K7+1 we argue as follows: If {hξ\ξ < K} K< K7+1 is a family of functions
exemplifying cf(p/D) < * < K7+1, then for any ξ < K7+1 (as/ξ

7 <DP) there
is £* < K withfξ <D h^*. By regularity of K7+1 we find an unbounded £/<Ξ K7+1

and ξo<κ such that for ξ G ί/ £* = £0> i e., / ^ <£> Λ̂ o for all ξ G ίΛ But then
a s C/?i£ < ^7+i> is an increasing sequence,/^ <D h^0 for all ξ < K7+1, yet Λ$o

<DP, contradicting the choice of/7 as a least upper bound of that sequence.
The claim is proved and we continue the proof of the theorem. The func-

tions/^ are in 7Kα so t h a t / 7 can certainly be assumed to be in 7(Kα + 1).
Hence c/(/7(/)) G {0, 1, Kg 1/3 < a}. This is why if we define/+(0 = tf(ΓU))
then fI G 7{0, 1, KJ0 < <*}. Hence {/ί|2 |71 < γ < (|of| |7i)^} has cardinality
< \a + 2||7I = |α| | 7L On the other hand, cf(fl(i)) = c/(/ 7 (/)), for / E /
implies cf(fl/D)= cf(p/D) = K7+1 (by Lemma 2.5 and the claim above). So
y Φ yf =>/+ ^ / + (they have different cofinalities), i.e., y •->/+ is one to one
from a set of cardinality ( |α | ' 7 ' ) + to a set of cardinality < |α| ' 7 ' . Contradiction.

Notice that if a = Kα this theorem does not give any valuable information
because then |7Kα = |α | | 7 ' < X(|α||/|+).

2.7 Definition For a filter D over / and / G 7Oί/, define TD(f) =
sup{\H\\H^ tOrd, [h G H => h <Df] and [hx Φh2<ΞH^hγ ΦDh2]}.

2.1 A Remark: D ς D ' a n d / ^ ^ / ' implies 7^(/) < TD>(f). (See Lemma 1.2

(c).)

For simplicity, from now on we will concentrate on the case / = Kj and D

denotes a filter over Ki that extends the filter of co-bounded subsets of $n

(X Q *<! is co-bounded iff Ki—^ is bounded). Let Kα be singular cardinal,

say c/(Kα) = Klβ Assume j8 < a => K^1 < Kα. Note that if Kα is strong limit

then K^1 = 2K α. (See [5], Lemma 6.5.) As a is a limit ordinal and cf(a) = K l9

pick an increasing sequence <α, |/ < ω ^ such that α = [J ai9 then we have

Π Kt = KS1. Define A(/) = K«o < κα.

2.8 Theorem L ^ Kα, D, Λ όe α5 αδoi e, r/ieλi TD(h) = K^1.

Proo/: Let A = Πy < /Kα y for / < Klβ Then |>4/| < |'"Kα.| < K °̂ = A(/), take /,:
4̂, -• A(/) a one-to-one map. Now for a n y / G Π/<Kl Kα/, define ^ G XlKα by

«/(0 = ί/(/fO < *(ι) . If/gfe/' then for somey0 < «i/C/o) *f'Uo)> Hence
for all / >y'o ^/(0 ^ ^/(O so {/|g/(/) ^ £/(/)} is a co-bounded subset of Ki
hence gf ΦD gf>. The family {g/\fE Π / < X l K α } is of cardinality K^1 and this

ishows TD{h) > K^1. Of course TD(h) < K^1.

2.9 Lemma If D is Krcomplete filter over Xx then there is no infinite
descending sequence in (*ιOrd, <D). Hence any nonυoid A c *i(Jrd has a
minimal element. (fGA is minimal iff for f GA, -«(/' < D / ) )

Proof: If Λ e KlOrrf and/ Λ + 1 <z,Λ for Λ < ω, then {/ G K^/,,^ (/) </„(/)} =

BnGD and 5 = p | ^ n G £>. But then B Φ φ and any aGB gives a decending

sequence fi (a) < / 2 ( α ) . . . of ordinals. Contradiction.
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2.10 Theorem (1) Let D be an ^complete filter over ^ , λ > 2Kl a regular
cardinal andf<E *ιOrd with TD(f) > λ. Then there is D' 2 D an ^-complete
filter over £ι and there is a <D-increasing sequence (g\i< λ) such that g, <D

/, (2) Instead ofλ regular, cf (λ) >!/' suffices.

Proof: First we need a simple observation.

2.10A Claim If B = [J £, is a disjoint union and Bt Φ 0 ModD and g,

<o+Bi g' and g satisfies g\Bt = g, \Bh then g <D+Bg'

Proof: gi <D+Bι g' means that {a G Ki|g, (α) < g'(<x)} 2 Bt Π Et for some Et G

D. Set E = f)EjED then for a G B Π E, g(a) < g'(a) so g <D+B g'-

Next, from Lemma 2.9 we obtain a minimal element/* in the class {g G
*ιθrd\g <z)/and TD(g) > λ}. So/* < D / , Γ^ί/*) > λ and if g <Df* then
7/)(^) < λ. Define now: A c= Ki is small iff .4 = 0 modD, or there is g <D+/I

/*with 7i+ /4(g)>X.

2.10B Cla im Let D' denote the set of all A<^KX such that Xx-A is small,
then D' Ώ D is an XΓcomplete filter over K j .

Proof: We rather show that the small sets form an Kt -complete ideal extending
the ideal dual to D. As for [A' <Ξ A and A small =*> A1 is small], this follows
from 2.7A. That &x is not small is due to the minimality of/* and D + Kj = D.
Π A = 0 modD then A is small by definition. The only substantial claim is to
show that if Ah i < ω are small then [J A, is small. Well, given a family of

small subsets Ai9 i < ω, we can assume that the At are disjoint (otherwise,

Ai =Aj— [J Aj are small and \J At- [J A-), we can also assume that A{-Φ

0 modD (first take the union of those At = 0 modD and then add it to some
Aj Φ 0 modD, trivially A U B is small if A is small and B = 0 ModD, because

JD + v4U/? = /} + ;4). Let g/ exemplify that v4, is small, i.e., g/ <D+Aιf* and
7 i W & ) ^ λ. Say A = \J Λh define g G KlO/tf by g \A> = & and g f (Kt -

v4) is the constant function zero. We prove that g shows A is small. Now g
<D+A f* is due to 2.10A. To prove TD+Λ (g) > λ take any cardinal r < λ, we
seek for a family |//| > r as in Definition 2.7. For any / < ω, TD+Ά.(gi) > τ so
there is a family Hι C KlOraf, |/f'"| = τ+, [h G //7 => Λ < D + y 4 . gz] and {h! ^ h2

in Hι =* Λ! ^ZJ+Λ. Λ2]. Enumerate //'Γ = {h\\ζ < r+}, then define hξ G
 K l O ^

by requiring h^\Aι = h\ \Aj and Λ̂  f (Xι — A) is constantly zero. Now h% <£>+A

g and hξ ΦD+A ht when ξ Φ £. This ends the proof of the claim. (It can be
proved that D' is normal if D is normal.)

We need a second claim.

2.IOC Claim Let D be α filter over K1? and f'e ^Ortf.
(1) //* TD{f) > 2*1, /Λe# /Â  supremum in Definition 2.7 «• obtained.
(2) Moreover, if H is a family of functions such that {hGH=* h <&f], for h{,
h2E H [hi Φ h2 => h{ ΦD^I\^ and H is maximal (with respect to inclusion),
then TD(f) = \H\.



274 SAHARON SHELAH

Proof: (1) follows from (2).
(2) If not, there exists a family of functions G such that [g E G => g <D/] »

for gl9 g2 E G, [gx Φ g2 => gx ΦDg2], and \G\ > 2Kl + \H\. Because of the
maximality of H for every g E G there exists hg E if which satisfies -> (g ̂ ^
hg). Now by |G| > 2*1 + |//| there exists A* E //such that G' = {g E G: Ag =
A*} has greater cardinality than 2Kl + |//|. For every g E G' define v4g = {£ <

ω i : g(ξ) = A*(£)}> note that ̂  gfc 0 modD.Ag^ωx so | { ^ : g E G ' } | < 2*1,
therefore there exists g1 } g2 E G' gi =£ g2 such that ^4g! = ̂ 4g2 so {£ < ωf.
gi(£) = #2(£)} 2 ̂  for some g E G'. Hence gu g2 cannot be distinct on a
large set contradiction to the definition of G. This ends the proof of the claim.

Remember that TD(f*) > λ, so by the last claim let H be as in 2.IOC rel-
ative t o / * . We continue the proof of Theorem 2.10 with a fourth claim.

2.10D Claim If g <Df* then \{heH\-^(g <D> h)}\ < λ.

Proof: Assume on the contrary that S = {h E if |->(g <D' h)} has cardinality
λ. For any h E S as -• (g <D. h) there are sets A, B^Xt such that ^ U 5 ^ 0
modD' and

(*) /l = {/€K1 |A(/)<g(/)}
5 = {/eκ1 |A(/)=g(/)}.

But the number of such pairs A, B is 2*1 and λ > 2*1 is regular, so there
is one pair Aθ9 Bo <Ξ Ki and So ^ 5, |S0 | = λ such that (*) holds for any h E So.
Easily /?0 = 0 modD: just take h Φ h' in So, then h ΦDh' and if /?0 =£ 0 modD
we get / E /?o such that A(/) Φ h'(i) yet both are equal to g(i). But g <of*
(which implies g < J D + / 4 O / * ) and TD+Άo(g) > λ (by \S0\ = λ) implies ^40 is
small, contradicting Ao U Bo Φ 0 modD'.

The proof of the theorem itself now follows. Construct inductively an
increasing sequence gh i < λ such that g/ <Df* and / <j => g/ <D' gj.

Assume {g/|/ <y}, y < λ have been found for any i <j; the previous claim
tells us that appart of less than λ many functions in //, g, <D> h for all the rest.
Now |if I = λ is regular andy < λ, so we get that except a subset of H of cardi-
nality <λ, all the rest of the functions satisfy g, <D> h for all / <j, pick any
such A to be gy.

4

2.11 Theorem // c/(Kα) = Kj flrπrf α < Kα, ^rf 0 < α =» K̂ ° < Kα ίAe«
κS I<K(Hκi) + v

Proo/: Assume K^1 > K(|α|Ki)+. Then we have 2*1 < Kα (if 2*1 > Kα then K^1 =
2Nl < X(2χi) < K(|α|Ni)+). Take D to be an Kj complete filter over Kj (for exam-
ple the filter of the co-bounded subset of Kj).

Let a = \J at be as in 2.8, define A(/) = K °̂, TD(h) = K^1 by Theo-
i<ωt

rem 2.8 (and the supremum in the definition of TD{h) is actually obtained, see
2.10C(l)). So Theorem 2.10(2) can be applied by choosing a cardinal λ satisfy-
ing λ = K(|α|Xi)+, we get D' 2 D an Krcomplete filter over $ι and <g7 <£>>
A|/ < λ) such that [i <j => g/ <D' gyl But this contradicts Theorem 2.6 which
just says X l(^«) does not contain a <D -increasing sequence of length K(|α|Xi)+
(< λ by assumption).
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Remark:
(1) If Kα is a strong limit 2H(x Φ K(|α|Ki)+ (compute their cofinalities).
(2) Remark that in case Kα = a this theorem is not informative and it is toward
this case that we direct now our attentions.
(3) Note that the assumption of 2.11 implies:

(a) if Kα is strong limit | α | K l < Kα then cf(^) > Kα > (\a\*ι) + , hence

(b) if jα|K l > Kα then K*1 < ( | α | K l ) + < ^(\a\^) +

3 Games G(D, G, a) and G(D, g) As we explained in the introduction, in
this section we define the games G(D, g, a) and G(D, g).

We shall prove some easy lemmas, and the important conclusions are:

Conclusion 3.7 For given D, g, player II wins in G(D, g) if and only if II
wins in G(D, g, β) for every or some β > (2 K l + |Π / < K lg(/)/£>|) + .

In Lemma 3.8 for given D, g, if player I wins in G(D, g) then I wins in

G(D, g') for some g': ωx -+ (22*ι) + .

Conclusion 3.9 proves that if II wins in G(D, (2 2 1) + ) then II wins in
G(D, g) for every g E *ιOrd.

3.1 Definitions
(1) D will be from now on a normal filter onKj. For g E *ιOrd and a E Ord,
we define a game G(D, g, a) played by two players as follows: Denote D = £>0>
g = g0, a = a0. Player I begins, and in the first move chooses Λx c κ t , Ax Φ
0 modD0 and gx E *ιOrd, gx <DO+AX go- Then player II for his first move
chooses Dx 5 Do 4- Ax (Dx is a normal filter onKj by our convention about the
use of the letter D) and also an ordinal ax < α 0 .

In general, in the nth move, player I chooses An Φ 0 modDn_x and gn

<Dn-γ+An gn-ij a n d player II answers in his z?th move with a normal filter
Dn 3 A Ϊ _ I + An and an < an^x. Of course it might be that player I or II can-
not make any move; player I cannot move if gn_x (/') = 0 for £>Λ_i-almost all
/ E Ki and player II cannot move if an_x = 0. A play in the game G{D0, g0, a0)
is a sequence of moves beginning with DOy g0, a0 and ending when one of the
players cannot make a move in his turn. Any sequence of moves played in this
game must be finite because α 0 > ^i > form a descending sequence of ordi-
nals, so a play is finite. That player who cannot make a move in his turn loses
the play and the other wins. A strategy for player I (player II) is a rule (i.e., a
function) which tells I (II) what should be his tfth move depending on the
sequence of moves previously done by the players and (D, g, a). A strategy is
a winning strategy in G(£), g, a) for I (II) if whenever I (II) plays in accordance
with this strategy he wins all plays in G(D, g, a). A game G(D, g, a) is deter-
mined if either there is a winning strategy for I or a winning strategy for II in
G(D, g, a).

(2) Now we define the game G(D, g) which is played by two players as follows:
Denote Do = D, g0 = g. Player I begins, and in the first move chooses Ax ^ωXf

Ax Φ 0 modD0 and gx <D+Aι go- Then player II in his first move chooses
Dx 3 A) + Λι a normal filter on Kj. In general, in the n'th move player I
chooses An c ω{ An Φ 0 modDn_x and gn <Dn-X+An gn-ι Player II in his rt'th
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move chooses Dn Ξ> Dn_x + An a normal filter onKj . Player I loses if he can-
not go on, i.e., he cannot choose gn. If the game continues ω steps then player
I wins the game.

3.2 Remark: It is easy to see that the games G(D9 g, a) and G(D, g) are deter-
mined.

Note also that the game G(D, g) is almost as G(D, g, a), the only differ-
ence is that it is easier for player II because he does not have to choose an
ordinal.

3.3 Remark: If player I (II) wins the game then we can assume that the winning
strategy does depend only on the last move made by the opponent and not on
the previous moves [as this is true for every open (or closed) game]. Also, the
fate of the play does not depend on An but on Dn_x + An and not on gn but on
gn/Dn_x (i.e., taking gf

n =Dn_γ gn does not change).

3.4 Lemma If II wins in G(D9 g, α ) , A Φ 0 modD and g' <D+A g and
a' > a then II wins in G(D + A, gf, a').

Proof: In Lemma 1.2 we stated that if A Φ 0 modD and Ax Φ 0 modD + A
then (D + A) + Ax = D + (A ΠAx) and D + A ς D + (A ΠAX). So if player
I chooses Ax Φ 0 mod(D + A) and gx <(D+A)+Aι gf then player II "pretends"
that he plays G(D, g, a) and that player I chooses A Π Ax and gx <D+AΠAX g-
His winning strategy provides him with a suitable answer: Dx Ξ2 D + A Π Ax

and OL\ < a < a'. Now II is in a winning position.

3.5 Lemma If II wins in G(D, g, a) then for some a' < (2K l + |Π / e K l(g(/) +
l)/D\)+ player II wins in G(D9 g, a').

Proof: Say μ = |Π, e K l (g(/) + \)/D\ (see 1.3), this means that there is a family
{ha\a <μ}^ K lO</such that ha(i) < g(i) for / < *<! and (vΛ) ({/< Ki|Λ(/) <
g(i)}GD=* (3α <μ) h =Dha).

Now player II has a winning strategy for G(D, g, a). Look at all possible
plays in which player II played in accordance with his strategy and player I
played anyway. So the moves of player II are determined by its strategy.
What freedom remains for player I? Choosing An <Ξ κ t and gn G *ιOrd. As all
gn satisfies gn <nn-ι+An g we can assume that gn(i) < g(i) holds for all / <
Kj (by Remark 3.3) and then find ha =D gn, so of course ha =D Ϊ+An gn
(because D ^ Dn_{ + An) hence we can assume player I makes his choices from
{ha\a < μ}. Concluding, we see that there are 2 K l -μ possible situations, hence
£ (2*1 μ)n = 2N l μ plays. From this we deduce that

AzGω

A = {β\ There is a play in which player II used his winning strategy
in the game G{D, g, a) and β was chosen by player II in one
of his moves in that play.}

has cardinality 2H l μ, hence order type a' < (2 K l μ) + . Why does player II win
in G(D9 g, OL')Ί Well, let σ: AΌ {a} -• OL' + 1 be an order-preserving map of
A U {a] onto α ' + l . Then provide player II with the following strategy: when-
ever you are presented with Dn_x + An, gn9 an_u look at Dn_x + An, gni



ON POWER OF SINGULAR CARDINALS 277

σ " 1 ^ - ! ) and ask what your original strategy says, if it gives you Dn, β and
β GA t h e n a n s w e r w i t h D n , σ ( β ) . N o w , ( A u g λ ) , ( D u a x ) , ( A 2 , g 2 ) , Φ 2 ,
a2)... is a sequence of moves in G(D, g, a) in which player II used his origi-
nal strategy iff (Au gx)> (Du σ(ax)) (A2, g2) (D2, σ(a2)).. .is a sequence of

moves in which player II used the new strategy for G(D, g, a'): Hence II wins
in G(D,g, a').

3.6 Lemma For any D, g, α, if player I wins in G(D, g, a) and a >
(2 K l |/eκ,(£(0 4 l)/D\)+ then player I wins in G(D9 g).

Proof: Again, let μ = |n / G K.(g(/) 4- \)/D and H = {ha\a < μ) c ^Ord as in
the previous theorem's proof. We assume, by the argument given there that
player I is directed by his winning strategy to play in his moves only with mem-
bers of//. We describe now a winning strategy for player I in G(D, g). While
playing G{D, g), player I speculates on plays in G(D, g, a). For the first move,
player I gives Ax, gx as directed by his winning strategy for G(D, g, a). Now,
if player II replies with Dx 2 D + Ax (they play G(£>, g)), player I asks for each
β < (2 K l μ ) + < α, "What would my winning strategy for G(D, g, a) say if
player II had replied with Dx, β to my first move Ax, g{l" The answer is a pair
A2, g2 which depends on β. But the number of such pairs is 2K l -μ < (2*1 -μ)+,
so there is a fixed pair A2, g2, such that {β < (2 K l μ)+ |^42 = ̂ f» Si = Si] is
unbounded in (2 K l μ ) + (a successor hence regular cardinal). In his new
strategy for G(D9 g), player I answers with these A2, g2.

In general, player I plays his new strategy in such a way that at the nth
move the following holds:

For any y < μ+ there are an < an-X < .. . < a2 < ax < (2 K l μ) + , y < cxn

such that if the play (in G(D9 g)) until now is supplemented by the ordinals c^,
a2,... ,an as though given by player II in his successive turns, then the resulting
game in G(D9 g, a) is one that was played by player I in his winning strategy.
The argument given for the second move shows that player I can stick to this
strategy. A play that continue ω moves is a victory for player I, hence we get
a winning strategy for player I in G(D, g).5

3.7 Conclusion The following are equivalent for given D9 g:
1. II wins in G(D, g)
2. II wins in G(Dy g9 ( 2 * + |Π / < K l (g(/) 4- l)/D\) + )
3. For some α, // wins in G(D9 g9 a)
4. // wins in G(D9 g, β) for all β > ( 2 * 4 |Π / < K l (g(/) 4 1)|) + .

Proof: 1 => 2 by Lemma 3.6 (as the game is determined Lemma 3.6 says: not
2) =» not 1),) 2 =» 3 trivial. For 3 =» 4: by Lemma 3.5 if player II wins in G(D,
g, a) then player II wins in G(D, g, a') for some oc' < (2 N l |Π / < K l (g(/) 4
l)/£>)+, hence by Lemma 3.4 player II wins in G(D, g, β) for all β > a'.

4 => 1 because G(D, g) is easier for player II than G(D, g, β).

3.7A Remark: We can add
5. II wins in G(D, g, β) for some β < (2 K l 4 |Π / < K l (g(/) 4 1)|) + .

3.8 Lemma For any D, g, if player I wins in G(D, g) then I wins in G{D,
g') for some g' satisfying (v/ E X\)g'{i) < (22*ι)+.
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Proof: Look at all plays in G(D9 g) where player I used a fixed winning strat-
egy. At each move, II has <2 2 1 answers (this is the number of filters on Kj),
so the number of plays is <(2 2 *y° = 22*1. Let E be the set of all g* E *ιOrd
which appeared in one of the 22*1 plays. Set A = \J Range(g*).

g * G E 9«i
A is a set of ordinals of cardinality not greater than 2 . Let σ: A -• A' <

(22 ') + be the collapse of A to an ordinal /!' (so σ is one to one order preserv-
ing onto A'). For any g* E E we define σ(g*) by (σ(g*))(ί) = σ(g(/)). For
g' = α(g) we get that player I has a winning strategy for G(D, g'): using σ, this
strategy is just the translate of the winning strategy for G(D, g). Instead of
answering with A, g*, player I answers A, σ(g*).

In the following conclusion we write G(D, (22*1)*) instead of G(D, f)
where /is the fixed function on Kj having the single value (22Nl) + .

3.9 Conclusion //// wins in G(D, (22*1)4") then II wins in G(D, g) for
any g e *ιOrd.

Proof: Otherwise if for some g, player I wins in G(D, g) then by Lemma 3.8,
player I wins in G(D, g') for some g' with g'(i) < (22 ι) + . That player I wins
in G(D, (22*1)"1") follows now easily by Lemma 3.4.

4 There exists a filter D such that player I wins in every G(D, g) Here fol-
lows a general description of Section 4. The detailed exposition starts in 4.0. Our
aim in this section is to prove the following Theorem 4.15: Let Kα be a singu-
lar cardinal > 22*1, c/(Kα) = Xu and assume that [β < a => K^1 < KJ; if K^1 >
Kα+1, then there exists an almost nice D\ i.e., a normal filter D over Kt such
that II wins in G(D, g) for every g E *ιOrd. How shall we prove it? Assume
by negation that for every D as above there exist a g E *xOrd such that player
I wins in G(D, g). Hence by Lemma 3.8 there exist g': Kt -» (2 2 K l)+ such that
player I wins in G(D, g'); the winning strategies of I (for all such D, g) can be
encoded by a set A such that A <Ξ (22 ') (this is the number of filters and func-
tions in the game). Now apply a theorem of Dodd and Jensen and get a tran-
sitive model for ZFC V+ which contains the ordinals and A E V+

9 and there
exists a cardinal λ in V+ such that it satisfies Assumption 4.1.

In a model which satisfies Assumption 4.1 we shall construct a filter E over
I specified there (this is not K^ and prove that E is Kj-complete and normal (we
shall quote the definition of normality of a filter over a general set, this nota-
tion is an extension of the usual notation of normality for filters over ordinals).

Later define a filter DE over Kt which is determined by E and a measure-
preserving mapping F (relative to these two filters), and show that DE normal
filter.

In Theorem 4.13 we prove for D = DE that II has a winning strategy in
every game G(D9 g, (22*1)*) for every g: ^ -» (22*V; therefore by Conclu-
sion 3.9 II wins in G(D, g) for every g (in particular in the model V+); there-
fore II wins also G(D, g') in V+ but A E V+ so in V+ there is a winning
strategy for player I in the game G(D, g'). Contradiction.

4.0 For a cardinal λ we look at algebras of the form M = (\M\, fn ) Λ G ω where
\M\ c λ a n d ^ is a A -̂place function from \M\ to |M|, (|M| denote the uni-
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verse of the algebra M and \\M\\ its cardinality). Let A <Ξ M mean that A is a
subalgebra of M, i.e., |>1| c |M| and \A\ is closed under the functions fn /„ f
|v41: |̂ 41 -• \A\. We assume that λ is a Ramsey cardinal, actually we only use and
assume that λ satisfies the following:

4.1 Assumption on λ For any algebra M = (λ, fn ) n ξ Ξ ω 9 there is a subalgebra
A ^M such that \A\ = (22*ι)+ and \A\ Π ωx is countable.

4.1 A Remark: If λ is Ramsey then Assumption 4.1 holds; we shall show that
it follows even from λ -+ ((2 2 K l ) + ) 2

< ω .

Proof: For any n < ω define gn (cq,. . . , akn) = sup [ωj Π the subalgebra of M
generated by {au... ,akj]. Now define g'n(aθ9... 9a2kn-\) a s the truth value
of {gn(oio,. ,<xkn-i) = gn(akn,.. .,oi2kn-\ )]• Now apply the above partition
relation to the functions {gf

n: n < ω} and the subalgebra A * of M generated by
the homogeneous set A for these functions has the property required in Assump-
tion 4.1.

4.2 Definitions
a. / = {S c λ| \S\ = (2 2* ι)+ and S Π ω i is countable}
b. For an algebra M- (λ,/„)„<„, let J(M) = {\A\ \A is a subalgebra of Mand
M|e/}
c . £ = { J c / | for some algebra M = (λ, f n ) n < ω i X ^> J(M)}.

Remark: Such E were first considered (and their basic properties proved) in [10].

4.3 Lemma E is a filter over /, countably closed.

Proof: By our Assumption 4.1 on λ, E is not trivial ( 0 φ. E). Assume Xn E E,

n < ω, we want to prove P) Xn G £. For all k < ω there is an algebra Mk =

(λ,/„*)„<„ such that * Λ ^ "/(M^. Let M= (\,f£)ntk<ω, then f| ^ 2 7(Af),
k<ω

because if 5 ^ λ is closed under all functions/ f, n9 k < ω surely, for any k, it
is closed under /£, n < ω, s o 5 G ^ .

4.4 Definition For X^I^ we say / /s* α choice function on X iff f:X-+ λ is
such that /(S) G S for all S G X.

4.5 Lemma Le/ X^I, X Φ 0 modE and f be a choice function on X then
for some a < λ, {S G A^/ίS) = α} ^ 0 modE. (We say that a filter over / is
normal if it satisfies the lemma, so Lemma 4.5 says that E is normal.)

Proof: Assume to the contrary that for any a < λ there is Ma = (λ, f % ) n < ω

such that f'x{oc) Π J(Ma) = 0 : If S <Ξ J(Ma) then either S £ Xorf(S) Φa.
By rearranging the functions and permitting dummy variables we can assume
that/,? is an n place function on λ. Define an« + l place function/" by fn(a9

«!,...,<*„) = / £ ( α i , . . . , c θ then look a t M = (λ,/„)„<„.
Because X Φ 0 morf£, we get ^ Π J(M) Φ 0 . Pick 5 G ̂  Π J{M) then

5 G I and/(S) = a for some α G S. So 5 £ J(Ma). But on the other hand,
S G J(M) so 5 is closed under the functions/,. Hence, as a G S, S is closed
under the functions/?, so S G J(Ma). Contradiction.

4.6 Assertion: One can easily see that if E* is a normal ideal over /and XΦ 0
modE* then E* + X is normal.



280 SAHARON SHELAH

4.7 Lemma For any y < ωx, Xy = {S G I\S Π ω{ is a limit countable ordi-
nal above 7} E E.

Proof: We have to find an algebra M rich enough so that Xy Ξ> J(M). Well, for
any / < 7 4- ω throw to M the function which has the constant value /. Also, for
any ordinal a <ωx pick an enumeration {an\b < ω} = a, then define/(α, n) =
an if a < ωι and n < ω and/(α, rt) = 0 otherwise; define also/(£) = £ + 1.
Now if M has all these countably many functions described above then for 5 E
J(M), S Π ωi is an initial segment closed under the successor function, hence
a limit ordinal above a.

4.8 Definition Define a function F: I-+ωx by F(S) = sup {S Π ωj). By the
preceding lemma, for almost al 5, F(S) = 5 Π coj.

4.9 Lemma LetE*ΏEbe a filter over I. Set DE* = {F" X|X E F*} wΛere
F " I = {F(S): SEX}, then:
(a) DE* generate a filter over ωx which we call again DE*
(b)For r c ω i , YΦ0 modDE*=>F-ι(Y) = {S G I\F(S) E Y} ΦOmodE*.

And for WΦ 0 modE*, F" WΦ0 modDE*
(c) DE* is normal if E* is normal.

Proof: (a) Follows from F" Xx Π F" X2 2 F " ( ^ Π A^2). To prove (b) let Y Φ
0 modDE*. We have to show F~ι(Y) Φ 0 modE*, and this is true because for
XGE*,F" XGDE*. SoF" XΓ) YΦ 0 and henceXΠF~ι(Y) Φ 0. On the
other hand if W Φ 0 modE* then for any Z E ZV, Z 2 F'.Λ" for some ^ E
F*. So W n ^ * 0 a n d F " ^ Π F " XΦ 0 . Hence Fr/ Ĥ Π ZΦ 0 . This proves
F/ ; WΦ 0 modDE*.

(c) For the normality, let 7 ^ 0 modDE* and/: F-> ω! a regressive func-
tion. F~\Y) Φ 0 modE* is concluded by (b) above. Now define/*: f*(S) =
f(F(S)) for s E F ' ^ F ) . Let Xo be the set defined in Lemma 4.7, then Xo E
F*. For 5 E ^o Π F~ι(Y), f*(S) E S. Hence assuming E* is normal and
because Xo Π F~ι(Y) Φ 0 modE*, we get ξ E ωi such that Jf = {S E
^ " ' ( J O l / ' 'ίS) = ξ} Φ 0 modE*. Using (b) again, we see that F" X Φ 0
modDE*, F" X<^ F a n d / i s constantly ξ on F"X.

4.10 Notation: For g: ωx -• (2 2 K l)+ define ^: /-• λ, a choice function for /, by
g(S) = the g(F(S))-th members of 5 (in the natural order of S c λ).

4.11 Lemma For a filter E* Ώ E over I and g{, g2: ω{ -• (2 2 * 1 )*, g! < D f .

^2 ^ £l <£* ^2

PAΌO/; Trivial because g ι (F(S)) < g2(F(S)) iff g, (S) < g2(S).

4.12 Lemma Let E* ^ E be a filter over I, y c κ h y ^ 0 modDE *, //z^

DE*+F-\Y) =DE*+ Y.

Proof: If B E DE*+F-i(Y) then B^F" X for some Z G Γ + F " 1 ^ ) - But
I E (F* + F-^y)) implies X^X{Π F~ι(Y) for some Xx E E*. So F " * Ώ
F"XX Π 7 hence F"X <Ξ DE* + Y but 5 2 F"X hence B e DE* + Y. For the
other direction, let 5 E Z V + K This means B 2 F ' Ί Π y for some J G Γ ,
soF" 1 ^) ^F-\F" XΠ Y) ^XΠF~ι Y. Getting F'ι(B) GE* + F~ι(Y)
we conclude B E Z^+F-^y)*
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4.13 Theorem Let D = DE. For any g: Xγ -> (2 2 * ι ) + /?tay£>A* // has a win-
ning strategy in G(D, g, (2 2 * ' ) + ) .

Proof: By Lemma 3.5 it suffices to show that player II wins in G(D, g, λ) .
Recall that player I is choosing in the n move An, gn and player II has to
answer with Dn Ξ2 A?-i + An and an < an-\. In the first move, player I gives
A Φ 0 modD and g\ <D+A{ £• Player II makes first some side calculations: he
knows that F~ι Ax Φ 0 modE (Lemma 4.9(b)), then he gets from Lemma 4.12
that setting E{ = E + F~ι A\, DE{ — DE + Au and Eι is normal (this is by
Assertion 4.6). Now gx is a choice function on F~ι Ax E Eλ so II finds X\ <Ξ
F~x A\, X\ Φ 0 modEι such that g! is constant on Λ^ and αj is the unique
value of g{ on Xx. II responds now with Dλ = DE+Xϊ and c^. DE+Xχ Ξ> Z)^ +
^ ! = Z ) £ l is due to E + Xλ ^E + F~ι(Ax) =Eλ.

Generally, II chooses for himself at the n stage Xn c F~ι Any Xn Φ 0
modE such that £Λ has the constant value an on Λ^ and responds with Dn =
Dε+xn and an. Let's see that this is a feasible strategy. Assume inductively the
n move is done and player I gives in his n + 1 move An+i Φ 0 modDn and #„+!
< D Λ + / I Π + , g/i Then player II knows that Dn = D £ + ^ , he sets £ π + 1 = (E -f
A^) + F~ 1 (>1 Λ + 1 ) and concludes with Lemma 4.12 (where E* is E + Xn) that

A^+^ Λ )+^" 1 M Λ +l) =DE+Xn + Λn+\ = A? + >l/ι+l And gn+χ <E+χn+F-
1 (An+ι)

gn by Lemma 4.11, II then finds Xn+\ Φ 0 modE Xn+\ <Ξ Xn Π
F ' U ^ π + i ) Π {5 G / |g n +i(S) < gn(S)} such that gw +i has the constant value
an+ι on Xn+ι. Now II answers with Dn+ι = DE+Xn+ι and α π + 1 . an+ι < an

because gn+ι and gn are constant on Xn+\ and gΛ + 1 is less than gn there (and
^ + 1 Φ 0 ) . Z>π+1 2 D B + ̂ Λ + i because Xn+ι <^XnC\ F-ι(Λn+ι) implies E +
Ar

/7+1 ^ £ ' + ̂ n / 7 " 1 ( y 4 Λ + 1 ) = (E + Xn) +F~ιAn+ι (see Lemma 1.2). Hence
£>E+xn+ι 2 A ^ + ^ ) + ^ - ^ n + i = Ai + >4/i+i. Finally, as II can always answer
and an+ϊ < an a decending sequence of ordinals, the victory for II is not late
to come.

Theorem 4.13 was proved under the Assumption 4.1. Now we drop this
assumption and get a general conclusion.

4.14 Conclusion Suppose for any A c ( 2 2 N l ) + there is a transitive class
V* - V* which is a model of ZFC containing the ordinals, A G V* and V* |=
"There is a cardinal λ satisfying 4.1". Then there is a normal filter D over ωx

such that player II wins in G(D, g) for any g: ωi -> (2 2 * 1 )*.

Proof: If the conclusion is false then for any filter D over ω{ for every function
g: ω\ -> (2 2 ] ) + player I has a winning strategy in G(D, g). The number of all
possible pairs D, g is (2 2 *)+ and a winning strategy for I in G(D, g) is a func-
tion defined on filters Dn over Xx taking values pairs An+U gn+ι. So we can
find A c (2 2 ' ) + which encodes in some convenient way all such D9 g and
strategies for player I in G(D, g), so that if A E V* is a model of ZFC contain-
ing the ordinals then V* contains (?((?(Xι)) and for any D, g in V* player I has
a winning strategy in G(D9 g). Let V* = V%, so by the hypothesis of 4.14. But
in F* there is a cardinal λ satisfying 4.1 by our assumption so that Theorem 4.13
applies in V* and for DE = D, player II has a winning strategy in G(D, g,
(2 2 N l ) + ) and a fortiori in G(D, g) for any g. Contradiction.
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We quote now a theorem of [3].

4.15 Theorem // there is a cardinal Kα > 22*1, c/(Kα) = Hi such that K*1 >
K + then the assumption in Conclusion 4.14 holds (in fact in V* there is a mea-
surable cardinal).

Remark: Dodd and Jenson proved the assumption of Theorem 4.15 implies exis-
tence of an inner model with a measurable cardinal λ. But since every measur-
able is also Ramsey cardinal (a well-known fact, proof of which can be found
in Theorem 7.0 in [5]), so by the remark after Lemma 4.3 we have that λ exem-
plify requirement 4.1. What we are really doing here is repeating their proof of
the covering lemma not for K and V but for K(A) and V.

From now on let Kα be a singular cardinal of cofinality Xi, Kα > 22 \ and
(Vj8 < a) Xβ° < Kα. We seek some information on Kj1 even if a = Kα. If
^S1 = Xί then we have an excellent estimate on K*1, it has the lowest possible
value. So we can assume

Hypothesis For some a, Kα > 22*1 and K*1 > K + .

and then the theorem quoted above yields by Conclusion 4.14 that:

4.16 Conclusion There is an almost nice D over ωi which shall mean: D a
normal filter such that player II wins in G(D, g) for any g E ωιOrd.

(Conclusion 4.14 speaks only about g: Ki -• (2 2 K l)+ but we know (Lemma 3.8)
that if II wins in G(D, g) for all g: X{ -+ (22*ι)+ then II wins in G(D, g) for
any gG *ιOrd.)

5 Rank of functions We give some general remarks and the detailed expo-
sition begins in the paragraph before 5.1. The main Theorem 5.5 is in certain
sense similar to Theorem 2.10: if r a cardinal cf(τ) > (22*ι)+

9 g E KlOrd,
TD(g) > r, and assume that Player II wins in G{D, g), then there exists a
normal filter D' 2 D over Xx and an <£,-increasing sequence <g$: ξ < r) in
*{Ord/D' such that TD>(gξ) < r and moreover [A Ψ 0 modD' => TD>+Λ (gξ) <
r] for ξ < T.

For this proof we define a number of different notions of rank functions
relatively to an Krcomplete filter (this in addition to Galvin-Hajnal rank
already introduced in the Introduction). We define rkD(g) = min {a: II wins in
G(D, g, a)} rkb(g) = min {rkD*(g): D*^D normal and II wins in G(D*9 g)}.
We shall show that rk' behaves in a similar form as Galvin-HajnaΓs: [/ <D

g => rk'D(f) < rk'D(g)]. This is Lemma 5.3(2).
We shall study also the relations between the distinct ranks: By Lemma

5.2(1) and Lemma 5.3(3) \f\D < rk'D (/) < rkD(f).
In Lemma 5.4 we connect these ranks with TD(f); and shall get TD(f) <

ll/lb
If II wins in G(D, g) then for all high enough β, II wins in G(D, g, β)

(Conclusion 3.7), so the following definitions make sense.

5.1 Definitions of rank Let D be a (normal) filter over Ki, g E *ιOrd and
assume II has a winning strategy in G(D, g).
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l rkD(g) = min {a\ II wins in G φ , g, a)}. So II wins in G(D, g, rkD(g)) but
not in G(D, g, a) for a < rkD(g).
2. rk'D(g) = min {rkD*(g)\ D* Ξ2 D is a normal filter over ωi such that player
II wins in G(D*9 g)}.
So if rk'D(g) = β then II wins in G(D*, g, β) for some D* Ώ D but for no
D"^D and α < β II wins in (^(Z)', g, a).
3. We say that D is g-good if II wins in G(D, g) and rkD(g) - rk'D(g).
So D is g-good iff rkD(g) = β is the minimal ordinal such that II wins in G(D*,
g, β) for some D* ̂  £>.

5.2 Lemma Let D and g be such that II wins in G(D, g) then
1. rk'D(g) <rkD{g).
2. A winning strategy for II in G(D9 g, rkD(g)) is to choose at the n'th move
Dn ^ Dn_ι + An such that rkDn{gn) is minimal and an — rkDrι(gn). {In this
case Dn is gn-good.)
3. rkD+A(g) < rkD{g) for A Φ 0 modD, and equality holds in case D is
g-good.

Proof: 1. is immediate as the minimum in the definition of rk' is taken over a
larger set of ordinals than that of rk.

2. II can play and win according to this strategy because if II wins in
G(Dn_l9 gn-\, oίn-\) then for any choice made by I of An Φ 0 modDn_x and
Sn <Dn-ι+An Sn-ι > player II can use his winning strategy (the one we assume he
got) to get D* Ώ £>„_! + An and a < an-X such that II wins in G φ * , gny a).
It follows that rkD* (gn) < a < αΛ_i, hence if II chooses Dn Ώ Dn_x + An with
minimal rkDn(gn) then an = rkDn(gn) < an.{ and (Dn, gn9 an) is a winning
position for II.

3. Follows because if II wins in G(D, g, a) then II wins in G(D + A, g,
a) (Lemma 3.4). If D is good for g then rkD(g) = rkf

D{g)\ by definition, this
means rkD(g) < rkD>{g) for any D' Ξ2 D (a normal filter with II winning in
G(D\ g)), in particular rkD(g) < rkD+Ά(g).

5.3 Lemma For a filter D and a function g such that II wins in G(D, g) the
following holds:
l.If<Dg then rkD(f) < rkD(g) and rk'D{f) < rk'D(g).
2. Iff<D g then rk'D{f) < rk'D{g).
3. rk'D(g) > \g\o, where \g\n is the Galvin-Hajnal degree (see [4]) defined by
\\g\\D = Sup{\f\D\f <D g). (In this definition we used the fact that h <£>/is a
well founded relation (Lemma 2.9). Note also that the use of the capital letter
S in Sup means that if a set of ordinals A contains a maximal ordinal γ then
Sup A = 7 + 1 . )

Proof: 1. II wins in G(D, g, rkD{g)), so II also wins in G(D,f, rkD{g)) (see
Lemma 3.4); hence rkD(f) < rkD(g). For rk'\ rk'D{g) = rkD*(g) for some
D* 2 A but we just saw that rkD*(f) < rkD*(g), and rk'D{f) < rkD*(f) by
definition, so rkf

D{f) < rk'D(g) follows.
2. For some D* and α, rk'D{g) = rkD*(g) = a where D* ΏD and for any

D' 2 D, a < rkD(g). So player II has a winning strategy in G(£>*, g, α).
Assume/ <# g (and then/ <£>• g). Let player I play as first move in G(D*, g,
α), the set Ax — Kt and the function/! = / . Player II uses his strategy and gives
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back D** 2 D* and ordinal a{ < a. So II wins in G(D**, /, a{), from this
rkD**(f) < αi and rk'D(f) < a{ follows. Hence rk'D{f) < a{ < a = rk'D{g).

3. Prove by induction on ξ E Ord that if |g | D = ξ then rk'D(g) > £. This
is immediate using part 2 above and the definition of |g|£>.

5.4 Lemma If τ is a cardinal, τ > 2*1 and g G *ιOrd with TD(g) > r /Aέw
> r.

Proof: Assume \\g\\D = £ < r, we will find a contradiction. Set χ = \ξ\ + 2*1 <
r. As TD(g) > r we can find, by the definition of TN(g) a set H c "lOd,
|//| = χ + such that [A G //=> A <£> g] and for h Φ h' in H, h ΦD h''. But if /z
<D g then IΛI^ < \\g\\D < χ + , so we can find H* c //, |i/*| = x + and an ordi-
nal f < l̂ llz) such that \\h\\D = f for Λ G //*. Set //* = {A/|/ < χ + } . Now by The-
orem 2.2 (that one which was an application of Erdos-Rado Theorem) as χ + >
(2K l)+ we can find i <j <χ+ with Λ, <D hj, but A/ ̂ D Ay, hence A, <£> Ay. This
clearly contradicts |A/|£> = \\hj\\D.

The following theorem is central in our theory.

5.5 Theorem Let r be a cardinal cf(τ) > (22*1)*, g G *ιOrd and TD(g) >
r or \g\D > Γor T < rkD(g). Assume that player II wins in G(D, g). Then there
are g^ G *ιOrd (for £ < r) α«rf α normal D' Ώ D such that:
l <?ξ <D' gforζ <τ
2. { < f < r => gξ < D ' g f

3. ^ ( g € ) < τ / o r ξ < r
4. 7 M * 0 /worfD' /AβAZ Γ^'+^ (^) < r/or ξ < r
5. ξ < rkD>(g{.) = rkh(gξ) < r for ξ < r.

P/ΌO/. If rkD(g) > r let D* = D. If | ^ | D > r by Lemma 5.4 and rk'D(g) ^ \\g\\D

by Lemma 5.3(3). Now rkf

D(g) = rkD*(g) for some D*^D (by Definition 5.1).
So always rkD*(g) > r. Look at the set K of all plays in G(D*9 g, rkD*(g)) in
which II is conducted by the winning strategy described in 5.2, i.e., at the n move
player II chooses the minimal ordinal an such that for some Dn 2 A7-1 + An

player II wins in G(Dn, gny an), in other words an = rkDn{gn) is minimal. Set
ao = rkD*(g).

5.5A Claim Every ordinal y < rkD*(g) = a0 is some an played by II in
some play in K.

Proof: Assume 7 < α 0 is not obtained in any play. If there is a > y below α 0

which is obtained in a move of II, let a be the first such ordinal, otherwise set
a = αo In either case, α = αrt = rkDn{gn) for some Dn, gn which appear in a
play in K. So we have a winning strategy for II in the game G(Dn, gn, a) which
furnishes only ordinals below 7 (as no ordinal in the interval [7, a) is ob-
tained), so this is actually a winning strategy for G(Dn, gn, 7), contradicting
rkDn(gn) =a.

Applying the claim we get for any a < r a filter DaΏ D* and a function
8a <Da g such that (Da9 ga, a) appears in a play in K (Da as Dn, ga as gΛ, a
as an in the n move in a play in K). By the strategy II is supposed to use we
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get that rk'Da{ga) = rkDa(ga) = a. The number of filters over ωi is < 22*1 and
cf(τ) > 22*1; this implies that S c τ exists, |S| = r, and one filter £>' can be
found such that for a E S, Da = D'.

We now prove that the collection {ga\a G S} satisfies the following 1-4.
l ga <Dr £> because ga is gn and D' is Dn for « > 0 in some move in the

game G φ * , £, ̂ z r ( s ) ) .
2. Let /J < α in S. Claim: gβ <D> ga. Proof: Otherwise A =def {/ <

Xι\gβV) ^ gaU)} * 0 modD\ a = rkD>(ga) and D' is g^-good, hence a =
rkiD>+A)(ga). Similarly β = rArD'+>4(g0). But gα <D+/1 gβ hence α =
rkD'+A{ga) < rkD'+A(gβ) = 0 by Lemma 5.3(1), contradicting j8 < α.

3. 7b'(gα) < r. Because Γ ^ ί ^ ) > r would imply |gα | |^ > r (Lemma 5.4).
But Wgalo' ^ rkf

D'(ga) by Lemma 5.3(3) and rk£>'{ga) = α as we know, so
||gα|z>' < α < r. Contradiction.

4. If Dr/ is any filter containing D' such that II wins in G{D\ ga)9 the
arguments in 3 above work again to deduce that a = rk'D»(ga) > \\ga\\D" and
hence TD»{ga) < r. But as D' is ga-gooά player II wins G(D' + ̂ 4, gtt) when-
ever AQX\9 A Φ 0 modD' hence for such ATD>+A(ga) < r.

Finally, as \S\ = r we can reenumerate the functions ga so that the index
set is of r.

6 On the power of singular cardinals Here is a general description, and the
detailed exposition begins with 6.1.

Here we shall present our main results which have meaning also when
Kα = a. In the first Theorem 6.2 we prove for Kα singular > 22*1, c/(Kα) =
Ki, [β < a =* K̂ ° < Kα} that if there is no weakly inaccessbile cardinal below
Kα then there is no such cardinal also below K*1.

Assume by negation that there exist a weakly inaccessible r below X^1

(=2K« if Kα is strong limit).
Our assumptions satisfy Theorem 5.5 (for the filter D from 4.15 —the win-

ning filter for II in all the games G(D9 g)).
Take the sequence of functions of length r from the theorem. By Theorem

2.3 we can define gτ: Kj -• Kα which is their supremum. Now we assumed that
below Kα there is no weakly inaccessible, so for / < Ki, gτ(i) can be successor
ordinal, zero, Ko, singular ordinal, or a successor cardinal. Denote the sets of
ordinals / < ^ such that g(i) is one of the five types of ordinals as mentioned

5

above by Au A2, A3, A*, A5, respectively; since Kj = \J An there must be
n = \

1 < k < 5 such that AkΦθ modD. We check each of the five possibilities and
shall get contradictions.

By Xχ(Ko) denote the first cardinal Xβ such that K̂  = β, and cf(Xβ) = λ.
In order to be independent from other works we shall introduce a lemma of Gal-
vin and Hajnal from [4]. We then prove Theorem 6.6 which for Kωi(K0)
strong limit will give us the inequality 2*ωi(Ko) < K(22

Ki)+ (κ 0 ). The proof will
be simple by using again Theorem 5.5 and the mentioned lemma.

6.1 Definition A cardinal r is called weakly inaccessible iff r is a limit reg-
ular uncountable cardinal.
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6.2 Theorem Let Xa > 22*1 be of cofinality Xl9and K$° < Kα for all β < a.
Then: There is no weakly-inaccessible τ < Kα => There is no weakly-inaccessible
τ < K « > .

Proof: Kα is a singular cardinal hence α is a limit ordinal and c/(Kα) = c/(α) =

Kiί let <«/ < α|/ < ωi > be an increasing sequence cofinal in a, i.e., a = U α, .
/<ωi

Let £) be the filter we obtained in 4.15: II wins in G(D, g) for any g E *xOrd.
Define g: Xj -* Kα by g(/) = K*>, then ^ ( g ) = K^1 (Theorem 2.8).
Suppose by contradiction that although there is no weakly inaccessible

cardinal below Kα, there is a weakly inaccessible r < X*1. Let <g |̂£ < τ) and
D' 2 £) be given by Theorem 5.5, i.e.,

1 gξ <D' g for ξ < r

3. TD'+A (g^) < r for any yl Φ 0 modD' and ξ < r.

Let g r E
 KlOrrf be the least upper bound of {gξ\ξ < r} given by Theorem

2.3, so gξ ^D'ST ( w e can assume g% (/) < gτ(i) for all / < K]) and not only g r is
a least upper bound of {gξ\ζ < r}, but also if /z <D> gτ then Λ </)' g% for some
ξ < r. Because gτ <D' g we can assume (V/ GKj) (gr(/) < Kα) so that gτ(i) is
either a successor ordinal, or zero or Ko, or a singular ordinal, or a successor
cardinal (one of the form μ + ) . But gτ(i) is never a weakly inaccessible cardinal
as there are none in Kα. So there are just five possibilities which will be ruled
out, bringing a contradiction.

Possibility I Aι = {/ < Ki|gτ(/) is a successor ordinal} Φ 0 m o d D \

Define, /ι(ί) = s

As g0 <D' 8τ> h <D> g r, so for some £ < r, Λ < D ' gξ <£>' gτ, but this means that
for £>'-almost all / <: Xj, Λ(/) <gξ(i) <gτ(i). Yet for / E ^ i h(i) = gτ(i) - 1,
contradiction. We can assume that gτ(i) is never a successor ordinal.

Possibility II Not I but A2 = {/ < K^g^/) = 0} ^ 0 modD'. This case is
impossible because [g0 </?' g r => gτ(i) > 0 for almost all /] . We can hence
assume that gτ(i) is always a limit.

Possibility III A3 = {i < Ki|^τ(/) = Ko} Φ 0 modD'. Now g^ </,, g r for all
£ < r and there are only < 2*1 functions in ̂ Ko So for some £ < f < r: for all
/ E v43 g^ (/) < Ko iff gζ(i) < Ko and then g^(/) = g f (/). Hence gξ <D. gζ <D> gτ

rule out possibility III.

Possibility IV A4 = {i < X\\gτ(i) is a singular limit ordinal} Φ modD'.

n Γ ίΛ fcf(gτ(i)) i^A4.Define e{ι) = <

Then e <D gT9 therefore (3ξ < r) (e <D> gξ) and as TD'+A4(gξ) < r, Γ ^ + ^ ί e ) <
r. Say χ = 7b + / 4 4 (e) . First pick c, c/(gτ(/)) -• gτ(/), for / E v44, each c, increas-
ing and continuous such that the range of c, is cofinal in gτ(i) and C/(0) = 0. For
each gξ define gξ <& e as follows.
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We define g£(i) = β iff: / G A4 and β < e{i) is the unique ordinal such
that gξ(i) is in the interval [c, (/3), c, (β + 1)), or / φ A4i i < ωu β = 0. Obvi-
ously gξ <D'+A4 e: Let H Q {gξ\ζ < r) be maximal with respect to the property
that [A! Φh2^h{ ΦD>+A4 h2]. Then \H\<χ = TD>+A4(e). For any ξ < r there

is h E H such that {/ < Xjg^ί/) = h(i)} Φ 0 modD + A4 (by maximality of
H). Now r > 2Kl χ is regular and that implies the existence of S c T j |S| = r
and >4 ^ 0 modD' + v44 and A G H such that ^* \A = h\A for £ G S. If
now we define h(i) = Ci(h(i) H- 1) for / G ̂ 4 and Λ(/) = 0 for / φ A4, then
^ <D'+A4+A h follows for all ξ G S. But this implies TD>+A4+A (h) = \S\ =
T (because [ξ Φ ξ' => gξ ΦD> g^\ and Z)' c £)' + >44 + ̂ 4). Yet A </)' g; hence
Λ <,c>' ̂  for some f < r, so that TD<+A4+A (gς) > r. Contradiction to 3 above.

Possibility V A5 = {/ < Xι\gτ(i) is a successor infinite cardinal} ^ 0 modD'.

^ <r r, x Γ ̂  w h e r e ^ ( 0 = μ+ if / G v45.Define/(/) = <
\ θ i f / ί ^ 5 .

Then/< D ' gr, and sof<D> gξ. for some ξ < r, so t h a t / ^ ^ r for all £' > £
(as the sequence of gξ is increasing). For each £' > ξ for (D' + ̂ 45)-almost all
/ < « ! / ( / ) < £Γ(/), gτ(/) =/(ι) + . Hence |g r(/)| = |/(/)| for (D' + ̂ 5)-almost
all i < Klβ This easily shows that 7i'+ i45(g r) = TD'+As{f). But the g r for f <
T are increasing, thus TD.+A5(gξ.) > |ξ'|. Y e t / < ^ gξ implies μ' =7 TD>+As(f) <
7ί>'-M5(ft) < r, and when ξ < Γ < 7, |ξ' | < TD>+A5(gξ>) = TD>+A5(f) = μ,
hence r < (μ')+\ but r is a limit cardinal contradiction.

6.3 Notation Let us define K^K^) by induction on β: K0(Kα) = Kα,

M K J = ««+«„ [so when α < Kα, Kj(Kα) = KKJ, K^+1 (Kα) = K^K^K,,)),

and for limit /S = 5, Kδ(Kα) = | J K7(Kα).
7<δ

Note that c/XK^KJ) = c/(K^(Kα)), and for limit ordinal δ c/(Kδ(KJ) =
c/δ; and also λ = Kδ(Kα) => λ = Kλ.

6.4 Notation If/: ω2 -* Ord, define a function K/ by Ky(/) = K/(/), and let us
define/: /(/) = K/(/)(K0). For such/and ordinal a,f = a +/if Domf- ωx and
/ / ( / ) = α + / ( / ) .

6.5 Lemma (Galvin-Hajnal) //μ = ^(fy) > 2Ki ί/zβΛ TD(Xβ+f) < μ+ i / i D.

Proof: By induction on ||/||£> = α. When a = 0; it is easy because the choice of
μ. For α positive denote λ = μ+^D and assume that {/*/: / < λ+} exemplify that
TD(Xf) > λ+. For every / let At = {j: hj <D hi}.

First possibility There exists an / such that \Aj\ > λ > 2Kl; therefore
(1) TD(hι) > λ

As hj < Xβ+f, {i:/(/) = 0} = 0 . There is a function g, <£>// such that Λ, <
K^+g/. So

(2) ^(Λ/) = ^(K^^.)
from Wgilo < I / ID a n d the induction assumption it follows that:

(3) TD(Xβ+h.) < μ+ lΛ '^;
As g i < „ / , | |^ |b < ll/b Hence, μ+^° < μ+^° = λ
but (1) + (2) + (3) implies λ < μ+m°, contradicting the choice of λ.
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Second possibility For every /, |yj/| < λ, by Theorem 1.5 there exists B Q λ+,
\B\ = λ+ such that [/ Φ j E B => / £ v4y] but 2Kl < λ+ and this is impossible by
Theorem 2.2.

6.6 Theorem Assume that Kωi(K0) & # strong limit, then 2K"i(*o) <

K(22V(Ko).

Proof: By Theorem 2.8 (take Z) as the filter generated by the closed unbounded
subsets) there exists a function f0: ωx -> Kω,(K0), 7 D ( / 0 ) = Kω,(K0)

Kl Without
loss of generality there is /: ωi -» ωi such that / 0 = /.

Assume that TD(f) > χ = K(22*i)+(Ko) and we shall get a contradiction;
Z?̂  Lemmas 5.3(3) α/irf 5.4 ΓD(/) < \f\D < /*£(/) .

Now apply Theorem 5.5 for regular cardinals μ, (22 ι) < μ < χ, so we get
{/£: ' < μ} and Dμ^D such that the following holds:

1. |/| < TDμ(fι

μ) < μ, Dμ is a normal filter on Klβ

2. i < r A ό ( / ί ) a n d f o r *<J< ^ 4 <oμf
J

μ

3. Replacing Dμ by Dμ + A for A Φ 0 ModDμ does not matter.
4. /£ is the supremum of {f'μ: i < μ}, and W<Dμfϋ) (3/ < μ) /<χ, μ /;)

(by Theorem 2.3).

For each μ let gμ: ωx -> ωj such that gμ ^ / / f <DM (gμ + 1). κ

For each μ we found a pair φ μ , gμ), the number of such pairs is < 22 !.
Denote by So = {μ < χ: μ a regular cardinal greater than 22*1}, |5 0 | = χ, c/χ =
(2 2 K l)+, therefore there are Si c So> |Si| = χ, and g^f D* such that for all μ e
S! £>μ = A and ^μ = g+.

There exists a first μ0 in Si such that g* ^ ^ //fo°. Therefore I£*|[D. <
1/^1^ < Λφl/ίob, ^ .«Φ ^ . ( / ί o ) ^ «Φ TDSf\0) = μ0. (By the choice of

i<μo i<μ o i<μ-o

g* 9 μol by (4); by Lemma 5.3(3) by Lemma 5.4; by (1) above respectively.) So
there exists a bound on |g*|z>*.

Fact A: ( iΓ+JJj ϊ^s +s ( b y d e f i n i t i o n o f (gΓ+~ϊ))
FactB: TDm((g* + 1 ) ) ^ X

For each μeSι f£ < ^ (g~~+T); if μ ^ K E S, and -ι(/^ */>•/£) /AOT there
exists an A such that//* =/),+^ Λκ (remember that by 3, replacing D* by A +
4̂ does not matter) but

μ = TDΛfϊ) = TD.+A(flί) = TDφ+A(fί) = TDSΠ) = K.

A contradiction arises because we have chosen μ Φ K. SO {μ < S\i ^(//f ΦD*

(IΓ^)) has cardinality < 2*' and hence {//*: /^ < ^ ( i f + T ) , μ G S J has

cardinality \Sχ\ =χ and exemplifies Fact B.

Fact C: \g* \\Dm < Kμo < χ and ^ ' (g , ) < Kμo.

[The first inequality by the paragraph before Fact A, the second inequality as
μ0 E S hence μ0 E χ and (V/c < χ) (Kκ < x) and the third inequality like the
first.]

Now we summarize our facts. By Fact A:

7ί>,((if+T)) < 7i,.(K,.+Λ),
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by Lemma 6.5. TDm(Xg,+g0) < K ^ + ^ i ^ , easily \\g* + gJDm < rk^(g* + £*) <

rkbm(8*) +rkbΛs*) h e n c e byJFac^C rk'Dif(g^ + g j < χ, hence (as χ = Xx)

^\gι+g*\D. < X T°Sether 7}^ ((&„ + 1)) < χ which is a contradiction to fact B.

Open Problem Can the bound from the last theorem be improved? I.e., is
it true that 2Kωi(*o) < K(2«i)+(K0); Jech and Prikry proved this inequality using
an additional hypothesis to ZFC in [6].

7 The use of forcing Silver's proof [S] used forcing, and only after it, "ele-
mentary" proofs (giving stronger results) were found. In fact, our original obser-
vation was that we can eliminate the "elementarity" from the results of [4]. So
we shall see here how things are done with forcing.

7.1 Lemma Suppose P is a forcing notion, D a P-name of an ultrafilter of
the Boolean algebra (S>(ωx)

υ = {A c ω i : A E V}, such that:
(1) for any p E P, Dp = {A c ω i : p \\-P "A G D"} is a normal filter on ω{

(2) for A c ω i , A Φ 0 modDp there is q> p, such that Dq^Dp + A.

Let G^P be the generic set, so D[G] = \J Dp
p(ΞG

Suppose further that λ > \P\ is a regular cardinal (in V) then:
(A) In V[G], there is no decreasing sequence fa/D[G], fa E V, a < \P\+,fa:

α>i -+ Ord.

(B) Ifforeacha<λ,faeV,and(in V[G]) fa/D[G] <fβ/D[G] a < β (and
</α: a < λ> E V[G]); then (fa/D[G]: a < λ) has a least upper bound
f/D[G],fev.

(C) / / / E V, f: ω i -> Ord then the power (in V[G)) of {f/DG: f/DG < g/
DG(fe V)} is Max TD(g)9 provided it is > \P\.

pGG μ

(D) VωVDG = {f/DG: feV,f:ω{->V} is an elementary extension of V, but
is not necessarily well founded.

Proof: (A) we can replace (fa: a < \P\+) by a cofinal subsequence which be-
longs to V, and then as it is decreasing in V[G], there is p E P which forces
this. By condition (2) of Lemma l.\fJDp <fβDp for β < a, but Dp is normal
hence is Kj-complete. Contradiction.

(B) Choose (working in V[G]) by induction g, E V, such that: fa/DG <
gj/Dc < gj/DG for a <λ,j < i. If there is a last g, we finish, otherwise let g; be
defined for / < δ; hence by part A, δ < \P\+. There is p0 E G which forces this
situation. Let

F= {ge Ordωi: for some α < δ, /? E P, p\VP "g = ga"}.

As in (A) w.l.o.g. (fa: a < λ) E V, hence fa/Dp is increasing.
For g E F, a < λ let Ag,a = {/: fa(i) < g(i)}, so AgyOί/DP0 is (not strictly)

decreasing. It is eventually constant, otherwise as λ is regular > \P\ we get a con-
tradiction to condition (2) of Lemma 7.1, so there is ag < λ such that for ag <
a < λ, Ag,a/DP0 = Ag~/DP0. So a( *) = Sup ag < λ. Define g*: ωx -* Ord by:
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g*(i) is min{g(i): g G F9 g(i) >/« n (/)}
if defined, zero otherwise.

It is easy to check that g* is a least upper bound.
(C) Clearly if TDp(g) > λ and7? G G then the set F = {f/DG: f/DG <

g/DG (/G V)} has power > λ (> \P\). Suppose </: / < λ> is a P-name of λ
distinct elements of F, λ regular > |P | . We can find /?,• G G, / G Π(g(/) + 1),

A . |μp "f. = /..» For some S c λ, |5 | = λ and /> = A for every / G S. So p \\-P

"fi/DG~Φfj/DG" for / > j G 5.
By condition (2) of Lemma 7.1, this implies// =££>// (i.e., {a: f(a) =£

/)(«)} G £>p), hence ΓD/?(g) > λ, so we finish.

7.2 Definition For a filter Z) on ωi, P(D) is the following forcing notion:
the conditions are A ^ ωx, A Φ 0 modD, and the order is inverse inclusion.
This forcing gives naturally a name D of an ultrafilter on (9{ωx)

v.

7.3 Fact: For D a normal filter o n ω b P = P(D) satisfies the assumptions (1),
(2) of Lemma 7.1 when we choose DΛ = D + A for A G P so Z)c is just G.

7.4 Lemma //* λ w regular > 22*1, //*e« /Λere /s # normal filter D on ωx

such that in Vωι/DG = VωVG(G c P(D) generic) there is an 'Ordinal" which
defines a \-like initial segment. We call Vωι/DG VD.

7.4 Remark: This applies to other suitable forcing.

Proof: By Theorem 4.16 player II wins in the game G(D, λ) for some normal
filter D on ωx. By Theorem 5.5 there are g% G *λOrd (for £ < λ) and normal
filter A on ωx extending D satisfying (1), (2), (3), (4) from Theorem 5.5. By
Theorem 2.3 (g^/D{: £ < λ) has a strict least upper bound which we name
g/Dx.

As for £ < ξ- < λ, gξ <Dι g r <Dι g clearly TDχ{g) > λ. Hence 11^^ "in
Vωι/DG, there are > λ Ordinals' smaller than g/Dg" T° conclude the proof
we should show that:

(*) UAG P(D'), f: ωx - Ord, (/G F), then A l l p ^ "if f/DQ < g/DG

then before f/DG there are (in KW 1/Z)G) less than λ Ordinals'".

Suppose A, /is a counterexample then A | | P ( £ > } / / P G < g/ί?G> hence by
Lemma 7.1(2)/ < j D l + / 4 g; as g ^ A 0 (remember/0 <z?1 g) w.l.o.g. / <Dχ g.
Now by Theorem 5.5(4) for every BΦQ modDx TDι+B(f) < λ. So by Lemma
7.1(2) we get that (*) holds.

7.5 Definition
(1) Let g denote a sequence of the form <^: η G w), u efc(ωω) = the family
of nonempty subsets of ω>ω closed under initial segment, gη G ωιOrd. Let Dom
g = u, Rangeg= {gη: 77 G «}.
(2) Let α denote a sequence (aη: η G w>, c^ an ordinal, i/ G/c(ωω). If aη < av

when v < η, a is called decreasing.
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(3) We say g (or (g, a)) is decreasing for D if η < v => gη <D gv (and ά is de-
creasing).

7.6 Definition
(1) For D a normal filter o n K l 5 ά decreasing, g decreasing, we define a game
G*(D, g, a). It is played by two players, I and II, as follows. Denote D = Do,
g = gθ9 ά = ά 0 , u0 = Domg0.

Player I begins and in the first move he chooses Ax <Ξ Ki, Ax Φ 0 modD0

and ux, UQ <= ux Efc(ω<ω) and functions gη(η E W i ~ u0) from Kt to the ordi-
nals such that (gη: η E ux) is (D + y^)-deereasing. Then player II for the first
move chooses a normal filter Dx on Kj extending Do + A and ordinals aη (η E
ux — u0) such that =άx (aη: η E ux) is decreasing.

In general in the nth move player I chooses An Φ 0 modDn_x un, un_\ <Ξ
w« E / c ( ω > ω ) and functions gη(η E wΛ - wΛ_i) from K! to the ordinals such that
(gη: η E wΛ) is (Dn_ι + Dn)-decreasing. Then player II chooses a normal filter
Dn on *<! extending Dn_x + ^4W and ordinals aη (η Gun- un_{) such that (aη:
η E wΛ) is decreasing. This play is finished when player II has no legal move or
after ω moves. (Player I always has a legal move.) If player II has no legal move,
he loses. If the play lasts ω moves, player II wins.

Convention: We write g instead of g for g = (gη: η E {<)}> g<> = g9 and a
instead of g when g is constantly a. (This applies to Definitions 7.5 and 7.6.)

7.7 Definition For D (a normal ultrafilter on K^ and .D-decreasing g we
define a game G*(£>, g). Let Do = D, go = g. In the nth move, player I chooses
An^ωuAnΦ0 modDn_x and £„, extending gn_x (i.e., £„_! = gn \Domgn_x)
such that gΛ is (A?-i + ^4Λ)-decreasing and player II chooses Dn extending

In the end player II wins if \J Domgn has no infinite branch.

7.8 Claim
(1) Every game G*(D, g, ά) is determined. Moreover, the winner has a win-

ning strategy whose decision depends on the present situation only {and not on
the series of moves leading to it).

(2) For G*{D9 g, ά) we can make player I choose A?-i + An instead of An,
and gη/(Dn_x + An) instead of gη (see comparison with Remark 3.3).

(3) If player II wins in G*(D, g, α ) , A Φ 0 modD, u = Domg = Domά,
(Vη E u) (u'η > aηr\g'η <D g^, g' = (g'n: η E u) is (D + A)-decreasing and
άf = (aη: η Eu) is D-decreasing then player II wins G*(D + A, g', ά') (com-
pare with Lemma 3.4).

(4) If player II wins in G*(D, g, ά) then we can find a decreasing a' = {af

η\
ηGu) (u = Domg = Dom ά) such that (Vη) [Π/<ωi(g<>(/) -h 1) + 2 K l ) + > < ]
and player II wins G*(D9 g, a') (compare with Lemma 3.5).

(5) Suppose D and g = (gη: η E u) are given, and for any decreasing ά = (aη:
ηGu), satisfying ao < (2*1 + Π/(g<>(/) + 1))+ player I wins G * ( A g, α ) .

Then player I wins in G*(D, g) (like Lemma 3.6).
(6) If player II wins G*(D, g, ά) then he wins G*(D, g) (player II will play

"in the side" a play of G*(D9 g, a) in which he uses his strategy).
(7) The following are equivalent for a given D and D-decreasing g = (gη: η E

u).
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(A) Player II wins in G*(D, g).

(B) Player II wins in G*(D, g, ά) for some decreasing ά = (aη: η E u),

α < > < ( 2 κ i + Π / (g<>(/) + l ) ) +

( C ) For some a player II wins in G*(D, g, α ) .
(D) Player II wins G*(D, g, a) whenever a. is decreasing, aη > (2 K l +

Π(g<>(/) + \))+for each η.
[Proof: (C) => (B) by Claim 7.8(4)

(D) =* (C) trivial
(B) => (D) by Claim 7.8(3)

-i(B) => -i(A) by Claim 7.8(5) as the games G*(D, g, ά) are
determined

(C) => (A) by Claim 7.8(6).]
(8) Each game G*(D, g) is determined {by Claim 7.8(7) or use Borel deter-

minancy).
(9) For any D, g if player I wins in G*(D, g) then I wins in G*(D, g') for

some gf satisfying (Vη E Domg') (v/ < K2) [g'(i) < (22*])+] (Proof: like
Lemma 3.8.)
(10) If player II wins in G*{D9 g)9 g = go, go = a whenever a < (2 2 ') then
player II wins in every G*(Df g). (Proof: like Conclusion 3.9.)

7.9 Claimχ

(1) If (2 2 ι ) + <£> g<>9 and player II wins the game G*(D, g) then D is nice
where

7.10 Definition We say that (a normal filter) D (on ωj) is nice if player II
wins in every game G*(D, g).

7.11 Lemma
(1) If for some λ, E (from Definition 4.2) is nontriυial (i.e., 0 <£ E) E*ΏE
is normal then DE* (see Lemma 4.9) is nice. (Proof: like Theorem 4.13.)
(2) If for any A c (2 2 1 ) + there is a transitive class V% which is a model of
ZFC containing the ordinals, A E VJ[ and V* f= "there is λ satisfying Assump-
tion 4.1" (e.g., λ -+ ( ( 2 2 K l ) + ) 2

< ω ) then there is a nice D. (Proof: like Conclu-
sion 4.14.)
(3) For a universe V of set theory, if (3λ > 22*1) λKl > λ+ then there is a nice D.6

7.12 Lemma If player II wins G*(D, a, <γ>) P collapse the | α | K l to Ko

then there is a P-name D so that Lemma 7.1(1) and (2) hold and \\p "{g/DG:
g E V, g <DG a} is well ordered of order type < y".

Proof: For notational simplicity let P be the levi collapse of | α | K l to Ko.
Let μ = | α | K l and w.l.o.g. a > 2. Let {/: / < μ} be a list of the functions

from α>i to a. Let {A^ i < 2Kl} list all subsets of ω^
Note that p E P iffp is a function from some n = n(p) < ω into μ. Also,

p < q iff p c q. So Domp = {0,... ,n(p) - 1}.
We now define by induction on n < ω, for every hGP with n(h) = n, the

following gh,Ah,oih,Dh such that

(*)
(1) ghn, Ahn, ahn, Dhn; ghl2, Am, άht2, Dm,..., is a play of G*(D, ex,
<γ>) in which player II uses a winning strategy.



ON POWER OF SINGULAR CARDINALS 293

(2) Ahn is Ah(0) if h{0) < 2Kl and Ah(0) Ψ 0 modD, and ω{ otherwise. For m >
0, Ah^m+l) is Ah(m) if h(m) < 2*1 and Ah0) Φ 0 modDh]m and y4ΛrC"+1> = ω{

otherwise.
(3)g M m is Dh^-decreasing, Rang(gh]m) = {f: i G Rang(h)} and if η G
D o m ( | Λ f w ) , / G Rangh then either g^m <Dh\m f or f G { ^ > : ?Γ</> G
D o m ^ " 7 ) } .

The generic G ̂  P provide us with the ultrafilter DG =def (J Dp on the
P<EG

Boolean Algebra (P(ωj)κ and with a witness for the well foundedness of {g/DG:
g G ( ω i ) a}.

7.13 Theorem (Galvin-Hajnal) If δ is a limit ordinal of cofinality Kt, 2*1 <
Kδ, (Va < δ) KS° < Kδ, |δ | K l < Kδ /ΛCT Kδ

Kl < K(|δ|κ,)+.

Proof: By Definition 7.10(3) there is a nice D (or the conclusion holds trivially).
Let γ be such that player II wins G*(D, δ, <γ>). By Lemma 7.12 letting P be
the collapse of |δ | H l to Ko there is DG (a P-name) satisfying its conclusion. Let
G c P b e generic over Fin V[G] we can compute the power V* = Vωι/DG,
andy be the natural embedding of Finto V*. This is a model of ZFC, not nec-
essarily well-founded, but it is well-founded below j(δ), moreover it has order
type <γ. Now we can prove by induction on a, V* V "a an ordinal < j(δ)" that
{/: V* N " / < V } has power < K7(o) where y(a) is the order type of {a':

7.14 Theorem Suppose [β < δ => K °̂ < Kδ], δ a limit ordinal of cofinality
Kj and!2*1 < Kδ.
(1) 7/ f < ωt α«ύf /'Λ̂ /'β /5 no weakly inaccessible ξ-Mahlo cardinal μ < Kδ, //Ẑ A?
ί/zβre is no such cardinal < Kδ

!.
(2) Tf f < ωι there are < /c weakly inaccessible ξ-Mahlo cardinals < Kδ /Ae« /ΛβA*β
ίzrβ < K2*1 .swcΛ cardinals < Kδ *.
(3) //" rtere w no weakly inaccessible ωΓMahlo cardinal < Kδ then there is no
weakly inaccessible (2*ι)+-Mahlo cardinal < Kδ* (really ζ-Mahlo for some ξ <
(2 x ' ) + )

Proof: (1) Let λ < KQ1 be a counterexample.
By Lemma 7.4, for some D (a normal ultrafilter onωi), letting P(£>) be

as in Definition 7.2, G c P(£)) generic over K, in VωVG there is an "ordinal"
a which defines a λ-like initial segment of the "ordinals" of Vωι/G. Now for
a closed unbounded set of cardinals μ < λ, if c/μ > 2Kl there is a "cardinal" aμ

Vωι/G, which defines a μ-like initial segment of the "ordinals" of VωWG (see
Definition 7.7(B)). Now we can prove by induction on ξ < ζ that:

(*) If aμ is defined, μ a weakly inaccessible ξ-Maho cardinal then Vωι/G N
"aμ is a weakly inaccessible (£/G)-Mahlo cardinal".

For ξ = f we get a contradiction (to the relevant variant of last theorem).
(2) Left to the reader.
(3) Combine the proofs of Theorem 7.14.

7.14 Definition Let:

X°a(λ)=λ+a



294 SAHARON SHELAH

K^1"1 (λ) is defined by induction on α:

X ί , + 1 ( λ ) = λ
Ki +

+

1

1 (λ)=X' ( x / + i ( λ ) ) + (Sί, + 1 ( λ ) )

*a+1(λ)= U K+1(V

K|(λ) = U K£(λ) (for £ a limit ordinal).

r<*
7.75 Ftfrt:
(1) K^(λ) is a monotonically increasing function of /, a, λ (but not necessar-
ily strictly).
(2) K«(λ) > λ, a, and when a > 0, also > /'.
(3) K^(λ) is strictly increasing in a.
(4) {ί<£+1(λ): δ a limit ordinal} is equal to {μ: K^(λ) = μ} (i.e., set of fixed
points of Ki(λ) (as a function in x).
(5) For ξ limit

{Kf (λ): δ a limit ordinal} is equal to {μ: K^(λ) = μ for every /< £}.

( 6 ) K ^ ( λ ) = K j b ( K ί r ( λ ) ) .

7.16 Theorem Suppose V/x < K*,(Ko) [μκ° < κ£,(Ko)L 22><1 < K^(K0).
Then (K^ίKo))^1 < K | ( K 0 ) / ^ 5 o m ^ f < (22*ι)+.

Proof: As usual we can assume that there is a nice D (normal filter on ωi). Let
ξo < α>! be such that 22*1 < K|0(K0). For ξ < (22*ι)+ let μξ = K|(K0), and so μξ

is increasing continuous, μ^+1 = K ^ ^ + ί ^ ) . Let for £ < (22 ] ) + , f < μf, μ ŝ̂

be K [ ( ^ ) so μ€fΓ + 1 = X? μ ί r ) ( μ € i f ) .
Let for £ < (22 ! ) + , f < ^ + , and y < ^+,Γ, μξ)T, r be K°(^) = /x^.
Clearly for £ > ξo» Mi.f.T > ^ 2 (when defined) we assume that the con-

clusion fails.
By Theorem 2.8 there is a function / e * % such that (^(Xo))* 1 =

?A)(κ/(κo))κA) ={A^ωx: \ωι-A\<X0}. By Theorem 5.5, Theorem 2.3 for
each £ < (2 2 N l ) + , ξ > £0> f < Mξ"» 7 < A ,̂r t h e r e a r e ^,f,7 a n c * a n o r m a l fi^ter

^,f,7 on co! such that:

Tbξ.f^+zlί^.f.Ύ) = i^ir,7 f θ Γ e V e Γ y ^ ^ 0 mθdDΪΛ,Ί

TDξ^y+A(g) ^ μ*,r,7 for every ^ <zj€if>7+>i ^ > f f 7

4̂ ^ 0modDξt£fy.

For £0 ^ ξ < (2 2 *V, f < μf, as μξΛ > 22*x there is D^Λ such that:

5^,r = {γ < ^+,r : A,r,7 = A.r) h a s P ° w e r ^ , r

and for ξ0 ^ ξ < ( 2 2 X l ) + there is Dξ such that

5^ = {f < μ^: Z)̂  ^ = ^ } has power μ̂ "

and there is D such that

S = {£: £o < ξ < (2 2 N l ) + , A = D} has power (2 2 K l ) + .



ON POWER OF SINGULAR CARDINALS 295

Now we use F* = VωVD[G] (as in Lemma 7.12's proof: G^P generic
over F, D a P-name of an ultrafilter on (P(ωι)y satisfying Lemma 7.11(1), (2).)

In it for each 7 G SξΛ, f G Sξ, £ G 5: {a: VD N "a < g^Ί/G a an ordi-
nal"} is μ£ff7-like. Let g^^y/D be the least upper bound of {gξt^y/D: 7 G
5^τ} (clearly easily).

Now suppose ξ G 5, fj, f G 5̂  then from the outside we know that the
number of {a: V* \= "a < gξ>7/Z)[G] a is a cardinal"} is larger than {a: F* N
a < gξt^/D[G] a an ordinal}.

Hence F* \= "g^/D[G] > g^h/D[Q]"'. Continuing, we get F* |=
"f/D[G] > K^(K0)" and {#: VD\=a< ωx} has power < 2 K l , a contradiction.

$ Framework for preservative pairs

8.0 Context Let Fbe our universe, let P be the forcing of collapsing of 2Kl

to Ko. Let G Q P be generic. For every normal filter Z> over ωx in F, we can
find in F[G] a filter D* on the Boolean algebra (?(ω{)

v = {A: A G F, ,4 c ω i

(of F)} extending £), such that D* is a P-name satisfying Lemma 7.1(1), (2)
(work as in Lemma 7.11). We let VD be VωVD* (i.e., the set is {//£>*: / a
function in Ffrom ωj to F}.

So Fb is an elementary extension of F, but it is not well-founded. Let the
natural embedding be j D . We denote cardinals of VD by 0, σ. We still know,
that

(a) Its set of "ordinals" have quite large well founded initial segment (more
than ωu in fact at least ω2; because the αth element isfa/D9 where for
some g: ω ^ - ^ α , fa(i) = order type of {#(./): j < /}), and we can
choose D* such that {a: a < ω{} ω{ G F ^ yD will be well ordered, if
D is good enough, and we can restrict ourselves to such D9s but this is
immaterial here).

(b) If α is an ordinal of F, {a G VD: a <JDM, a an ordinal in VD) has
the power < |α | K l (computed in For equivalently in V[G]).

(c) By Fact 7.3, for every regular λ > 22*\ for some £>, VD has a cardinal
0 = 0(λ, £>), such that {a EVD: a< θ} is λ-like (= has power λ, but
every initial segment has power < λ). We write θ = 0(λ, D) also for
singular. Clearly for each λ and D there is at most one such θ (this justi-
fies writing θ = 0(λ, D).) Also, for given θ and D for at most one λ,
θ = 0(λ, £>) and then we write λ = λ(0, D).

8.0A Definition We let TC(VD) = {θ G FD: {α: * < 0} is λ-like for some λ},

TC'(VD) = {λ(0, £>): 0 G VD, λ(0, D) defined}. So by Fact 7.3 (J TC'{VD)

include all regular cardinals of V[G] above (22*ι)v. D

We also prove (Lemma 7.IB):

(d) For every regular cardinal λ > 2K] of F, and an increasing sequence of
ordinals of VD of length λ which belong to F[G], the sequence has a
least upper bound (among the ordinals of VD).

We shall use those propositions only [(c) is the main point].
For aG VD let pow(a) = \{b G VD: b G a}\ (power taken in V[G]).
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8.1 Definition A pair of functions (/, g) of F(i.e., view it as a class of V
or a definition) from cardinals to cardinals, is called preservative provided that
/, g are monotonic (λ < μ =>/(λ) < / ( μ ) , g(λ) < g(μ)) and for any regular
cardinal λ > (2 2 K l ) in V for some D there is θ G T C (VD), λ < λ(0, D) and
pow[f(θ)v°]<:g(λ).

8.2 Claim The pair (g9g) is preservation for the following function g (and
similar others):

go(\) = λ+, gi(λ) = Min{μ: μ>λ is weakly inaccessible}
g2(\) = Min{μ: μ > λ, μ weakly inaccessible Mahlo) for a < Kj
g$(λ) = Min{μ: μ > λ μ a weakly inaccessible a-Mahlo}.

Proof: Trivial for a reader who arrives here.

8.3 Definition For a (monotonic) function (from cardinals to cardinals)/,
we define/< α > by induction on the ordinal a:

/ < 0 > ( λ ) = λ,/«* + 1 >(λ) = [ / ( / < α ) ( λ ) ) ] +

(the ( ) + is a technical point only, usually absorbed)

for δ limit/< δ>(λ) = U / < α > ( M

8.4 Definition For/(as usual)/* is defined by

/*(λ)=/<λ>(K0).

8.5 Claim // (/, g) is preservative then so is (f<μ\ g<μ>) where μ = (2 2 * ') +

and (2 2 ' ) + is interpreted as a member of VD by j D .

Proof: Let λ > 22*1, λ = pow (b) and let \ a = ,?< α >(λ), so for a successor
(ordinal) λa is a successor (cardinal). For each a + 1 (by Definition 8.1) there
are Da+ι and θa+ι ETC (VDa+i), such that λ(0 α + i , Da+l) > λ α + 1 , and
pow[f(θa+ι)

v°]<g(λa+ι).
The number of possible D^s is 2 2 ', so for some D, C = {a 4- 1: Da+ι =

D} has power (22*])+. Now for a < β in C, look in VD:

pow[f(ea)]v°<*g(\a)<;\0,

but λ# < \(θβ, D)f θβ G T C(VD)\ hence, as (/, g) is preservative,

(*) κ^7(y<ίβ».

Now working in VD, for each α G C , for some y(a) < (22 > < I)+ in VD θa G
[/<Ύ(«»(λ),/<Ύ(«)+1>(λ))^ (a close-open interval), as otherwise our conclu-
sion holds and we finish.

Moreover by fact (d), θa (a G C) has a least upper bound (9*. Clearly,
θ* G ΓC'ίF/j), λ(0*, D) = λμ (remember μ = ( 2 2 S l ) + ) , so our aim is to show
that VD N "/<"> ((9,) < ^*" for α = Aff/iC. If this fails, we can have: VD N
" γ ( α ) < 7*" for every α G C holds for some y* G VD such that K^ h " 7 * <

So for some 7 G Fp, C = {a G C: 7(0:) = 7} has power μ (the power
22*1 is computed in V, C is defined in V[G]9 but it has a subset in F o f the
same power; we usually do not bother with such things). But this gives easy con-
tradiction to the statement (*) above.
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8.6 Claim If (/, g) is preservative then so is

< ( / ) < ( 2 2 " I ) + > , (£*)< ( 2 2 K 1 > + >)
Proof: Let λ be a regular cardinal > 22 K l. Let λα = g*(a) for a < (22*1), and
Mα,i3 — gβ(^a) for ]8 < λα. For each successor α, β < λa, there is Daiβ and σαjjS

such that μ^β < χ(σα^, £>) and pow[f(σatβ)
VD) < g(μα^).

For fixed a, successor a (> 22 'if you like), λα is successor > 22 ', hence
for some Da9 Ca = {β: β < λα + 1 successor, Z)αiS = Da} has power λα,
and for some C = {a: a < (22*')+ successor, Da = D} has power (22 X l)+. Now
for a G C, β G Cα, 7 e Ca9 β < y as pow(f(σatβ)

v"] < g(μαf/5) < ̂ , 7 but
\(σatβ9 D) > μαtig, σa,β G Γ C (FD) hence VD N "/(σα^) < σα>7.

Let βa = minCa, θa - σaiβa so \a < λ(0α, Z>). Now we can similarly
prove that if a{ < a2 < ce3 are in C then

(*) pow[/*(0α i)^] < λα3 < λ(θav D)

the second inequality holds by choice, for the first look at σa2tβ (β G Cai) their
number is > = λα2 > λ(σα j S α , D) = etc.

So now, letting Ce = {a G C: a Π C has even order type}, we get a\ < a2

in Ce implies "f*(θaι) < θa2" hold in VD. The rest is as in Claim 8.5.

8.7 Claim If (/, g) is preservative, and f(ωχ) is a limit cardinal (Vλ <
/ ( ω i ) ) λ«> < / ( ω J , thenfiω^ <g«22*x)+).

Proof: Look at VD as in Definition 8.7. This has an ordinal a whose order type
is coi of K(but is considered countable). It is easy to check that/ία)^ is in TC
(VD) and its cardinality is/(ω!). But as

V< VD9 VD h/(α)*ι <f(ωx

yo) < / ( 2 2 K ' ) + ) ^ < g ( ( 2 2 V ) but

pow[/(2 2 i < 1)+)]<g(2 2 X l)+),and

pow(f(afιVD)=f(ωι)«ι

combining we finish.
Unfortunately, the Milner Rado [12] Paradox generalizes

8.8 Definition For a class C of cardinals we define by induction on /?, a
function SUCQ from cardinals to cardinals

Suc£(λ) = min{μ G C: μ> λ}
Suc£+ι = (Suc£)*.

8.9 Claim If μ is smaller than the first inaccessible cardinal, then {λ:

λ < μ* a cardinal} can be decomposed to Cn(n < ω) (i.e., U Cn = {λ: λ <

μ}) such that Succn{Xo) > λ.

Proof: By induction on λ; for first λ(K0) and for successor; no problem
(w.l.o.g. (VX < λ) (VΛ) [Sncfμ:μssλ}(χ) < λ].

For λ singular let λ = (J λ, μ = c/λ, λ (/ < μ) increasing continuous,

λo = ô> λω > μ. Let {μ: μ < λ, } = [J Qί as above (by the induction
hypothesis). n<ω

Let Cln = Cπ', C2n+ι = U Q . Checking is easy.
μ>i>\
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NOTES

1. On this see [17]. On the powers of singular cardinals of countable confinality see

[18]. On theorems similar to the ones presented here for λ of cofinality K1? such

that μ < λ < μ*° for some μ, see [19].

Note that Galvin and HajnaΓs bound is based on: if/(/) = g(i)+ (both cardi-

nals), then TDwι(f) < (TVwι(g)) +. We get that for each regular λj for some normal

filter D on wu and g, {/:/<£> g} is λ-like, and on this base our bounds. To get

such D we use as a hypothesis that λKl > λ+ for some λ > 22 (using the covering

lemma), but if this hypothesis is missing then our conclusions are trivial.

2. We want that {/' E / : A = £,} E D implies Y[A,/D = ΠB,/D. So we should change
ie/ /e/

the definition for the case 0 Φ {ieI:A, = 0} E {I\A:AeD}. So let l\A,/D =

{ / / Z ) : / G Π ( Λ U { 0 } ) / A and {/E/:/(/) E A} ££>}•

3. Of course, if D is a filter on λ, (Qξ, <ξ) is /c-well ordered for £ < λ and μ-> (κ)χ,

then Π (φξi <ξ) is μ-well ordered.

4. Proof of 2.10(2): So w.l.o.g. λ is singular. Still 2.10B holds. Let λ = £ λα,
a<cfλ

cfλ< λa< λ, [a <β=> \a< λβ]. As c/(λ) > 2 | 7 ', for every g < D / t h e r e is λg < λ

such that for every nonsmall A c /, Γp^^ίg) < λg. So for some α(g) < c/λ, λg <

K{gy Let Hα = {g E //: α(g) < α};

(*) |// α | < λ f o r α < c / λ .

Clearly H = [J {Ha : o: < c/λ} and Hα increases with a. By the Hajnal free subset

theorem, we now define by induction on β < c/λ and ordinal y(β) and functions

gjβ(j<λβ) such that:

(1) y(β) < c/λ, and [ft < β => 7(0,) < 7G8)]

(2)g/E//7(/3)

(3) if 0! <βj(l)< \yi0ϊ) then gy(1) <^ gf

(4)ify(l)<y,theng/(1)<^g/.

Arriving at 0, as H= \J {Hj\y< c/(λ)}, (by(*)) for some 7, | J y(ζ) < 7 < c/λ
/ \+ r < / 3

and \Hy\ > Σ (λ τ ( r ) + λ) I , we now let y(β) =y and choose g.βU<\) from

Hy(β) by induction ony (as in the proof of 2.10(1)).

5. This is the proof of the omitting-types theorem (and nondefinability of well order-

ing) in model theory.

6. Of course, we can restrict ourselves to using only nice filters on ^x (in the strategy,

and so in the game).
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