
355

Notre Dame Journal of Formal Logic
Volume 35, Number 3, Summer 1994

The Strong Completeness of a
System Based on Kleene’s
Strong Three-Valued Logic

HIROSHI AOYAMA

Abstract The present work, which was inspired by Kripke and McCarthy, is
about a non-classical predicate logic system containing a truth predicate sym-
bol. In this system, each sentenceA is referred to not by a G̈odel number but
by its quotation name ‘A’.

1 Introduction The aim of this paper is to prove the strong completeness theorem
for a system based on Kleene’s strong three-valued logic. In the past, three logicians
(see Cleave [2], Kearns [3], and Wang [7]) formalized Kleene’s strong three-valued
logic and presented completeness proofs for their systems, all of which are simple
predicate calculus systems without the equality symbol

.=. Our systemK is differ-
ent from theirs. It is a Gentzen type of sequent calculus containing a truth predicate
symbol as well as the equality symbol. To prove the strong completeness theorem for
K, we employ the technique used in Kearns [3]. For the completeness theorems for
classical systems containing a truth predicate symbol, see Aoyama [1].

2 Syntax of K

2.1 Symbols of the Language L of K

(i) Logical symbols:¬,∨,∃
(ii) Individual variables:x0, x1, x2, . . .

(iii) Individual constants:c0, c1, c2, . . .

(iv) Predicate symbols: Tr,
.=, Pn

0 , Pn
1 , Pn

2 , . . .

(v) Punctuation symbols: (, )
(vi) Quotation marks: ‘ ’

‘Tr’ in (iv) is the truth predicate symbol. ‘n’ i n (iv) indicates the number of arguments
the predicate symbol takes.
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2.2 Simultaneous Definition of Terms and wffs of L

(i) Individual variables and individual constants are terms.
(ii) If each of t1, . . . , tn is either a variable or a constant, thenPn

i (t1 . . . tn) is a well-
formed formula (wff) for eachn andi.

(iii) If each of t1 andt2 is either a variable or a constant, thent1
.= t2 is a wff.

(iv) If A andB are wffs, then¬A and (A ∨ B) are also wffs.
(v) If A is a wff andx is a variable, then(∃x)A is a wff.

(vi) If A is a wff with no free variables, then ‘A’ i s aterm.
(vii) If A is a wff with no free variables, then Tr(‘ A’ ) is a wff.

(viii) Only those terms and wffs obtained by (i) – (vii) are terms and wffs ofL .

Free/bound (occurrences of) variables are defined in the usual way. Sentences are
those wffs with no free variables. The logical symbols∧,→,≡,and∀ are also de-
fined in the usual way:

(A ∧ B) = ¬(¬A ∨ ¬B), (A → B) = (¬A ∨ B), (A ≡ B)

= ((A → B) ∧ (B → A)), (∀x)A = ¬(∃x)¬A.

Variables and constants are called ‘vc-terms’ and terms of the form ‘A’ are called ‘q-
terms.’ We often omit parentheses in wffs when no confusion arises.

2.3 Deductions in K K is a Gentzen type of sequent calculus whose basic compo-
nents are sequents of the form� � A, where� is a nonempty set of wffs andA is a
wff. � can be an infinite set. The wffs in� are called the ‘premises of the sequent
� � A’ and A is called the ‘conclusion of the sequent� � A.’

Each deduction inK is a finite tree of inferences, starting with a finite number of
initial sequents and ending with a single end sequent. Each inference in a deduction
can be written as:

S1

S
, S1 S2

S
, or S1 S2 S3

S
,

whereS, S1, S2, andS3 are sequents;S1, S2, andS3 are called the ‘upper sequents’
of the inferences andS the ‘lower sequent’ of the inferences. We call the end sequent
in a deduction a ‘theorem ofK’ and say, synonymously, ‘� � A is a theorem ofK’
and ‘� � A is deducible inK.’

Definition 2.1 Initial sequents: Let� be a nonempty set of wffs ofL .

(a) � � A, where� is a nonempty set of wffs andA ∈ �;
(b) � � t

.= t, wheret is a vc-term and the wfft
.= t may or may not be in�.

Definition 2.2 Rules of inference: Let�,�1, �2, and�3 be nonempty, unless oth-
erwise indicated, sets of wffs and letA, B, andC be wffs. (We often write, e.g.,
‘�1, �2’ instead of ‘�1 ∪ �2.’)

R1 (a)
� � A

� � ¬¬A (b)
� � ¬¬A

� � A

R2
� � A

� � A ∨ B
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R3
�1, A � C �2, B � C �3 � A ∨ B

�1, �2, �3 � C
,

where�1 and�2 can be empty.

R4
�1 � ¬A �2 � ¬B

�1, �2 � ¬(A ∨ B)

R5 (a)
� � ¬(A ∨ B)

� � ¬A (b)
� � ¬(A ∨ B)

� � ¬B

R6
� � A ∨ B
� � B ∨ A

R7 (Cut)
�1 � A �2, A � B

�1, �2 � B
,

where�2 can be empty.

R8
�1 � ¬A �2 � A ∨ B

�1, �2 � B

R9
�1 � A �2 � ¬A

�1, �2 � B
,

whereB can be any wff.

R10 (UG)
� � A

� � (∀x)A
,

wherex does not occur free in� andx may not occur free inA.

R11 (UI)
� � (∀x)A
� � Ax/t

,

wheret is a vc-term free forx in A, Ax/t is the result of replacing
all free occurrences ofx in A by t, andx may not occur free inA.

R12
� � (∀x)(A ∨ B)

� � A ∨ (∀x)B
,

wherex does not occur free inA.

R13 (EG)
� � Ax/t
� � (∃x)A

,

wheret, Ax/t, andx are as in R11.
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R14
�1, A � B �2 � (∃x)A

�1, �2 � B
,

where�1 can be empty,x does not occur free in�1, B, or �2,
andx may not occur free inA.

R15 (a)
� � (∀x)¬A
� � ¬(∃x)A (b)

� � ¬(∃x)A
� � (∀x)¬A

R16 (EQ)
�, A � t1

.= t2
�, A � A′ ,

where� can be empty,t1 andt2 are vc-terms,A′ is obtained
from A by replacing some (possible zero) free, ift1 is a variable,
occurrences oft1 in A by t2, if t2 is a variable, sayx, then those
occurrences oft1 within the scope of(∀x) and(∃x) should never
be replaced byt2, and no replacement should be made in
q-terms inA.

R17 (a)
� � A

� � Tr(‘ A’ ) (b)
� � Tr(‘ A’ )

� � A

R18 (a)
� � ¬A

� � ¬Tr(‘ A’ ) (b)
� � ¬Tr(‘ A’ )

� � ¬A

Note: It is clear from the formalization ofK that for every sequent� � A in a deduc-
tion σ, � contains at least one wff, i.e.,� �= ϕ (or, we can easily prove this by an in-
duction on the number of applications of inference rules inσ). Secondly,A � Tr(‘ A’ )
and Tr(‘ A’ ) � A are theorems ofK for each sentenceA. These theorems can be re-
garded as the truth definition forK. Wecan also easily show the following three facts:

Fact 2.3 Let σ be a deduction in K. Then each of the initial sequents in σ contains
finitely many premises iff the end sequent of σ contains finitely many premises.

Fact 2.4 If � � A is a theorem of K, there is a finite subset �′ of � such that �′ � A
is also a theorem of K.

Fact 2.5 Let � � A be deducible in K and let �′ be a set of wffs such that � ⊆ �′.
Then �′ � A is also deducible in K.

2.4 Congruent wffs Let A andB be wffs ofL . Wesay thatA is congruent with B
if A is like B except that they differ only in the choices of bound variables in them.
So whenA is congruent withB, exactly those variables occurring free inA occur free
in B, and vice versa. ‘Being congruent’ is an equivalence relation on the set of wffs
of L . Then we can easily show:
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Proposition 2.6 Let A and B be wffs of L . Then if A is congruent with B, then
A � B, B � A,¬A � ¬B, and ¬B � ¬A are all theorems of K.

3 Semantics of K

3.1 Definition of an Interpretation M for L

(i) |M|, the universe ofM, consists of two nonempty setsD andSL ,
whereSL is the set of sentences ofL . Wewrite |M| = 〈D, SL〉.

(ii) For each vc-termt, M(t) is a member ofD.
(iii) For each q-term ‘A’ , M(‘ A’ ) = A ∈ SL .
(iv) For eachn-ary predicate symbolPn

i , M(Pn
i ) = 〈G(Pn

i ), H(Pn
i )〉,

whereG(Pn
i ) ⊆ Dn, H(Pn

i ) ⊆ Dn, andG(Pn
i ) ∩ H(Pn

i ) = ϕ.

(v) For the truth predicate symbol Tr, M(Tr) = 〈G(Tr), H(Tr)〉,
whereG(Tr) ⊆ SL, H(Tr) ⊆ SL, andG(Tr) ∩ H(Tr) = ϕ.

(vi) For the equality symbol
.=, M(

.=) = 〈G(
.=), H(

.=)〉,
whereG(

.=) = {〈e, e〉 : e ∈ D}, H(
.=) ⊆ D2,andG(

.=) ∩ H(
.=) = ϕ.

(vii) For each wff of the formPn
i (t1 . . . t2),

M(Pn
i (t1 . . . tn)) = T (true) iff 〈M(t1), . . . , M(tn)〉 ∈ G(Pn

i ),

M(Pn
i (t1 . . . tn)) = F (false) iff 〈M(t1), . . . , M(tn)〉 ∈ H(Pn

i ),

M(Pn
i (t1 . . . tn)) = N (neither true nor false) iff

〈M(t1), . . . , M(tn)〉 �∈ G(Pn
i ) ∪ H(Pn

i ).

(viii) For each wff of the form Tr(‘ A’ ),
M(Tr(‘ A’ )) = T iff M(‘ A’ ) ∈ G(Tr) iff M(A) = T,
M(Tr(‘ A’ )) = F iff M(‘ A’ ) ∈ H(Tr) iff M(A) = F,
M(Tr(‘ A’ )) = N iff M(‘ A’ ) �∈ G(Tr) ∪ H(Tr) iff M(A) = N.

(ix) For each wff of the formt1
.= t2,

M(t1
.= t2) = T iff 〈M(t1), M(t2)〉 ∈ G(

.=),
M(t1

.= t2) = F iff 〈M(t1), M(t2)〉 ∈ H(
.=),

M(t1
.= t2) = N iff 〈M(t1), M(t2)〉 �∈ G(

.=) ∪ H(
.=).

(x) For each wff of the form¬A,
M(¬A) = T iff M(A) = F,
M(¬A) = F iff M(A) = T,
M(¬A) = N iff M(A) = N.

(xi) For each wff of the form(A ∨ B),
M(A ∨ B) = T iff M(A) = T or M(B) = T,
M(A ∨ B) = F iff M(A) = F andM(B) = F,
M(A ∨ B) = N iff either (1)M(A) = M(B) = N, (2)M(A) = F
andM(B) = N, or (3) M(A) = N andM(B) = F.

(xii) For each wff of the form(∃x)A,
M((∃x)A) = T iff for somex-variantMx of M, Mx(A) = T,
M((∃x)A) = F iff for everyx-variantMx of M, Mx(A) = F,
M((∃x)A) = N iff both, for everyx-variantMx of M, Mx(A) �= T
and, for somex-variantMx of M, Mx(A) = N, where anx-variantMx of M is,
by definition, an interpretation ofL just like M except thatMx may possibly
differ from M on the value assignment to the variablex.
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The truth values of¬A, A ∨ B, A ∧ B, A → B, and A ≡ B can be determined
as in Table 1:

A B ¬A A ∨ B A ∧ B A → B A ≡ B
T T F T T T T
T F F T F F F
T N F T N N N
F T T T F T F
F F T F F T T
F N T N F T N
N T N T N T N
N F N N F N N
N N N N N N N

Table 1

For convenience sake, we write the truth condition of wffs of the form(∀x)A below:

(xiii) M((∀x)A) = T iff for everyx-variantMx of M, Mx(A) = T,
M((∀x)A) = F iff for somex-variantMx of M, Mx(A) = F,
M((∀x)A) = N iff both, for everyx-variantMx of M, Mx(A) �= F
and, for somex-variantMx of M, Mx(A) = N.

Weuse the capital letterD both as a metavariable for wffs and as a constituent of|M|,
but there will be no confusion. For anx-variantMx of M and a predicate symbolPn

i ,
we write Mx(Pn

i ) = 〈Gx(Pn
i ), Hx(Pn

i )〉, and similarly forMx(Tr) andMx(
.=).

3.2 Some Definitions and Simple Facts

(i) Given a wff A, if M(A) = T, thenM is said to be amodel of A. Given a set�
of wffs, if M(�) = T, i.e., if M(A) = T for eachA ∈ �, thenM is said to be a
model of �.

(ii) Given a nonempty set� of wffs and a wffA, � |= A, which we read ‘� logically
implies A,’ means that every model of� is a model ofA.

(iii) For everyx-variantMx of M, wehave:

(a) for each vc-termt, Mx(t) = M(t), if t �= x,

(b) for each q-term ‘A’ , Mx(‘ A’ ) = M(‘ A’ ) = A ∈ SL ,

(c) for eachn-ary predicate symbolPn
i , Mx(Pn

i ) = M(Pn
i ),

(d) for the equality symbol
.=, Mx(

.=) = M(
.=).

(iv) Let �1 and�2 be nonempty sets of wffs such that�1 ⊆ �2. Then if �1 |= A,
then�2 |= A.

3.3 The Soundness of K First, we list a few easy propositions.

Proposition 3.1 Let A be a wff in which variable x does not occur free, and let Mx
be an x-variant of an interpretation M for L . Then Mx(A) = M(A).

Proposition 3.2 Let Mx be an x-variant of an interpretation M for language L .
Then Mx(Tr) = M(Tr).
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Proposition 3.3 Let A be a wff and t a vc-term which is free for variable x in A.
And let Mx be an x-variant of an interpretation M for L such that Mx(x) = M(t).
Then Mx(A) = M(Ax/t).

Given these propositions, it is straightforward to prove the soundess theorem forK.

Theorem 3.4 (The Soundness Theorem forK) Let � be a nonempty set of wffs and
A a wff. Then if � � A is deducible in K, then � |= A.

Corollary 3.5 Let A and B be wffs such that A is congruent with B. Then M(A) =
M(B) for any interpretation M for L .

Proof: Immediate from Proposition 2.6 and Theorem 3.4. �

3.4 Some Definitions and Facts In what follows,� and� are nonempty sets of
wffs of L .

(i) � is inconsistent iff for some wff A of L , both� � A and� � ¬A are deducible
in K (or, equivalently, for every wffA of L, � � A is deducible inK).

(ii) � is disjunctive iff for every wff of L of the form (A ∨ B), if (A ∨ B) ∈ � then
either A ∈ � or B ∈ �.

(iii) � is henkin iff for every wff of L of the form(∃x)A, if (∃x)A ∈ � thenAx/y ∈
� for some variabley of L not occurring in(∃x)A.

(iv) � is closed under deducibility in K iff for each wff A of L, (� � A is deducible
in K iff A ∈ �).

(v) � is theclosure of a set � under deducibility in K iff � = {A : A is a wff ofL
and� � A is deducible inK}.

Concerning the closure of a set of wffs, we can easily get

Fact 3.6 Let � be the closure of a set � of wffs under deducibility in K. Then � is
closed under deducibility in K.

(vi) We will later in the strong completeness proof extend the languageL to new
languages by adding new variables. Then the definitions we made above will
be extended to those new languages. It is clear that the previous results (propo-
sitions, facts, etc.) also hold for those new languages.

3.5 The Strong Completeness of K Weare now ready to prove the stong complete-
ness theorem forK.

Theorem 3.7 (The Strong Completeness Theorem forK) Let � be a nonempty set
of wffs of L and A a wff of L . Then if � |= A, then � � A is deducible in K.

Proof: Let � andA be as in the theorem. We show that if� � A is not deducible in
K, then there is a model of� in which A is not true. �

Outline of the proof: We first extend� to a new set� which is consistent, dis-
junctive, and henkin and which does not containA. Using�, we then define an in-
terpretationM such thatB ∈ � iff M(B) =T.

Assume that� � A is not deducible inK. Then A �∈ � and� is consistent. Before
we extend� to � containing�, we first define extensions ofL andK. We introduce
the following new variables:
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0w1,1,
0w1,2,

0w1,3, · · · ; 0w2,1,
0w2,2,

0w2,3, · · · ; 0w3,1,
0w3,2,

0w3,3, · · · ; · · ·
1w0,1,

1w0,2,
1w0,3, · · · ; 1w1,1,

1w1,2,
1w1,3, · · · ; 1w2,1,

1w2,2,
1w2,3, · · · ; · · ·

2w0,1,
2w0,2,

2w0,3, · · · ; 2w1,1,
2w1,2,

2w1,3, · · · ; 2w2,1,
2w2,2,

2w2,3, · · · ; · · ·
3w0,1,

3w0,2,
3w0,3, · · · ; 3w1,1,

3w1,2,
3w1,3, · · · ; 3w2,1,

3w2,2,
3w2,3, · · · ; · · ·

· · · · · · · · · · · · ; · · · · · · · · · · · · ; · · · · · · · · · · · · ; · · ·
· · · · · · · · · · · · ; · · · · · · · · · · · · ; · · · · · · · · · · · · ; · · ·

Let L0,0 = L andL0,n+1 be obtained fromL0,n by adding the variables0wn+1,1,
0wn+1,2,

0wn+1,3, . . .. Let K0,0 = K andK0,n be the system in which wffs ofL0,n

can be used in deductions. Then letL0 = ∪n∈ωL0,n and thenL0 induces an extension
K0 of K0,0. Similarly, letL1,0 = L0 ∪ {1w0,1,

1w0,2,
1w0,3, . . .} andL1,n+1 = L1,n ∪

{1wn+1,1,
1wn+1,2,

1wn+1,3, . . .}. EachL1,n inducesK1,n. And L1 = ∪n∈ωL1,n. L1

inducesK1. For m � 2, n � 0,Lm,n, Km,n,Lm, andKm are defined similarly. Fi-
nally, letLω = ∪n∈ωLm and it inducesKω.

We assume that there is some fixed enumeration of the wffs ofLω, which also
yields an enumeration of the wffs ofLm for eachm ∈ ω, by deleting those wffs not
belonging toLm; the same operation yields an enumeration for the wffs ofLm,n for
eachn � 0. We now extend� to a larger set� of wffs of Lω as follows:

Step 1: Let α0 = {A} and0�0 be the closure of� under deducibility inK0,0. And let
0�n+1 be obtained from0�n, n ∈ ω, as follows, whereAn+1 is then + 1st wff in the
enumeration of the wffs ofL0,1:

(i) If An+1 �∈ 0�n, then let0�n+1 = 0�n.

(ii) If An+1 ∈ 0�n, An+1 �= (∃x)B, and An+1 �= (C ∨ D), then let0�n+1 = 0�n.

(iii) If An+1 ∈ 0�n, and An+1 = (∃x)B, then let0�n+1 = 0�n ∪ {Bx/y}, wherey
is the first variable ofL0,1 not occurring in any wff in0�n ∪ α0.

(iv) If An+1 ∈ 0�n, An+1 = (C ∨ D), and either0�n � C or 0�n � D is deducible
in K0,1, then let0�n+1 = 0�n.

(v) If An+1 ∈ 0�n, An+1 = (C ∨ D), and neither0�n � C nor 0�n � D is deduc-
ible in K0,1, then let

0�n+1 =
{

0�n ∪ {C}, if 0�n ∪ {C} � A is not deducible inK0,1,
0�n ∪ {D}, otherwise.

Let 0�ω = ∪n∈ω
0�n and1�0 be the closure of0�ω under deducibility inK0,1. Wethen

repeat the above procedure (i) – (v) to obtain1�0,
1�1,

1�2 . . . , in K0,2. Let 1�ω =
∪n∈ω

1�n and2�0 be the closure of1�ω under deducibility inK0,2. We repeat this
process so that we obtain an infinite series of sets0�0,

1�0,
2�0 . . .. Then let�0 =

∪n∈ω
n�0, which is a set of wffs ofL0.

Step 2: Let each wff ofL0 of the form(∀x)B, wherex occurs free inB, beassociated
with a unique variable1w0,i of L1,0 so that if(∀x)B is thenth wff in the enumeration
of the wffs ofL0, then it is associated with1w0,n andBx/1w0,n is called the ‘distin-
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guished instance inL1,0 of (∀x)B.’ We define

β1 = {B : B is a wff ofL0 andB �∈ �0}.
γ1 = {Bx/1w0,n : (∀x)B ∈ β1, wherex occurs free inB and

Bx/1w0,n is the distinguished instance inL1,0 of (∀x)B},
and

α1 = the closure ofβ1 ∪ γ1 under disjunction,
i.e., if B ∈ α1 andC ∈ α1, then(B ∨ C) ∈ α1.

Now let 0�0 = �0 and0�n+1 be obtained from0�n as follows, whereAn+1 is the
n + 1st wff in the enumeration of the wffs ofL1,0:

(i) If An+1 �∈ 0�n, then let0�n+1 = 0�n.
(ii) If An+1 ∈ 0�n, An+1 �= (∃x)B, and An+1 �= (C ∨ D), then let0�n+1 = 0�n.

(iii) If An+1 ∈ 0�n andAn+1 = (∃x)B, then let0�n+1 = 0�n ∪ {Bx/y}, wherey is
the first variable ofL1,0 not occurring in any wff in0�n ∪ α1.

(iv) If An+1 ∈ 0�n, An+1 = (C ∨ D), and either0�n � C or 0�n � D is deducible
in K1,0, then let0�n+1 = 0�n.

(v) If An+1 ∈ 0�n, An+1 = (C ∨ D), and neither0�n � C nor0�n � D is deducible
in K1,0, then let

0�n+1 =



0�n ∪ {C}, if for no wff A ∈ α1,
0�n ∪ {C} � A

is deducible inK1,0,
0�n ∪ {D}, otherwise.

Let 0�ω = ∪n∈ω
0�n and1�0 be the closure of0�ω under deducibility inK1,0. Then

we repeat the above procedure (i) – (v) to obtain1�0,
1�1,

1�2 . . ., in K1,1. Let
1�ω = ∪n∈ω

1�n and2�0 be the closure of1�ω under deducibility inK1,1. We re-
peat this process so that we obtain an infinte series of sets0�0,

1�0,
2�0 . . .. Then

let �1 = ∪n∈ω
n�0, which is a set of wffs ofL1.

Step 2 which was used to get�1 is now repeated infinitely to get
�2,�3,�4, . . . ,�n,�n+1, . . ., where we defineβn+1, γn+1, andαn+1 as follows:

βn+1 = {B : B is a wff ofLn andB �∈ �n},
γn+1 = {Bx/n+1w0,m : (∀x)B ∈ βn+1,wherex occurs free inB and

Bx/n+1w0,mis the distinguished instance inLn+1,0 of (∀x)B},
and

αn+1 = the closure ofβn+1 ∪ γn+1 under disjunction.

Having�0,�1,�2, . . . , set� = ∪n∈ω�n. Note that� ⊆ �n ⊆ �n+1 ⊆ � for each
n ∈ ω. We now prove a series of claims. The first two claims are immediate and the
third is straightforward.

Claim 3.8 Each �n(n ∈ ω) and � are all disjunctive and henkin.

Claim 3.9 Each �n(n ∈ ω) is closed under deducibility in Kn and � is closed un-
der deducibility in Kω.

Claim 3.10 A �∈ �0.
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Claim 3.11 If B ∈ αn+1, then B �∈ �n+1, for each n ∈ ω.

Proof: We only prove the case wheren = 0; that is, we only show that ifB ∈ α1,
then B �∈ �1. The other cases wheren > 0 can be proven similarly. LetB be an
arbitrary wff in α1. Without loss of generality, we may assume thatB is of the form
(B1 ∨ B2 ∨ . . . ∨ Bm) for m � 1 and eachBi(1 � i � m) is distinct from the others
and is either inβ1 or in γ1. Wefirst show the following: �

Claim 3.12 For each n ∈ ω, 0�n � B is not deducible in K1,0.

Proof: Induction onn. Note thatB is any wff inα1. Basis step(n = 0): Weconsider
two cases: (1)B contains none of the variables1w0,1,

1w0,2,
1w0,3, . . . , of L1,0, and

(2) B contains some of them. �
Case 1: Then each ofB1, . . . , Bm is a member ofβ1. That is, each of them is a
wff of L0 (and thereforeB itself is a wff of L0), and by the definition ofβ1 we have
B1 �∈ �0, B2 �∈ �0, . . . , Bm �∈ �0.

We first show that�0 � B is not deducible inK0 and B �∈ �0. Suppose for a
contradiction thatB ∈ �0. By Claim 3.8,�0 is disjunctive. So, one ofB1, . . . , Bm

must be in�0, which is a contradiction. ThusB �∈ �0. Hence�0 � B is not deducible
in K0, i.e., 0�0 � B is not deducible inK1,0.

Case 2: B contains some of the variables1w0,1,
1w0,2, . . ., of L1,0. Suppose for a

contradiction that�0 � B is deducible inK1,0. Then for some finite�′ ⊆ �0,�
′ � B

is deducible inK1,0. Let σ be one such deduction.σ contains only finitely many wffs
of L1,0. Let 1w0,k1,

1w0,k2, . . .
1w0,ki be the distinct variables ofL1,0 occurring inB.

Let z1, z2, . . . , zi be distinct variables ofL0 not occurring inσ. Then, usingUG, we
see that

�′ � (∀z1)(∀z2) . . . (∀zi)(B1w0,k1
1w0,k2 . . . 1w0,ki/z1z2 . . . zi)

is deducible inK1,0, whereB1w0,k1
1w0,k2 . . . 1w0,ki/z1z2 . . . zi is

(. . . (B1w0,k1/z1)
1w0,k2/z2) . . .)1w0,ki/zi

and can be written as(B′
1 ∨ B′

2 ∨ . . . ∨ B′
m) in which for eachj(1 � j � m),

B′
j =

{
B j, if B j ∈ β1,

B j
1w0,kh/zh for someh � i, if B j ∈ γ1.

Then by usingR12 and some other rules of inference, we can see that�′ � (B′′
1 ∨

B′′
2 ∨ . . . ∨ B′′

m) can be deducible inK1,0, where for eachj(1 � j � m),

B′′
j =

{
B j, if B′

j = B j,

(∀zh)B′
j, if B′

j = B j
1w0,kh/zh for someh � i.

Since(B′′
1 ∨ B′′

2 ∨ . . . ∨ B′′
m) is a wff of L0, we can deduce�′ � (B′′

1 ∨ B′′
2 ∨ . . . ∨

B′′
m) in K0 and also�0 � (B′′

1 ∨ B′′
2 ∨ . . . ∨ B′′

m) in K0. Since�0 is disjunctive, one
of B′′

1, B′′
2, . . . , B′′

m must be in �0. Assume thatB′′
j (1 � j � m) is in �0. Suppose

B′′
j = B j. Then B′′

j = B′
j = B j ∈ β1 and by the definition ofβ1, B′′

j �∈ �0, which is
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acontradiction. SupposeB′′
j = (∀zh)B′

j, for someh � i. Then(∀zh)B′
j is congruent

with some(∀x)C ∈ β1, whereB′
j = B j

1w0,kh/zh andB j is the distinguished instance
of (∀x)C in L1,0. Since(∀zh)B′

j ∈ �0,�0 � (∀zh)B′
j is deducible inK0. Then using

Cut, we can deduce�0 � (∀x)C in K0, which yields(∀x)C ∈ �0. This contradicts
(∀x)C ∈ β1. Weget a contradiction in either way. Hence�0 � B is not deducible in
K1,0.

Induction step (n > 0): Assume as the induction hypothesis that for allB ∈ α1, 0�n

� B is not deducible inK1,0. Wewant to show that for allB ∈ α1,
0�n+1 � B is not

deducible inK1,0. Now suppose for a contradiction that for someB ∈ α1,
0�n+1 � B

is deducible inK1,0. Then0�n+1 �= 0�n. So,0�n+1 is obtained either by the clause
(iii) or by (v) of Step 2.

Case 3: If 0�n+1 is obtained by the clause (iii) of Step 2, we can easily get a con-
tradiction.

Case 4: Suppose0�n+1 is obtained by the clause (v). ThenAn+1 ∈ 0�n, An+1 =
(C ∨ D), neither0�n � C nor 0�n � D is deducible inK1,0, and

0�n+1 =
{

0�n ∪ {C}, if for no wff A ∈ α1,
0�n ∪ {C} � A is deducible inK1,0,

0�n ∪ {D}, otherwise.

If 0�n+1 = 0�n ∪ {C}, then for no wff A ∈ α1,
0�n ∪ {C} � A is deducible inK1,0,

which contradicts our assumption that0�n+1 � B is deducible inK1,0. So0�n+1 =
0�n ∪ {D} and there is some wffA ∈ α1 such that0�n ∪ {C} � A is deducible inK1,0.
Let A′ be one such wff inα1. Sinceα1 is closed under disjunction,(B ∨ A′) ∈ α1.
Also, using the rules of inferenceR2 andR6, we see that both0�n ∪ {D} � B ∨ A′

and0�n ∪ {C} � B ∨ A′ are deducible inK1,0. Then we can obtain the following
deduction inK1,0 by R3:

0�n, C � B ∨ A′ 0�n, D � B ∨ A′ 0�n � C ∨ D
0�n, 0�n, 0�n � B ∨ A′ .

That is, for some wffA in α1,
0�n � A is deducible inK1,0, which contradicts the

induction hypothesis.
Thus in either case we get a contradiction. So, for no wffB ∈ α1,

0�n+1 � B is
deducible inK1,0. This completes the proof of the Claim. Now it is easy to see that

for eachB ∈ α1,
0�ω � B is not deducible inK1,0, from which we can also see that

for eachB ∈ α1,
1�0 � B is not deducible inK1,0. Similarly, we can show that for

eachn � 2 and eachB ∈ α1,
n�0 � B is not deducible inK1,n−1. Finally, it is then

a routine to show that for eachB ∈ α1,�1 � B is not deducible inK1 and B �∈ �1.
This completes the proof of Claim 3.11.

The next two claims are straightforward.

Claim 3.13 A �∈ � and � is a consistent set of wffs of Lω.

Claim 3.14 Let (∀x)A be a wff of Lω such that x occurs free in A and (∀x)A �∈ �.
Then there is some variable y of Lω such that y is free for x in A and Ax/y �∈ �.
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Claim 3.15 There is an interpretation M for Lω such that for every wff A ∈ Lω,

(a) A ∈ � iff M(A) = T,
(b) ¬A ∈ � iff M(A) = F, and
(c) (A �∈ � and¬A �∈ �) iff M(A) = N.

Proof: Wefirst define an interpretationM for Lω as follows: �
(i) |M| = 〈D, SLω〉, whereD = {t : t is a vc-term ofLω} andt = {u : t

.= u ∈ �}
for each vc-termt of Lω, andSLω is the set of sentences ofLω.

(ii) For each vc-termt of Lω, M(t) = t ∈ D.
(iii) For each q-term ‘A’ of Lω, M(‘ A’ ) = A ∈ SLω.
(iv) For eachn-ary predicate symbolPn

i of Lω, i.e., ofL ,
M(Pn

i ) = 〈G(Pn
i ), H(Pn

i )〉, where

G(Pn
i ) = {〈t1, t2, . . . , tn〉 : Pn

i (t1 t2 . . . tn) ∈ �}, and

H(Pn
i ) = {〈t1, t2, . . . , tn〉 : ¬Pn

i (t1 t2 . . . tn) ∈ �}.
(v) For the truth predicate Tr, M(Tr) = 〈G(Tr), H(Tr)〉, where

G(Tr) = {A : A ∈ SLω and Tr(‘ A’ ) ∈ �} and

H(Tr) = {A : A ∈ SLω and¬Tr(‘ A’ ) ∈ �}.
(vi) For the equality symbol

.=, M(
.=) = 〈G(

.=), H(
.=)〉, where

G(
.=) = {〈t1, t2〉 : t1

.= t2 ∈ �} and

H(
.=) = {〈t1, t2〉 : ¬t1

.= t2 ∈ �}.
(vii) M also satisfies the clauses (vii) – (xiii) in the definition of an interpretation for

L in 3.1.

Note that since� is consistent, the setsG(Pn
i ) ∩ H(Pn

i ), G(Tr) ∩ H(Tr), and
G(

.=) ∩ H(
.=) are all empty. We can now easily establish the following four claims:

Claim 3.16 Let t1, t2, and t3 be arbitrary vc-terms of Lω. Then the following hold:

(1) t1
.= t1 ∈ �,

(2) If t1
.= t2 ∈ �, then t2

.= t1 ∈ �,
(3) If t1

.= t2 ∈ � and t2
.= t3 ∈ �, then t1

.= t3 ∈ �, and
(4) If t1

.= t2 ∈ � and A ∈ �, then A′ ∈ �, where t1, t2, A, and A′

satisfy the conditions in the inference rule EQ.

Claim 3.17 Let t and u be arbitrary vc-terms of Lω. Then t = u iff t
.= u ∈ �.

Claim 3.18 {〈t1, t2〉 : t1
.= t2 ∈ �} = {〈t, t〉 : t ∈ D}, where t, t1, and t2 are arbi-

trary vc-terms of Lω.

Claim 3.19 M(Pn
i ) and M(

.=) are well-defined. That is, e.g., if ti = ui for all i(1�
i � n), then

(1) 〈M(t1), . . . , M(tn)〉 ∈ G(Pn
i ) iff 〈M(u1), . . . , M(un)〉 ∈ G(Pn

i ),
(2) 〈M(t1), . . . , M(tn)〉 ∈ H(Pn

i ) iff 〈M(u1), . . . , M(un)〉 ∈ H(Pn
i ),
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(3) 〈M(t1), . . . , M(tn)〉 �∈ G(Pn
i ) ∪ H(Pn

i )

iff 〈M(u1), . . . , M(un)〉 �∈ G(Pn
i ) ∪ H(Pn

i ).

We are now ready to prove Claim 3.15 by induction on the complexity of wffA of
Lω. The casesA = Pn

i (t1 . . . tn), A = t1
.= t2, A = Tr(‘ B’ ), A = ¬B, and A = (B ∨

C) are easy. So we only consider the caseA = (∃x)B. Then it is also easy to show
both (a)(∃x)B ∈ � iff M((∃x)B) = T and(c) ((∃x)B) �∈ � and¬(∃x)B �∈ �) iff
M((∃x)B) = N. So we only show (b)¬(∃x)B ∈ � iff M((∃x)B) = F.

Suppose¬(∃x)B ∈ �. Then by the inference ruleR15-(b), (∀x)¬B ∈ �. So
by UI, ¬Bx/t ∈ � for every vc-termt of Lω free for x in B. Then by the induction
hypothesis,

(∗) M(Bx/t) = F for every vc-termt of Lω free forx in B.

We now would like to show thatM((∃x)B) = F, i.e., for everyx-variantMx of M,

Mx(B) = F.Suppose for a contradiction that for someMx, Mx(B) �= F, i.e., for some
Mx, eitherMx(B) = T or Mx(B) = N. Let Mx(x) = t for some vc-termt of Lω.

Case 5: Mx(B) = T: We consider two subcases:Subcase (1) t is free forx in B,
andSubcase (2) t is not free forx in B.

Subcase 1: SinceMx(x) = M(t) = t, Mx(B) = M(Bx/t) = T by Proposition 3.3,
which contradicts(∗) above.

Subcase 2: Then we can find a wffD of Lω which is congruent withB and in which
t is free forx. Then we easily get(∃x)D ∈ �, which in turn yields(∃x)B ∈ �. This
is a contradiction.

Case 6: Mx(B) = N: When t is free forx in B, we can get a contradiction as in
Subcase (1) of the above case. So suppose thatt is not free forx in B. Then there is
a wff D of Lω such thatD is congruent withB andt is free forx in D. By Corol-
lary 3.5,Mx(B) = Mx(D) = N. SinceMx(x) = M(t) = t, Mx(D) = M(Dx/t) =
N. Then by the induction hypothesis,Dx/t �∈ � and¬Dx/t �∈ �. But (∀x)¬B ∈
� and(∀x)¬B is congruent with(∀x)¬D, from which we see by Proposition 2.6 that
(∀x)¬B � (∀x)¬D is deducible inKω. Hence, using Cut,(∀x)¬D ∈ �. Then, us-
ing UI, ¬Dx/u ∈ � for every vc-termu of Lω free for x in D, which contradicts
¬Dx/t �∈ �.

Conversely, suppose thatM((∃x)B) = F. Then for everyx-variant Mx of M,

Mx(B) = F. If x does not occur free inB, then sinceM itself is anx-variant ofM,

M(B) = F.Thus by the induction hypothesis,¬B ∈ �, from which we can easily get
¬(∃x)B ∈ � by some inference rules. Suppose now thatx does occur free inB. Let
y be an arbitrary variable ofLω free forx in B and letMx be anx-variant ofM such
that Mx(x) = M(y) = y. Then by Proposition 3.3,Mx(B) = M(Bx/y) = F. By the
induction hypothesis,¬Bx/y ∈ �, i.e.,(¬B)x/y ∈ � for every variabley of Lω free
for x in ¬B. So(∀x)¬B ∈ � by Claim 3.14. Using the inference ruleR15-(a), we
see that� � ¬(∃x)B is deducible inKω. So¬(∃x)B ∈ �.

This completes the proof of Claim 3.15.

Claim 3.20 � �� A.
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Proof: The interpretationM given in Claim 3.15 is a model of�, since� ⊆ � and
(A ∈ � iff M(A) = T, for each wff A of Lω). But, sinceA �∈ � by Claim 3.13,
M(A) �= T. Thus� �� A. �

Claim 3.20 completes the proof of Theorem 3.7.

Corollary 3.21 � � A iff � � A, where � is a nonempty set of wffs of L and A is
a wff of L .

Proof: From Theorem 3.4 and Theorem 3.7. �

Corollary 3.22 (The Compactness Theorem forK) Let � and A be as in Corollary
3.21. Then if � � A, then �′ � A for some finite subset �′ of �.

Proof: From Theorem 3.7, Fact 2.4, and Theorem 3.4. �

REFERENCES

[1] Aoyama, H., “On some classical systems of logic with a truth predicate symbol,”Tokai
Review, vol. 19 (1994), pp. 59–76.1

[2] Cleave, J., “The notion of logical consequence in the logic of inexact predicates,”
Zeitschrift für mathematische Logik und Grundlagen der Mathematik, vol. 20 (1974),
pp. 307–324.Zbl 0299.02015 MR 51:10028 1

[3] Kearns, J. T., “The strong completeness of a system for Kleene’s three-valued logic,”
Zeitschrift für mathematische Logik und Grundlagen der Mathematik, vol. 25 (1979),
pp. 61–68.Zbl 0407.03030 MR 80d:03020 1, 1

[4] Kripke S., “Outline of a theory of truth,”The Journal of Philosophy, vol. 72 (1975),
pp. 690–716.Zbl 0952.03513

[5] McCarthy, T., “Abstraction and definability in semantically closed structures,”Journal
of Philosophical Logic, vol. 14 (1985), pp. 255–266.Zbl 0606.03005 MR 87b:03043

[6] McCarthy, T., “Ungroundedness in classical languages,”Journal of Philosophical
Logic, vol. 17 (1988), pp. 61-74.Zbl 0645.03003 MR 89e:03105

[7] Wang, H., “The calculus of partial predicates and its extension to set theory I,”
Zeitschrift für mathematische Logik und Grundlagen der Mathematik, vol. 7 (1961),
pp. 283–288.Zbl 0124.24604 MR 26:11 1

Tokai-Gakuen Women’s College
901, Nakahira 2-Chome
Tempaku-Ku, Nagoya 468
Japan

http://www.emis.de/cgi-bin/MATH-item?0299.02015
http://www.ams.org/mathscinet-getitem?mr=51:10028
http://www.emis.de/cgi-bin/MATH-item?0407.03030
http://www.ams.org/mathscinet-getitem?mr=80d:03020
http://www.emis.de/cgi-bin/MATH-item?0952.03513
http://www.emis.de/cgi-bin/MATH-item?0606.03005
http://www.ams.org/mathscinet-getitem?mr=87b:03043
http://www.emis.de/cgi-bin/MATH-item?0645.03003
http://www.ams.org/mathscinet-getitem?mr=89e:03105
http://www.emis.de/cgi-bin/MATH-item?0124.24604
http://www.ams.org/mathscinet-getitem?mr=26:11

