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Abstract This paper is a contribution to the study of equality-free logic, that
is, first-order logic without equality. We mainly devote ourselves to the study of
algebraic characterizations of its relation of elementary equivalence by provid-
ing some Keisler-Shelah type ultrapower theorems and an Ehrenfeucht-Fraı̈sśe
type theorem. We also give characterizations of elementary classes in equality-
free logic. As a by-product we characterize the sentences that are logically
equivalent to an equality-free one.

1 Introduction In first-order logic it is common to employ one symbol for the
equality relation. Equality is considered a logical notion, with a fixed meaning. This
was not the case when the first investigations in mathematical logic took place, but
this practice has been strongly supported by successful applications to mathematical
theories. Thus, the general study of first-order logic without equality, orequality-free
logic, as weprefer to call it, has been neglected in favor of the more powerful version
with equality. Recently some interest in fragments of equality-free logic has arisen
in the frame of algebraic logic (see Blok and Pigozzi [5] and Bloom [2]). We think
that a model-theoretic study of equality-free logic is worthwhile by itself and we hope
that, by means of contrast with the well-known results for first-order logic, this study
will contribute to the understanding of the role of equality in mathematical theories
and structures. As an easy example of this comparison consider the fact that every
satisfiable set of equality-free sentences has an infinite model.

Let L be a similarity type. The set of equality-free formulas ofL, that is, the set
of all first-order formulas ofL not containing the equality symbol, is denoted byL−.
Given two L-structuresA, B with A ≡− B we mean thatA andB satisfy exactly
the same sentences ofL−. Wedevote this paper to the study of algebraic characteri-
zations of the relation≡− and of elementary classes in the sense ofL−.

In Section 2 theLeibniz congruence of a structureA, �(A), is introduced. It is
the greatest congruence onA. This notion was already considered a long time ago

Received July 17, 1995; revised May 28, 1996



EQUALITY-FREE LOGIC 507

(see, for example, Monk [9]) but its name and its present interest mainly come from
Blok and Pigozzi [4]. The quotientA∗ = A/�(A) is called thereduction of A. Fol-
lowing Blok and Pigozzi [3] we say that two structuresA, B arerelatives and we
write A ∼ B if they have isomorphic reductions. It turns out that∼ is a weak notion
of isomorphism which is appropriate for equality-free logic. In Proposition2.6 we
give several conditions equivalent toA ∼ B and in Theorem2.8 we prove that for
any structuresA, B, A ≡− B is equivalent to the existence of elementary extensions
C, D of A andB such thatC ∼ D. From this we obtain in Theorem2.9a first alge-
braic characterization of elementary classes inL−. It is well-known (see [9]) that an
equality-free sentence is preserved under strict homomorphic images and pre-images.
Here we prove the converse in Corollary2.10: a first-order sentence which is pre-
served under strict homomorphic images and pre-images is equivalent to an equality-
free sentence.

In Section 3 we generalize the Keisler-Shelah theorem on isomorphic ultrapow-
ers to the equality-free case (Theorems3.1and3.3). What we obtain is thatA ≡− B is
equivalent to the existence of an ultrafilterU such thatAU ∼ BU . Then we restrict our
attention to relational similarity types and we get stronger results (see Theorem3.8
and Corollary3.9). We use these theorems to obtain new algebraic characterizations
of elementary classes in equality-free logic (Theorems3.4 and3.10). In Section 4
back and forth systems for equality-free logic are introduced. We obtain an analogue
of the Ehrenfeucht-Fraı̈sśetheorem (Proposition4.5) and we state without proofs the
basic facts about infinite back and forth.

Our notation and terminology is standard. If(Ai)i∈I is a family of structures and
U is an ultrafilter overI,

∏
i∈I Ai is the direct product of the family and

∏
i∈I Ai/U

is the ultraproduct moduloU. We denote byAI the direct power ofA and byAU

the ultrapower moduloU. In Section 3 we consider some similar although different
constructions: theultrafilter-product

∏U
i∈I Ai and theultrafilter-power

∏U
A. If L

is a similarity type,L0 is the set of quantifier-free formulas ofL and L−
0 is the set

of quantifier-free and equality-free formulas ofL. We write A ≡0 B andA ≡−
0 B

to mean thatA andB satisfy exactly the same sentences ofL0 andL−
0 respectively.

If A is an L-structure andB ⊆ A, we denote byL(B) the similarity type obtained
from L by adding a new constant symbol for each element ofB and byAB the natural
expansion ofA to L(B) where every new constant denotes its corresponding element.

2 Relativeness and the Leibniz congruence We begin by defining the notion of
strict homomorphism. This terminology comes from Czelakowski [6]. In [9] these
homomorphisms are called two-way homomorphisms. They should not be confused
with strong homomorphisms in the sense of Chang and Keisler [7].

Definition 2.1 If A andB areL-structures, we say that a homomorphismh : A →
B is strict if for every n-ary relation symbolR ∈ L and for everya1, . . . , an ∈ A,

〈a1, . . . , an〉 ∈ RA iff 〈h(a1), . . . , h(an)〉 ∈ RB.

Lemma 2.2 Let A and B be L-structures and h a homomorphism from A onto B.
Then the following are equivalent.
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(i) h is a strict homomorphism.
(ii) (A, a)a∈A ≡−

0 (B, h(a))a∈A.
(iii) (A, a)a∈A ≡− (B, h(a))a∈A.

Proof: Left to the reader. �
In particular, if there is a strict homomorphism fromA ontoB, A andB satisfy ex-
actly the same equality-free sentences.

Given a classK of L-structures, we denote byHS K the class of all strict homo-
morphic images of members ofK and byH−1

S K the class of all strict homomorphic
pre-images of members ofK.

Definition 2.3 Let A be anL-structure andB ⊆ A, we define for any tuplea of
elements ofA theequality-free type of a over B in A by

tp−
A(a/B) = {ϕ(x) ∈ L−(B) : AB |= ϕ [a]} ,

and theequality-free atomic type of a over B in A by

atp−
A(a/B) = {ϕ(x) ∈ tp−

A(a/B) : ϕ is atomic}.

Definition 2.4 Given a structureA, we define the relation�(A) onA by

�(A) = {〈a, b〉 ∈ A2 : a tp−
A(a/A) = atp−

A(b/A)}.
This relation is a congruence ofA and it is calledthe Leibniz congruence of A. In fact
the Leibniz congruence ofA is the greatest congruence relation onA (i.e., it refines
every congruence ofA). Since for anya, b ∈ A,

a tp−
A(a/A) = atp−

A(b/A) iff tp−
A(a/A) = tp−

A(b/A)

we have
a ≡ b (mod�(A)) iff tp−

A(a/A) = tp−
A(b/A).

A structure isreduced if its Leibniz congruence is the identity. The quotientA/�(A)

is reduced and is calledthe reduction of A; it will be denoted byA∗. Notice that for
any reduced structureA, A ∼= A∗. Moreover, it is easy to check that the canonical
homomorphism fromA ontoA∗ is strict.

Wenow introduce an equivalence relation between structures that plays for languages
without equality the same role that isomorphisms play for languages with equality. To
our knowledge this relation was first defined by Blok and Pigozzi for the special case
of logical matrices in [3], using Condition (ii) of Proposition2.6below as the defining
condition; the word “relative” was introduced by them.

Definition 2.5 Let A andB be L-structures. We say that a relationR ⊆ A × B is
a relativeness correspondence betweenA andB if dom(R) = A, rg(R) = B and

(1) for any constantc ∈ L, cARcB,
(2) for anyn-ary function symbolf ∈ L, anya1, . . . , an ∈ A and anyb1, . . . , bn ∈

B such thatai Rbi for eachi = 1, . . . , n,

f A(a1, . . . , an)R f B(b1, . . . , bn),
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(3) for anyn-ary relation symbolP ∈ L, anya1, . . . , an ∈ A and anyb1, . . . , bn ∈
B such thatai Rbi for eachi = 1, . . . , n,

〈a1, . . . , an〉 ∈ PA iff 〈b1, . . . , bn〉 ∈ PB.

And we say that twoL-structuresA andB arerelatives, in symbolsA ∼ B, if there
is a relativeness correspondence between them.

The relation of being either a strict homomorphic image or a strict homomorphic
pre-image is not in general transitive. Its transitivization is precisely the relativeness
relation, as the next proposition states. The equivalences between (ii), (iii), (iv) and
(v) already appear in [3] for the special case of logical matrices.

Proposition 2.6 Let A and B be L-structures. Then the following are equivalent.

(i) A ∼ B.

(ii) There are n ∈ ω and L-structures C0, . . . ,Cn such that A = C0, B = Cn and
for any i < n, Ci+1 ∈ HS(Ci) or Ci+1 ∈ H−1

S (Ci).
(iii) A,B ∈ HS(C) for some C.
(iv) A,B ∈ H−1

S (C) for some C.
(v) A∗ ∼= B∗.

(vi) There are enumerations of A and B, a = (ai : i ∈ I) and b = (bi : i ∈ I) re-
spectively, such that (A, a) ≡−

0 (B, b).

(vii) There are enumerations of A and B, a = (ai : i ∈ I) and b = (bi : i ∈ I) re-
spectively, such that (A, a) ≡− (B, b).

Proof: It is clear that (vi)⇔ (vii). The directions (iii)⇒ (ii), (iv) ⇒ (ii) and (v)⇒
(iv) are also clear.

(vi) ⇒ (v) Suppose that there are enumerations ofA andB, a = (ai : i ∈ I) and
b = (bi : i ∈ I), respectively, such that

(A, a) ≡−
0 (B, b).

Wedefineh : A∗ → B∗ as follows: for anyi ∈ I

h([ai]�(A)) = [bi]�(B) .

First of all we show that for any termt(y1, . . . , yn) of L and anyi1, . . . , in, j ∈ I,
[
tA[ai1, . . . , ain ]

]
�(A)

= [
a j

]
�(A)

iff
[
tB[bi1, . . . , bin ]

]
�(B)

= [
b j

]
�(B)

. (1)

Assume that [
tA[ai1, . . . , ain ]

]
�(A)

= [
a j

]
�(A)

but [
tB[bi1, . . . , bin ]

]
�(B)

�= [
b j

]
�(B)

.

Then, there is some quantifier-free formulaϕ(z, x1, . . . , xm) ∈ L− (where the vari-
ablesz, x1, . . . , xm don’t occur int) and a sequenced1, . . . , dm of elements ofB such
that

B |= ϕ(z, x1, . . . , xm)
[
tB[bi1, . . . , bin ], d1, . . . , dm

]
,
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but
B �|= ϕ(z, x1, . . . , xm)

[
b j, d1, . . . , dm

]
.

Then, for any 0< k ≤ m, we choosejk ∈ I such thatdk = b jk in the enumerationb
of B. Hence,

B |= ϕ(z, x1, . . . , xm)
[
tB[bi1, . . . , bin ], b j1, . . . , b jm

]
,

but
B �|= ϕ(z, x1, . . . , xm)

[
b j, b j1, . . . , b jm

]
.

Let ϕ′ be obtained fromϕ by substituting the termt for the variablez. We have

B |= ϕ′(y1, . . . , yn, x1, . . . , xm)
[
bi1, . . . , bin , b j1, . . . , b jm

]
.

Since
(A,a) ≡−

0 (B, b),

we have

A |= ϕ′(y1, . . . , yn, x1, . . . , xm)
[
ai1, . . . , ain , a j1, . . . , a jm

]

and
A �|= ϕ(z, x1, . . . , xm)

[
a j, a j1, . . . , a jm

]
.

But then
A |= ϕ(z, x1, . . . , xm)

[
tA[ai1, . . . , ain ], a j1, . . . , a jm

]
,

which is absurd. Therefore, we conclude that
[
tB[bi1, . . . , bin ]

]
�(B)

= [
b j

]
�(B)

.

We can prove the other direction of(1) analogously. By using(1) it is easy to see
thath is well-defined and it is an isomorphism.

(ii) ⇒ (v) It suffices to show that ifA andB areL-structures andh : A → B is a
strict homomorphism fromA ontoB thenA∗ ∼= B∗. Sinceh is ontoB, wehave that
a = (a : a ∈ A) andb = (h(a) : a ∈ A) are enumerations (possibly with repetitions)
of A andB. And sinceh is a strict homomorphism, by Lemma2.2, weobtain that

(A, a) ≡−
0 (B, b).

Therefore, by the implication (vi)⇒ (v), we conclude thatA∗ ∼= B∗.
(vi) ⇒ (iii) Suppose that there are enumerationsa = (ai : i ∈ I) andb = (bi :

i ∈ I) of A andB respectively such that

(A, a) ≡−
0 (B, b).

Let V = {xi : i ∈ I} be a set of variables,T the algebra of terms of typeL freely
generated by the setV andh the homomorphism fromT onto the algebraic reduct of
A such that for anyi ∈ I

h(xi) = ai.
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Wedefine anL-structureC in the following way. The algebraic reduct ofC is T and
for anyn-ary relation symbolR ∈ L and anyt1, . . . , tn ∈ T

〈t1, . . . , tn〉 ∈ RC iff 〈h(t1), . . . , h(tn)〉 ∈ RA.

It is easy to see thath is a strict homomorphism fromC ontoA. And since

(A, a) ≡−
0 (B, b),

the function f0 : V → B such that for anyi ∈ I

f0(xi) = bi,

can be extended to a strict homomorphismf from C ontoB. ThereforeA ∈ HS(C)

andB ∈ HS(C).

(i) ⇒ (vi) Let R be a relativeness correspondence betweenA andB. An easy
induction shows that for any equality and quantifier-free formulaϕ(x1, . . . , xn) of L,
anya1, . . . , an ∈ A and anyb1, . . . , bn ∈ B such that for eachi, 1 ≤ i ≤ n, ai Rbi,

A |= ϕ[a1, . . . , an] iff B |= ϕ[b1, . . . , bn].

Therefore, if there are enumerationsa = (ai : i ∈ I) andb = (bi : i ∈ I) of A andB
respectively such that for anyi ∈ I, ai Rbi, we have(A, a) ≡−

0 (B, b). Clearly such
enumerations exist.

(v) ⇒ (i) Assume thatA∗ ∼= B∗ and leth : A∗ → B∗ be an isomorphism. Define
the relationR ⊆ A × B by

aRb iff h([a]�(A)) = [b]�(B),

for anya ∈ A and anyb ∈ B. It is easy to check thatR is a relativeness correspondence
betweenA andB. �

Lemma 2.7 Let A and B be L-structures and suppose that there are sequences of
elements of A and B, a = (ai : i ∈ I) and b = (bi : i ∈ I), respectively, such that

(A, a) ≡− (B, b).

Then there are A′ � A and sequences c = (a j : j ∈ J) and d = (b j : j ∈ J) of elements
of A′ and B, respectively, such that

(A′, c) ≡− (B, d),

a ⊆ c, b ⊆ d and d is an enumeration of B.

Proof: Weexpand the language introducing new constants classified in the follow-
ing three disjoint sets

CA = {ca : a ∈ A − rg(a)}, CI = {ci : i ∈ I}, CB = {cb : b ∈ B − rg(b)},

and we consider the elementary diagram ofA in this expanded language, i.e., the set
of all sentences of typeL ∪ CI ∪ CA true in(A, a, a)a∈A−rg(a), and the equality-free
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elementary diagram ofB in this expanded language, i.e., the set of all equality-free
sentences of typeL ∪ CI ∪ CB true in (B, b, b)b∈B−rg(b)

. Let � be the union of

these two diagrams. Since(A, a) ≡− (B, b), � is consistent. Let

C = (A′, cC)c ∈ CA ∪ CB ∪ CI

be a model of�. We may assume thatcC
i = ai for all i ∈ I and thatcC

a = a for all
a ∈ A − rg(a). SinceC is a model of the elementary diagram ofA we have thatA ≺
A′. Let c = a ∪ (cC

b : b ∈ B − rg(b)) andd = b ∪ (b : b ∈ B − rg(b)). SinceC is a
model of the equality-free elementary diagram ofB,

(A′, c) ≡− (B, d).

�

Theorem 2.8 Let A and B be L-structures. Then the following are equivalent.

(i) A ≡− B.
(ii) There are C � A and D � B such that C ∼ D.

Proof: (ii) ⇒ (i) is clear. (i)⇒ (ii) Suppose thatA ≡− B. Using Lemma2.7 we
can define by induction two elementary chains of models(An)n∈ω and(Bn)n∈ω and
two chains of sequences(an)n∈ω and(bn)n∈ω such thatA0 = A, B0 = B and for any
n ∈ ω:

a) an = (ai : i ∈ In) andbn = (bi : i ∈ In) are sequences of elements ofAn and
Bn respectively such that

(An, an) ≡− (Bn, bn);
and

b) An ⊆ rg(an+1) andBn ⊆ rg(bn+1).

Let C = ⋃
n∈ω

An, D = ⋃
n∈ω

Bn, c = ⋃
n∈ω

an andd = ⋃
n∈ω

bn. We have thatC � A and

D � B. Moreover,c andd are enumerations ofC andD, respectively, and

(C, c) ≡− (D, d).

By Proposition2.6, weconclude thatC ∼ D. �

Theorem 2.9 Let K be a class of L-structures. The following are equivalent.

(i) K is axiomatizable by a set of equality-free sentences.
(ii) K is closed under ultraproducts, HS and H−1

S and for any L-structure A the
following holds: if some ultrapower of A lies in K, then A ∈ K.

Proof: (i) ⇒ (ii) is clear. (ii) ⇒ (i) Consider the equality-free theory ofK:

Th−(K) = {σ : σ is a sentence ofL− and for anyB ∈ K,B |= σ} .

We will show that if A |= Th−(K) thenA ∈ K. Suppose thatA |= Th−(K). Let
Th−(A) be the equality-free theory ofA:

Th−(A) = {σ : σ is a sentence ofL− andA |= σ} .
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SinceA |= Th−(K), for anyσ ∈ Th−(A) there isBσ ∈ K such thatBσ |= σ. Let
I = Th−(A) and consider for anyσ ∈ Th−(A) the setJσ = {β ∈ I : β |= σ}. Since
J = {Jσ : σ ∈ I} has the finite intersection property it can be extended to an ultrafilter
U over I. Let B = ∏

σ∈I Bσ/U. Observe thatA ≡− B. SinceK is closed under
ultraproducts,B ∈ K. By Theorem2.8, there areC � A andD � B such thatC ∼ D.
Therefore, by Proposition2.6, C∗ ∼= D∗. By the assumption we know thatK is an
elementary class (see [7] p. 322) and therefore, sinceB ∈ K andD � B, we have
D ∈ K. SinceK is closed underHS, D∗ ∈ K. Consequently,C∗ ∈ K and sinceK is
closed underH−1

S , C ∈ K. SinceC � A we conclude thatA ∈ K. �

Corollary 2.10 Let T ∪{σ} be a set of sentences of type L. Then

(i) T is axiomatizable by a set of equality-free sentences iff T is preserved under
HS and H−1

S ;
(ii) σ is logically equivalent to an equality-free sentence iff σ is preserved under

HS and H−1
S .

Proof: (i) The implication from left to right is clear. In order to prove the other im-
plication note that sinceT is a set of sentences, Mod(T ) is closed under ultraproducts
and if some ultrapower ofA lies in Mod(T ), A ∈ Mod(T ). Moreover, sinceT is pre-
served underHS andH−1

S , Mod(T ) is closed underHS andH−1
S . By Theorem2.9, T

can be axiomatized by a set of equality-free sentences.
(ii) The implication from left to right is clear. We prove the other implication.

By (i) there is a set of equality-free sentences� such that Mod(�) = Mod(σ). By
compactness, there is a finite�0 ⊆ � such that�0 |= σ. Thenσ is logically equivalent
to

∧
�0. �

3 Ultrapower-type characterizations of ≡− There is a well-known characteriza-
tion of elementary equivalence in terms of ultrapowers due to Keisler and Shelah ac-
cording to which two structuresA andB are elementarily equivalent iff there is an
ultrafilterU over a set of power≤ 2|A|+|B|+ω such thatAU ∼= BU . A similar charac-
terization holds for elementary equivalence for equality-free logic if instead of iso-
morphism of ultrapowers only relativeness of ultrapowers is postulated.

Theorem 3.1 If A and B are L-structures, the following are equivalent.

(i) A ≡− B.

(ii) AU ∼ BU for some ultrafilter U over a set of power ≤ 2|A|+|B|+ω.

Proof: Let κ = 2|A|+|B|+ω. Then|A|κ , |B|κ ≤ 2κ. We may assume that|L| ≤ κ. In
the proof of the analogous result for first-order languages with equality in Shelah [10]
(the interested reader may also consult [7]), it is shown under the hypothesis thatA ≡
B that there are enumerations(ai : i < 2κ) and(bi : i < 2κ) of κ A andκ B respectively
and an ultrafilterU overκ such that for any first-order formulaϕ(x1, . . . , xn) and any
i1 < · · · < in < 2κ,

{ j < κ : A |= ϕ[ai1( j), . . . , ain ( j)]} ∈ U iff { j < κ : B |= ϕ[bi1( j), . . . , bin ( j)]} ∈ U.
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The very same proof works for an equality-freeϕ under the sole hypothesis thatA ≡−

B. In the case of a language with equality the conclusion is

(AU, ([ai]U )i<2κ ) ≡ (BU, ([bi]U )i<2κ )

and therefore,AU ∼= BU . In the case of an equality-free language we may conclude
that

(AU, ([ai]U )i<2κ ) ≡− (BU, ([bi]U )i<2κ )

and by Proposition2.6thatAU ∼ BU . �

Notice that, by Proposition2.6, Theorem3.1can be rephrased as follows.

A ≡−
B iff (AU )∗ ∼= (BU )∗,

for some ultrafilterU over a set of power≤ 2|A|+|B|+ω.
The composition of the ultrapower operation with the reduction operation is a

quotient of the direct product and we may consider it as a single operation. This quo-
tient operation is what actually plays the role in equality-free logic that the ultrapower
operation plays in the Keisler-Shelah theorem.

In equality-free logic the reduced product, the ultraproduct and the ultrapower
operators are not the most natural ones because there is no need to consider quotients
modulo the relation associated to the filter. We now introduce some operators that
play in equality-free logic the same role that ultraproducts and ultrapowers play in
logic with equality. They have been considered, for example, by Monk [9] and Blok
and Pigozzi [5], but to our view their role in equality-free logic has not been stressed
enough.

Definition 3.2 Let I be a nonempty set,(Ai)i∈I a family of L-structures andU an
ultrafilter overI. We define theultrafilter-product of the family (Ai)i∈I moduloU,
that we denote by

∏U
i∈I Ai, as follows.

• The domain of
∏U

i∈I Ai is
∏

i∈I Ai.

• For any constantc ∈ L, c
∏U

i∈I Ai = 〈cAi : i ∈ I〉.
• For anyn-ary function symbolf ∈ L and anya1, . . . , an ∈ ∏

i∈I Ai,

f
∏U

i∈I Ai (a1, . . . , an) = ( f Ai (a1(i), . . . , an(i)) : i ∈ I).

• For anyn-ary relation symbolR ∈ L and anya1, . . . , an ∈ ∏
i∈I Ai,

〈a1, . . . , an〉 ∈ R
∏U

i∈I Ai iff
{

i ∈ I : 〈a1(i), . . . , an(i)〉 ∈ RAi

}
∈ U.

When for anyi ∈ I, Ai = A, we saythat
∏U

A is theultrafilter-power of A. Note that
the relation∼U defined on

∏
i∈I Ai by

a ∼U b iff {i ∈ I : a(i) = b(i)} ∈ U

is a congruence relation of
∏U

i∈I Ai and the ultraproduct
∏

i∈I Ai/U is precisely the
quotient

∏U
i∈I Ai/∼U . Therefore

∏U
i∈I Ai ∈ H−1

S (
∏

i∈I Ai/U) and so
∏U

i∈I Ai and∏
i∈I Ai/U are relatives. This shows that ultraproducts are not necessary in equality-

free logic, and allows us to rephrase Theorem3.1and Theorem2.9 in the following
way.
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Theorem 3.3 If A and B are L-structures, the following are equivalent:

(i) A ≡− B;
(ii)

∏U
A ∼ ∏U

B for some ultrafilter U over a set of power ≤ 2|A|+|B|+ω.

Proof: By Theorem3.1. �

Theorem 3.4 Let K be a class of L-structures. Then the following are equivalent.

(i) K is axiomatizable by a set of equality-free sentences;
(ii) K is closed under ultrafilter-products, HS and H−1

S and for any L-structure A

the following holds: if some ultrafilter-power of A lies in K, then A ∈ K.

Proof: By Theorem2.9. �
We now state some easy facts about the new constructions. The next proposi-

tion is the version of Łós theorem for equality-free logic and the ultrafilter-product
construction, and its proof is straightforward.

Proposition 3.5 Let I be a nonempty set, (Ai)i∈I a family of L-structures and U an
ultrafilter over I. Then, for any a1, . . . , an ∈ ∏

i∈I Ai and any formula ϕ(x1, . . . , xn)

∈ L−,

∏U

i∈I
Ai |= ϕ [a1, . . . , an] iff {i ∈ I : Ai |= ϕ [a1(i), . . . , an(i)]} ∈ U.

The notion of elementary substructure can be generalized to equality-free logic in a
natural way. IfA andB areL-structures, we say thatA is anL−-substructure of B,
writtenA ≺− B, if A ⊆ B and for any equality-free formulaϕ(x1, . . . , xn) of L and
anya1, . . . , an ∈ A,

A |= ϕ [a1, . . . , an] iff B |= ϕ [a1, . . . , an] .

It clearly holds that ifU is an ultrafilter overI, the mappingh(a) = (a : i ∈ I) is an
isomorphism ofA onto anL−-substructure of

∏U
A.

The next example shows that in Theorem3.3we can not replace the relativeness
relation by isomorphism, that is, it shows that it is not true in general thatA ≡− B

implies that there is an ultrafilterU such that
∏U

A ∼= ∏U
B. Note that this is not

immediate since from
∏U

A ∼= ∏U
B we can not infer thatAU ∼= BU .

Example 3.6 Let L be any similarity type with one monadic relation symbolP, one
monadic function symbolf (and possibly more function symbols but no more rela-
tion symbols). LetA = ({0,1} , PA, f A, . . .) andB = ({0,1} , PB, f B, . . .) be two
L-structures withPA = PB = {0,1}, f A = {〈0,0〉, 〈1,1〉} and f B = {〈0,1〉, 〈1,0〉}.
Clearly A∗ ∼= B∗ and thereforeA ≡− B. But there is no ultrafilterU such that∏U

A ∼= ∏U
B, because

∏U
A |= ∀x f (x) = x and

∏U
B �|= ∀x f (x) = x.

Now we see that for relational similarity types and structures with at least two
elements we can indeed replace in Theorem3.3 the relation of relativeness by the
isomorphism one.

Lemma 3.7 Let A be an L-structure with at least two elements, I a nonempty set

and U an ultrafilter over I. Then, for any a ∈ AI, |U| ≤
∣∣∣[a]

�(
∏U

A)

∣∣∣.
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Proof: Let a ∈ AI . We fix two distinct elementsc, d ∈ A and define for anyX ∈ U
an elementaX ∈ AI in the following way.

aX(i) =



a(i), if i ∈ X
c, if i /∈ X anda(i) �= c
d, if i /∈ X anda(i) = c,

for any i ∈ I. Clearly{i ∈ I : aX(i) = a(i)} = X ∈ U. Therefore, since the relation
∼U in AI , defined as before, is a congruence relation of

∏U
A and the Leibniz con-

gruence�(
∏U

A) is the greatest one, we have thataX ≡ a (mod�(
∏U

A)). More-
over, for anyX, Y ∈ U, if X �= Y we have thataX �= aY . Therefore we conclude that

|U| ≤
∣∣∣[a]

�(
∏U

A)

∣∣∣ . �

Theorem 3.8 Let L be a relational similarity type and A and B two L-structures
with at least two elements. Then the following are equivalent.

(i) A ≡− B.
(ii)

∏U
A ∼= ∏U

B for some ultrafilter U over a set of power ≤ 2|A|+|B|+ω.

Proof: (ii) ⇒ (i) is clear. (i) ⇒ (ii) Suppose thatA ≡− B. By Theorem3.3,∏U
A ∼ ∏U

B for some ultrafilterU over a setI of power≤ 2|A|+|B|+ω. Without
loss of generality we can assume that|I| ≥ |A| + |B| which implies that for every el-
ementa ∈ AI the cardinality of its equivalence class modulo the Leibniz congruence
is ≤ |U|, and similarly for everyb ∈ BI . By Lemma3.7, wehave that for anya ∈ AI

and for anyb ∈ BI ,

(∗)

∣∣∣[a]
�(

∏U
A)

∣∣∣ = |U| =
∣∣∣[b]

�(
∏U

B)

∣∣∣ .

Now since(
∏U

A)∗ ∼= (
∏U

B)∗, let h be an isomorphism between these structures.
With its help and using condition (∗) we obtain enumerations without repetitions of
AI andBI , a = (a j : j ∈ J) andb = (b j : j ∈ J), respectively, such that

(
∏U

A, a) ≡− (
∏U

B, b).

SinceL is relational, the mapping sendinga j to b j is an isomorphism from
∏U

A

onto
∏U

B. �
Now we prove a more general version of the previous theorem. Notice that ifA is a
one-element structure andA ≡− B, thenA ∼= B∗.

Corollary 3.9 Let L be relational and let A and B be L-structures. Then, A ≡− B

if and only if one of the following three cases holds.

(i)
∏U

A ∼= ∏U
B for some ultrafilter U over a set of power ≤ 2|A|+|B|+ω.

(ii) A ∼= B∗.
(iii) A∗ ∼= B.

Proof: Each one of the conditions (i), (ii) and (iii) implies thatA ≡− B. Now, if
A ≡− B and both structures have at least two elements, condition (i) follows from the
preceding theorem. In the case that one of the structures is a one-element structure,
by the previous observation one of the other conditions follows. �
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Corollary3.9 allows us to obtain a new characterization of elementary classes
in equality-free logic, although restricted to relational similarity types.

Corollary 3.10 Let L be a relational similarity type and K a class of L-structures.
Then, the following are equivalent.

(i) K is axiomatizable by a set of equality-free sentences.
(ii) (a) K is closed under ultrafilter-products and isomorphic images.

(b) For any L-structure A, if some ultrafilter-power of A lies in K then A ∈ K.

(c) For any one-element L-structure A, A ∈ K iff there is a B ∈ H−1
S (A) such

that B ∈ K and |B| ≥ 2.

Proof: That (i) implies conditions (a) and (b) of (ii) is clear. It also implies condition
(c), sinceK is closed underH−1

S andHS. Now assume that (ii) holds. By reasoning
as in the proof of Theorem2.9but now using an ultrafilter-product instead of an ul-
traproduct, it is sufficient to show thatA ∈ K under the assumption thatA ≡− B

for someB ∈ K. If A andB have at least two elements this follows from Theo-
rem 3.8. If A is a one-element structure andB is not,A ∼= B∗. SoB ∈ H−1

S (A).
Therefore, by condition (c) of the assumption, we getA ∈ K. Now, if B is a one-
element structure andA is not, there is, by (c),C ∈ K with at least two elements such
thatC ∈ H−1

S (B). But thenA ≡− C and we argue as in the first case. To conclude,
note that if both structures are one-element structures, being equality-free equivalent,
they must be isomorphic. �
The following examples show that Condition (c) in Corollary3.10can not be elimi-
nated.

Example 3.11 Let L = {P}, whereP is a monadic relation symbol. LetK1 be the
class of all one-elementL-structures and letK2 be the class of allL-structures having
at least two elements.K1 andK2 are not axiomatizable by a set of equality-free sen-
tences and they satisfy conditions (a) and (b) of Corollary3.10. K1 does not satisfy
the implication from left to right in condition (c) andK2 does not satisfy the implica-
tion from right to left in that condition.

4 Back and forth for equality-free logic The characterization ofA ≡ B, for A and
B of the same finite similarity type, in terms of the existence of a winning strategy
in an associated game is due to Ehrenfeucht and Fraı̈sśe. Here we obtain an analo-
gous characterization for equality-free logic. The interested reader may find a good
exposition of the Ehrenfeucht-Fraı̈sśetheorem in Ebbinghaus, Flum and Thomas [8].

Definition 4.1 Let A andB be L-structures. A relationp ⊆ A × B is said to bea
partial relativeness correspondence iff for any n-ary relation symbolR ∈ L and any
〈a1, b1〉, . . . , 〈an, bn〉 ∈ p,

〈a1, . . . , an〉 ∈ RA iff 〈b1, . . . , bn〉 ∈ RB.

Definition 4.2 Let A andB be L-structures.A andB are said to ben-finitely rel-
atives via (Ik)k≤n, in symbols(Ik)k≤n : A ∼n B, iff
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(i) every Ik is a nonempty set of partial relativeness correspondences;
(ii) (Forth condition) for anyk + 1 ≤ n, any p ∈ Ik+1 and anya ∈ A there isq ∈ Ik

such thatq ⊇ p anda ∈ dom(q);
(iii) (Back condition) for anyk + 1 ≤ n, any p ∈ Ik+1 and anyb ∈ B there isq ∈ Ik

such thatq ⊇ p andb ∈ rg(q);
(iv) for any k + 1 ≤ n, any p ∈ Ik+1, and any constant symbolc ∈ L, p ∪

{〈cA, cB〉} ∈ Ik;
(v) for any k + 1 ≤ n, any p ∈ Ik+1, any m-ary function symbolf ∈ L and any

〈a1, b1〉, . . . , 〈am, bm〉 ∈ p,

p ∪
{
〈 f A(a1, . . . , am), f B(b1, . . . , bm)〉

}
∈ Ik.

Wewrite A ∼n B when there is(Ik)k≤n such that(Ik)k≤n : A ∼n B.

Definition 4.3 For any termt of L, let S(t) be the set of subterms oft that are not
variables. Given an equality-free formula we define by inductionthe nested rank of
ϕ, denoted byN R(ϕ), as follows.

N R(Rt1 . . . tn) = ∣∣⋃
1≤i≤n S(ti)

∣∣ ,
N R(¬ϕ) = N R(ϕ),

N R(ϕ ∨ ψ) = max{N R(ϕ), N R(ψ)} ,

N R(∃xϕ) = N R(ϕ) + 1.

GivenA andB L-structures we write

A ≡−
n B

whenA andB satisfy exactly the same equality-free sentences of nested rank≤ n.

Lemma 4.4 For finite similarity types and finite sets V of variables there is up to
logical equivalence only a finite number of equality-free formulas in the variables of
V and of nested rank ≤ n.

Proof: Let L be a finite similarity type andV a finite set of variables. LetT 0
V = V

and for anyn ∈ ω

T n+1
V = T n

V ∪ {c : c ∈ L} ∪ { f t1 . . . tk : f ∈ L is k-adic andt1, . . . , tk ∈ T n
V }.

It is clear thatT n
V is finite for everyn ∈ ω. An easy induction on the construction of

a term t in the variables ofV shows that for anyn ∈ ω, if |S(t)| ≤ n then t ∈ T n
V .

It follows that for any equality-free atomic formulaRt1 . . . tm in the variables ofV
and anyn ∈ ω, if N R(Rt1 . . . tm) ≤ n thent1, . . . , tm ∈ T n

V . Therefore there is only
afinite number of equality-free atomic formulas in the variables ofV of nested rank
≤ n. Using this fact it is easy to finish the proof by induction on the nested rank.�

Proposition 4.5 Let L be a finite similarity type and A and B L-structures. Then
for any n ∈ ω,

A ≡−
n B iff A ∼n B.
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Proof: (⇒) Suppose thatA ≡−
n B. Wedefine for anym ≤ n, Im as the set of all the

finite partial relativeness correspondencesp such that for any equality-free formula
ϕ(y1, . . . , yk) with N R(ϕ) ≤ m and any〈a1, b1〉, . . . 〈ak, bk〉 ∈ p,

A |= ϕ [a1, . . . , ak] iff B |= ϕ [b1, . . . , bk] .

Let us see that conditions (i) – (v) of the definition of∼n hold.
(i) SinceA ≡−

n B we have∅ ∈ Im.
(ii) Let m + 1 ≤ n, p ∈ Im+1 and p = {〈a1, b1〉, . . . , 〈ak, bk〉}. Supposea ∈

A. Since L is finite, there is a finite setX of equality-free formulas in the vari-
ablesz, y1, . . . , yk and of nested rank≤ m, such that any equality-free formula in
the variablesz, y1, . . . , yk and of nested rank≤ m is logically equivalent to one for-
mula in this set. Consider now the set	 = {ψ ∈ X : A |= ψ [a, a1, . . . , ak]}. Then
A |= ∃z

∧
	 [a1, . . . , ak] and sinceN R(∃z

∧
	) ≤ m + 1 and p ∈ Im+1, by the as-

sumptionB |= ∃z
∧

	 [b1, . . . , bk] . Letb ∈ B be such thatB |= ∧
	 [b, b1, . . . , bk].

Thus, clearlyp ∪ {〈a, b〉} ∈ Im.

(iii) is analogous to (ii).
(iv) is similar to the proof of (v). We prove only this last case.
(v) Let m + 1 ≤ n, p ∈ Im+1 and f ∈ L a k-ary function symbol. For any

equality-free formulaϕ(y1, . . . , yk+1) with N R(ϕ) ≤ m,

A |= ϕ
[
a1, . . . , ak, f A(a1, . . . , ak)

]
iff A |= ϕ′ [a1, . . . , ak] ,

whereϕ′ is obtained by substituting inϕ the term f y1 . . . yk for the variableyk+1.

SinceN R(ϕ′) ≤ m + 1 and p ∈ Im+1,

A |= ϕ′ [a1, . . . , ak] iff B |= ϕ′ [b1, . . . , bk] .

Now
B |= ϕ′ [b1, . . . , bk] iff B |= ϕ

[
b1, . . . , bk, f B(b1, . . . , bk)

]
,

and thereforep ∪ {〈 f A(a1, . . . , ak), f B(b1, . . . , bk)〉
} ∈ Im. Thus we conclude that

(Im)m≤n : A ∼n B.

(⇐) Suppose that(Im)m≤n : A ∼n B. First we show by induction onm that

(∗) If m ≤ n and ϕ = Rt1 . . . tl is an atomic formula whose free variables are
amongx1, . . . , xk and whose nested rank is≤ m then, for anyp ∈ Im and any
〈a1, b1〉, . . . , 〈ak, bk〉 ∈ p there isq ∈ I0 such thatp ⊆ q and for anyi, 1≤ i ≤ l,
〈tAi [a1, . . . , ak], tBi [b1, . . . , bk]〉 ∈ q.

The casem = 0 isclear. Suppose inductively that condition(∗) holds form. Let
ϕ = Rt1 . . . tl with nested rank≤ m +1≤ n, let p ∈ Im+1 and let〈a1, b1〉, . . . , 〈ak, bk〉
∈ p. If N R(Rt1 . . . tl ) = 0 we are done. So letN R(Rt1 . . . tl ) ≥ 1. There is a sub-
termr = r(x1, . . . , xk) of ϕ which is either a constant or a term of the formgxi1 . . . xi j ,
whereg is a j-ary function symbol ofL andi1, . . . , i j ∈ {1, . . . , k}. Let y be a new
variable that does not occur inϕ and for everyi,1 ≤ i ≤ l, let t ′

i be the term ob-
tained fromti by substituting the variabley for the termr(x1, . . . , xk). Note that
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t ′
i = t′i(x1, . . . , xk, y) and thatϕ′ = Rt ′

1 . . . t ′
l has nested rank≤ m. By conditions

(iv) and (v) of the definition of∼n,

p ∪
{
〈rA[a1, . . . , ak], rB[b1, . . . , bk]〉

}
∈ Im.

Therefore, by inductive hypothesis, there isq ∈ I0 such that

p ∪
{
〈rA[a1, . . . , ak], rB[b1, . . . , bk]〉

}
⊆ q

and for anyi, 1 ≤ i ≤ l,

〈t ′ A
i [a1, . . . , ak, rA[a1, . . . , ak]] , t ′ B

i [b1, . . . , bk, rB[b1, . . . , bk]] 〉 ∈ q.

Then, clearlyp ⊆ q and for anyi, 1 ≤ i ≤ l, 〈tAi [a1, . . . , ak], tBi [b1, . . . , bk]〉 ∈ q.

Therefore, Condition(∗) holds.
Let m ≤ n. We prove now by induction onϕ that for any equality-free formula

ϕ(y1, . . . , yk) with nested rank≤ m, any p ∈ Im and any〈a1, b1〉, . . . , 〈ak, bk〉 ∈ p,

A |= ϕ [a1, . . . , ak] iff B |= ϕ [b1, . . . , bk] . (1)

If ϕ is atomic this is clear by Condition(∗). The cases¬ and ∨ are immedi-
ate. Letϕ = ∃yψ and suppose inductively that condition (1) holds forψ. If A |=
∃yψ [a1, . . . , ak] then there isa ∈ A such thatA |= ψ [a, a1, . . . , ak]. Observe that
m ≥ N R(∃yψ) ≥ 1. NowN R(ψ) ≤ m −1. Hence by (ii) of the definition of∼n there
is q ∈ Im−1 such thatq ⊇ p anda ∈ dom(q). Let b ∈ B be such that〈a, b〉 ∈ q. By in-
ductive hypothesis,B |= ψ [b, b1, . . . , bk] and thereforeB |= ∃yψ [b1, . . . , bk] . The
other direction is proved analogously using condition (iii) of the definition of∼n. By
Condition (1) weconclude thatA ≡−

n B. �
Observe that in the previous proof when proving thatA ∼n B impliesA ≡−

n B

we do not make any use of the fact thatL is a finite similarity type.

Theorem 4.6 Let L be a finite similarity type and A and B L-structures, then

A ≡−
B iff A ∼n B, for any n ∈ ω.

Proof: By Proposition4.5. �
There is also an infinite back and forth for equality-free logic. We omit the proofs

and limit ourselves to stating the basic facts. The reader may find it useful to consult
Barwise [1] or Ebbinghaus et al. [8].

Definition 4.7 Let A andB be L -structures.A andB are said to bepartially rel-
atives via I (written I : A ∼p B) iff

(i) I is a nonempty set of partial relativeness correspondences;
(ii) For any p ∈ I and anya ∈ A there isq ∈ I such thatq ⊇ p anda ∈ dom(q);

(iii) For any p ∈ I and anyb ∈ B there isq ∈ I such thatq ⊇ p andb ∈ rg(q);
(iv) For any p ∈ I and any constant symbolc ∈ L, p ∪ {〈cA, cB〉} ∈ I;
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(v) For anyp ∈ I, anyk-ary function symbolf ∈ L and any〈a1, b1〉, . . . , 〈ak, bk〉
∈ p,

p ∪
{
〈 f A(a1, . . . , ak), f B(b1, . . . , bk)〉

}
∈ I.

And we writeA ∼p B when there isI such thatI : A ∼p B.

It is easy to see that for anyA andB

A ∼p B iff A ≡−
∞ω B,

whereA ≡−∞ω B means thatA andB satisfy the same equality-free sentences ofL∞ω.
It is clear thatA ∼ B impliesA ∼p B and thatA ∼p B impliesA ∼n B for each
n ∈ ω. Moreover, for countable structuresA andB,

A ∼ B iff A ∼p B.

There is a notion ofω-saturation for equality-free logic. We say that a structureA

is ω-equality-free saturated if for every finite X ⊆ A, every consistent set
(x) of
equality-free formulas ofL(X) is realized inA, that is, there isa ∈ A such that for ev-
eryϕ(x) ∈ 
(x), AX |= ϕ[a]. Obviously every structure has anL−-extension which
is ω-equality-free saturated. By standard arguments we get that forω-equality-free
saturated structuresA andB

A ∼p B iff A ≡−
B.

Hence, as in the case of first-order logic with equality, infinite back and forth is a
useful tool to prove completeness of theories:T is a complete theory in equality-free
logic iff for any ω-equality-free saturated modelsA andB of T we haveA ∼p B.
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Universitat Autònoma de Barcelona
email: dellunde@cc.uab.es

http://www.emis.de/cgi-bin/MATH-item?0697.03022
http://www.ams.org/mathscinet-getitem?mr=91c:03026
http://www.emis.de/cgi-bin/MATH-item?0556.03001
http://www.ams.org/mathscinet-getitem?mr=85a:03001
http://www.emis.de/cgi-bin/MATH-item?0354.02002
http://www.ams.org/mathscinet-getitem?mr=57:5656
http://www.emis.de/cgi-bin/MATH-item?0224.02045
http://www.ams.org/mathscinet-getitem?mr=45:6608
mailto: dellunde@cc.uab.es

