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#### Abstract

This paper analyzes the dissolution of a spherical gas bubble as the gas diffuses out of the bubble into a liquid and is consumed by a fast reaction in the liquid. Due to the fast reaction a small parameter $\varepsilon$ appears in the problem formulation which makes the problem singularly perturbed. The boundary function method is used to derive uniform asymptotic approximations to the bubble's radius and gas concentration in the liquid. Existence, and uniqueness of the solution, as well as the asymptotic correctness of the approximations are shown.


1. Introduction. We consider a gas bubble moving through a liquid in a bubble reactor and shrinking as the gas is consumed in a reaction occurring near the surface of the bubble. In modeling different types of bubble reactors, catalytic bubble reactors, etc., the, so-called, film model [2] is widely used. According to this model it is assumed that the reactions accompanied by rapid spatial changes in concentration of the reacting components occur only in a 'thin film' near the surface of the bubble whereas concentrations of the reacting substances in the bulk of the liquid and inside the bubbles are constant in space and only change in time. In more complicated models, involving also the catalyst particles, the presence of two types of films is assumed: one near the surface of gas bubbles, and the other near the surface of catalyst particles. As of now, in practical calculations chemical engineers do not take into account the process of shrinking of the bubbles as they move through the reactor (the gas/liquid ratio is one of the parameters playing an important role in the reactor design, and it is assumed to be constant throughout the reactor in practical calculations [4]).

In this paper we attempt a more realistic approach that, in the case of fast reactions, allows us to eliminate the 'film' assumption. The concentrations will now be nonconstant in the bulk liquid but we

[^0]will still have quite a simple description of the concentration profiles in the vicinity of the bubble surface. (The method that we discuss is very useful for real life applications since the reactions in bubble reactors are usually fast [3].) The equation we are going to work with is quasi-linear, subject to some initial conditions and the boundary conditions prescribed on a moving boundary whose position must also be determined during the solution process. One of the questions of interest that we are going to address is related to estimating the time it takes to completely dissolve the bubble.

The boundary function method [5] is used to construct the asymptotic approximation of the solution. The novelty of the result lies in the fact that the boundary function method has not been used so far for constructing asymptotic expansions for partial differential equations in domains with moving boundaries. The approach suggested in this paper is expected to also work for Stefan type problems, and the authors are planning such investigations in the future. In the case of the fast reaction the asymptotic procedure allows one to decouple the nonlinear conditions (originally coupled), which makes the resulting asymptotics very simple. (Note that the simpler the asymptotics the more useful it is in qualitative analysis of the reactor model and as an initial iterate for numerical calculations associated with the reactor design process.)

An important part of the analysis is the proof of the theorem on estimation of the remainder terms. It justifies the correctness of the asymptotic procedure used to construct the asymptotic expansion of the solution of the original problem. The method of successive approximations together with estimates for different types of Green's functions is used in proving this theorem. The new feature in the proof is the presence of two consecutive previous terms in the expression for the estimate of each current term in the successive approximations procedure. To handle this situation, the ideas related to solution of second order difference equations are used.

The paper is organized as follows. In Section 2 the statement of the problem is discussed. In Section 3 the asymptotic algorithm is presented. The theorem on estimation of the remainder terms is formulated and proved in Section 4. Brief discussion of the results can be found in Section 5.
2. Statement of the problem. We consider a gas bubble, containing a single species $Y$, in a liquid. The gas crosses the bubble's boundary, diffuses into the liquid, and is consumed in a fast reaction. We assume that the gas concentration $k_{1}$, as well as the pressure, and thus the gas density inside the bubble, are constant. Outside the bubble the concentration of $Y$ drops off rapidly due to the reaction.

Let $\rho(\tau)$ be the radius of the gas bubble at time $\tau$, with $\rho(0)=\rho_{0}$. Let $y(r, \tau)$ be the concentration of $Y$ in the liquid at distance $r$ from the bubble's center at time $\tau$. The diffusion of $Y$ away from the bubble together with the reaction that consumes the diffused gas is modeled by the equation

$$
y_{\tau}-D \nabla^{2} y=h(y)
$$

Here $D$ is a diffusion coefficient and $\nabla^{2}$ is the Laplace operator. We consider $h(y)$ with $h(0)=0$, that is, the reaction goes on only in the presence of $Y$. We assume that the gas is only being consumed in the reaction and not produced, and so $h(y)<0$ for $y>0$. We also assume that the reaction is fast. That is, the characteristic time of reaction proportional to $1 / h^{\prime}(y)$ is much smaller than characteristic diffusion time $\rho_{0}^{2} / D$ (here $\rho_{0}$ is the initial radius of the bubble). Below, during the nondimensionalization, we will be using some other characteristic diffusion time assuming that its order is the same as the order of $\rho_{0}^{2} / D$. This will lead to appearance of a small parameter $\varepsilon$ during nondimensionalization.

In the current statement of the problem we do not take into account hydrodynamic effects related to the motion of the bubble. We assume that the radius of the bubble is small and that the bubble moves slowly. We also assume that the shape of the gas bubble is spherical and that the concentration of $Y$ in the liquid surrounding the bubble is radially symmetric. The Laplacian in the spatially three-dimensional radially symmetric case is given by

$$
\nabla^{2} y=\left(\frac{2}{r}\right) y_{r}+y_{r r}
$$

Assuming the flux across the bubble's boundary is proportional to the difference in concentrations of $Y$ inside and outside the bubble, we get, using Fick's law, the boundary condition

$$
\begin{equation*}
-D y_{r}(\rho(\tau), \tau)=k_{2}\left(k_{1}-y(\rho(\tau), \tau)\right) \tag{2.1}
\end{equation*}
$$

Here $k_{2}$ is the mass transfer coefficient. The initial concentration of $Y$ in the liquid is assumed to be zero:

$$
y(r, 0)=0 \quad \forall r \geq \rho_{0}
$$

We next derive an equation relating the bubble's radius to the concentration $y(\rho(\tau), \tau)$ of $Y$ in the liquid at the bubble's boundary. We start with the conservation of mass relation $\binom{$ initial amount of }{Y in the bubble }$-\left(\begin{array}{c}\text { amount of Y } \\ \text { in the bubble } \\ \text { at time } \tau\end{array}\right)=\left(\begin{array}{c}\text { amount of } Y \text { which } \\ \text { has left the bubble } \\ \text { from time } 0 \text { to time } \tau\end{array}\right)$.

Assuming that the gas in the bubble acts in accordance with the perfect gas law, and recalling that the pressure and temperature are constant, we obtain

$$
\frac{4}{3} \pi \rho_{0}^{3} k_{1}-\frac{4}{3} \pi \rho^{3}(\tau) k_{1}=\binom{\text { amount of } Y \text { which }}{\text { has left the bubble }} .
$$

By Fick's law, the total flux across the bubble's boundary at time $\tau$ is given by

$$
\left[4 \pi \rho^{2}(\tau)\right]\left[-D y_{r}(\rho(\tau), \tau)\right]
$$

so we get

$$
\frac{4}{3} \pi\left(\rho_{0}^{3}-\rho^{3}(\tau)\right) k_{1}=-\int_{0}^{\tau} 4 \pi \rho^{2}(\tilde{\tau}) D y_{r}(\rho(\tilde{\tau}), \tilde{\tau}) d \tilde{\tau}
$$

Taking the derivative of the above relation with respect to $\tau$, and using (2.1), we obtain

$$
k_{1} \rho^{\prime}(\tau)=-k_{2}\left(k_{1}-y(\rho(\tau), \tau)\right)
$$

We nondimensionalize the problem as follows. Let $s=(r-\rho(\tau)) k_{2} / D$ be rescaled nondimensional distance from bubble's boundary; $s \geq 0$; let $R(t)=\rho(\tau) k_{2} / D$ be rescaled nondimensional bubble's radius; let $t=\tau k_{2}^{2} / D$ be rescaled nondimensional time; $0 \leq t<T$ where $T$ is yet to be determined; and $u(s, t)=y(r, \tau) / k_{1}$ be rescaled nondimensional concentration. Also let $r_{0}=\rho_{0} k_{2} / D, \hat{g}(u)=h\left(k_{1} u\right) / k_{1}$.

Then we get the nondimensionalized equation:

$$
u_{t}=u_{s s}+\left[\frac{2}{s+R(t)}+R^{\prime}(t)\right] u_{s}+\frac{D \hat{g}(u)}{k_{2}^{2}}
$$

To mathematically realize the fast reaction condition we can, e.g., define $g(u)$, and $0<\varepsilon \ll 1$ by

$$
g(u)=-\frac{\hat{g}(u)}{\hat{g}^{\prime}(0)}, \quad \varepsilon^{2}=-\frac{k_{2}^{2}}{\hat{g}^{\prime}(0) D}
$$

Here the parameter $\varepsilon$ is squared for notational convenience, see the description of the asymptotic procedure below. Note that, as defined, $g^{\prime}(0)=-1$.
We obtain the problem:

$$
\begin{align*}
u_{t} & =u_{s s}+\left[\frac{2}{s+R(t)}+R^{\prime}(t)\right] u_{s}+\frac{g(u)}{\varepsilon^{2}}  \tag{2.2}\\
u(s, 0) & =0  \tag{2.3}\\
u_{s}(0, t)-u(0, t) & =-1  \tag{2.4}\\
R^{\prime}(t) & =u(0, t)-1  \tag{2.5}\\
R(0) & =r_{0} \tag{2.6}
\end{align*}
$$

Note that since $h(0)=0$ and $h(y)<0$ for $y>0$, similar properties will also hold for $g: g(0)=0, g(u)<0$ for $u>0$. In what follows we assume that $g(u)$ is a sufficiently smooth function. Particular requirements on the smoothness of $g$ will be introduced later (in the formulation of the theorem on estimation of the remainder).

Next, we apply the boundary function method to analyze (2.2)-(2.6).
3. Asymptotic approximation. We seek an asymptotic approximation, uniform in the domain ( $0 \leq s<\infty, 0 \leq t<T=$ const $)$, of the solution to the system $(2.2)-(2.6)$ in the form

$$
\begin{equation*}
u=Q(\xi, t, \varepsilon)+P(\xi, \eta, \varepsilon) \tag{3.1}
\end{equation*}
$$

where $\xi=s / \varepsilon, \eta=t / \varepsilon^{2}$ are the stretched variables, the function $Q$ represents a boundary layer near the bubble's boundary; the, socalled, corner boundary function $P$ is needed to compensate for the
discrepancy introduced by $Q$ in the initial condition in the vicinity of point $(0,0)$. We require boundary functions to be expandable in power series in $\varepsilon$, e.g., $Q(\xi, t, \varepsilon)=Q_{0}(\xi, t)+\varepsilon Q_{1}(\xi, t)+\cdots$. We also require all boundary functions to decay to zero as corresponding stretched variable tend to infinity, e.g., $Q_{i}(\xi, t) \rightarrow 0$ as $\xi \rightarrow \infty$.

Remark. Formally, according to boundary function method algorithm, we must seek the asymptotic approximation to the solution of (2.2)-(2.6) in the form $u=\bar{u}+\Pi+Q+P$, where $\bar{u}$ is the regular part of the asymptotics describing the concentration of $Y$ in the bulk liquid away from the bubble's boundary and away from the initial instant of time, and $\Pi$ is the boundary function describing the bulk liquid concentration of $Y$ in the initial transition layer. This function must be important in the vicinity of the initial instant of time. However, for our particular formulation, zero initial concentration of Y in the bulk, $g(0)=0$, etc., it can be easily shown that $\bar{u} \equiv 0$ and $\Pi \equiv 0$. For example, to the leading order the regular part of the asymptotics, $\bar{u}_{0}(s, t)$, must satisfy the original equation with $\varepsilon=0$. In our case, it is simply $g\left(\bar{u}_{0}(s, t)\right)=0$, and so $\bar{u}_{0}=0$. In a similar way analogous relations are obtained for regular functions in higher order approximations, and for the leading and higher order approximations for $\Pi$. Thus, we do not need to include these terms in our representation (3.1).

After substituting (3.1) into (2.2)-(2.6) we can separate the terms and get the following problems:

$$
\begin{align*}
Q_{\xi \xi}+Q g & =\varepsilon^{2} Q_{t}-\varepsilon\left(R^{\prime}(t)+\frac{2}{R(t)+\xi \varepsilon}\right) Q_{\xi}  \tag{3.2}\\
Q_{\xi}(0, t) & =\varepsilon[Q(0, t)-1] \tag{3.3}
\end{align*}
$$

and

$$
\begin{align*}
P_{\eta}-P_{\xi \xi}-P g & =\varepsilon\left[R^{\prime}\left(\varepsilon^{2} \eta\right)+\frac{2}{R\left(\varepsilon^{2} \eta\right)+\xi \varepsilon}\right] P_{\xi}  \tag{3.4}\\
P(\xi, 0) & =-Q(\xi, 0)  \tag{3.5}\\
P_{\xi}(0, \eta) & =\varepsilon P(0, \eta) \tag{3.6}
\end{align*}
$$

together with

$$
\begin{align*}
R^{\prime}(t) & =Q(0, t)+P(0, \eta)-1  \tag{3.7}\\
R(0) & =r_{0} \tag{3.8}
\end{align*}
$$

Here

$$
Q g=g(Q), \quad P g=g(Q+P)-g(Q)
$$

so that $g=Q g+P g$.
Now let us expand the functions $Q, P$, and $R$ in power series in epsilon: $Q(\xi, t, \varepsilon)=Q_{0}(\xi, t)+\varepsilon Q_{1}(\xi, t)+\cdots, P(\xi, \eta, \varepsilon)=P_{0}(\xi, \eta)+$ $\varepsilon P_{1}(\xi, \eta)+\cdots, R(t, \varepsilon)=R_{0}(t)+\varepsilon R_{1}(t)+\cdots$, and substitute these series into (3.2)-(3.8). We also use the following expansions for $Q g$ and Pg: in (3.2)

$$
\begin{aligned}
Q g & =g(Q(\xi, t, \varepsilon)) \\
& =g\left(Q_{0}(\xi, t)+\varepsilon Q_{1}(\xi, t)\right)+O\left(\varepsilon^{2}\right) \\
& =g\left(Q_{0}(\xi, t)\right)+\varepsilon g^{\prime}\left(Q_{0}(\xi, t)\right) Q_{1}(\xi, t)+O\left(\varepsilon^{2}\right),
\end{aligned}
$$

and in (3.4)

$$
\begin{aligned}
P g= & g\left(Q\left(\xi, \varepsilon^{2} \eta, \varepsilon\right)+P(\xi, \eta, \varepsilon)\right)-g\left(Q\left(\xi, \varepsilon^{2} \eta, \varepsilon\right)\right) \\
= & g\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)+\varepsilon Q_{1}\left(\xi, \varepsilon^{2} \eta\right)+P_{0}(\xi, \eta)+\varepsilon P_{1}(\xi, \eta)\right) \\
& -g\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)+\varepsilon Q_{1}\left(\xi, \varepsilon^{2} \eta\right)\right)+O\left(\varepsilon^{2}\right) \\
= & g\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)+P_{0}(\xi, \eta)\right)-g\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)\right) \\
& +\varepsilon g^{\prime}\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)+P_{0}(\xi, \eta)\right)\left[Q_{1}\left(\xi, \varepsilon^{2} \eta\right)+P_{1}(\xi, \eta)\right] \\
& -\varepsilon g^{\prime}\left(Q_{0}\left(\xi, \varepsilon^{2} \eta\right)\right) Q_{1}\left(\xi, \varepsilon^{2} \eta\right)+O\left(\varepsilon^{2}\right)
\end{aligned}
$$

Equating separately $Q_{-}, P_{-}$, and $R$ - terms multiplying like powers of epsilon in resulting expressions, we arrive at the following problems. For $Q_{0}$ we have

$$
\begin{gathered}
Q_{0 \xi \xi}-g\left(Q_{0}\right)=0 \\
Q_{0 \xi}(0, t)=0, \quad Q_{0}(\infty, t)=0
\end{gathered}
$$

The trivial solution is the only solution that satisfies the equation and conditions. Thus, $Q_{0}=0$. For $P_{0}$ we have

$$
\begin{gathered}
P_{0 \eta}-P_{0 \xi \xi}+g(Q(\xi, 0, \varepsilon)+P)-g(Q(\xi, 0, \varepsilon))=0, \\
P_{0}(\xi, 0)=0, \quad P_{0 \xi}(0, \eta)=0, \quad P_{0}(\xi, \eta) \longrightarrow 0 \text { as } \xi+\eta \longrightarrow \infty
\end{gathered}
$$

This also has only the trivial solution: $P_{0}=0$. The problem for the leading order approximation $R_{0}$ of the bubble's radius is

$$
\begin{aligned}
& R_{0}^{\prime}(t)=-1 \\
& R_{0}(0)=r_{0}
\end{aligned}
$$

This gives

$$
R_{0}(t)=r_{0}-t
$$

Equating the terms of order $\varepsilon$, we arrive at the following problems. For $Q_{1}$ :

$$
Q_{1 \xi \xi}-Q_{1}=0, \quad Q_{1 \xi}(0, t)=-1, \quad Q_{1}(\infty, t)=0
$$

Thus

$$
\begin{equation*}
Q_{1}(\xi, t)=\exp [-\xi] \tag{3.9}
\end{equation*}
$$

Note that the boundary layer function $Q_{1}$ decays exponentially away from the bubble's boundary. For the corner boundary function $P_{1}$, we obtain

$$
\begin{align*}
P_{1 \eta}-P_{1 \xi \xi}+P_{1} & =0  \tag{3.10}\\
P_{1}(\xi, 0) & =-Q_{1}(\xi, 0)=-\exp [-\xi]  \tag{3.11}\\
P_{1 \xi}(0, \eta) & =0, \quad P_{1}(\infty, \eta)=0 \tag{3.12}
\end{align*}
$$

Transformation of

$$
w(\xi, \eta) \exp [-\eta]=P_{1}(\xi, \eta)
$$

converts (3.10)-(3.12) into

$$
\begin{align*}
w_{\xi \xi} & =w_{\eta}  \tag{3.13}\\
w(\xi, 0) & =-\exp [-\xi]  \tag{3.14}\\
w_{\xi}(0, \eta) & =0 \tag{3.15}
\end{align*}
$$

The solution of (3.13)-(3.15) is, see, e.g., [1],

$$
w(\xi, \eta)=\int_{0}^{\infty} G_{1}(\xi, x, \eta)(-\exp [-x]) d x
$$

where

$$
G_{1}(\xi, x, \eta)=\frac{1}{2 \sqrt{\pi \eta}}\left(\exp \left[-\frac{(\xi+x)^{2}}{4 \eta}\right]+\exp \left[-\frac{(\xi-x)^{2}}{4 \eta}\right]\right)
$$

So,

$$
P_{1}(\xi, \eta)=\exp [-\eta] \int_{0}^{\infty} G_{1}(\xi, x, \eta)(-\exp [-x]) d x
$$

It can be shown that $P_{1}$ decays exponentially away from the point $(\xi, \eta)=(0,0)$ (that is the same as the point $(s, t)=(0,0))$.

Consider now the problem for $R_{1}$ :

$$
\begin{aligned}
R_{1}^{\prime}(t) & =Q_{1}(0, t)=1 \\
R_{1}(0) & =0
\end{aligned}
$$

It has the solution

$$
R_{1}(t)=t
$$

The asymptotic process can be continued in a similar way to obtain higher order terms of the expansion. To the first order in $\varepsilon$, we have the following approximations

$$
\begin{align*}
u & \approx \varepsilon Q_{1}+\varepsilon P_{1}  \tag{3.16}\\
R & \approx r_{0}-t+\varepsilon t \tag{3.17}
\end{align*}
$$

According to (3.17), the bubble's radius shrinks linearly in time. We can use (3.17) to estimate the time $\hat{T}$ it takes for the bubble to dissolve. Setting $R=0$ in (3.17), we obtain $0=r_{0}-\hat{T}+\varepsilon \hat{T}$, giving (to the first order in $\varepsilon$ )

$$
\begin{equation*}
\hat{T}=\frac{r_{0}}{1-\varepsilon} . \tag{3.18}
\end{equation*}
$$

On converting back to dimensional variables we get the approximation:

$$
\begin{align*}
y & \approx \varepsilon k_{1} Q_{1}+\varepsilon k_{1} P_{1}  \tag{3.19}\\
\rho(\tau) & \approx \rho_{0}-(1-\varepsilon) k_{2} \tau \tag{3.20}
\end{align*}
$$

4. Theorem on estimation of the remainder. Existence and uniqueness of the solution. In what follows, let

$$
\begin{equation*}
T=\hat{T}-\delta \tag{4.1}
\end{equation*}
$$

where $\delta>0$ is a small constant of order $O(1)$, i.e., $\varepsilon \ll \delta \ll 1$. Here $\hat{T}$ is the first order approximation to bubble's dissolution time.

Theorem 4.1. For sufficiently small $\varepsilon$ and twice continuously differentiable $g(u)$ there exists a unique solution, $u$ and $R$, to our original problem, (2.2)-(2.6) in the domain $0 \leq s<\infty, 0 \leq t<T$. The approximation of this solution, $\varepsilon Q_{1}+\varepsilon P_{1}$ and $R_{0}+\varepsilon R_{1}$, is asymptotically accurate uniformly in this domain to order $\varepsilon$, i.e.,

$$
\left\|u-\varepsilon Q_{1}-\varepsilon P_{1}\right\|=O\left(\varepsilon^{2}\right), \quad\left\|R-R_{0}-\varepsilon R_{1}\right\|=O\left(\varepsilon^{2}\right)
$$

where $\|\cdot\|$ is the sup norm.
Before proceeding with the proof, it will be necessary to introduce some terms of order $\varepsilon^{2}$. These extra terms are added to our estimate only for purposes of this proof. They are not part of our approximate solution. In fact, they will not be defined exactly as the next terms of the approximation would be. Let $Q_{2}(\xi, t), P_{2}(\xi, \eta)$, and $R_{2}(t)$ be defined by

$$
\begin{gathered}
Q_{2 \xi \xi}-Q_{2}=0, \quad Q_{2 \xi}(0, t)=Q_{1}(0, t)=1, \quad Q_{2}(\infty, t)=0 \\
P_{2}-P_{2 \xi \xi}+P_{2}=0, \quad P_{2}(\xi, 0)=-Q_{2}(\xi, 0), \quad P_{2 \xi}(0, \eta)=P_{1}(0, \eta) \\
R_{2}^{\prime}(t)=Q_{2}(0, t), \quad R_{2}(0)=0
\end{gathered}
$$

Thus, $Q_{2}(\xi, t)=-\exp [-\xi], R_{2}(t)=-t$, and $P_{2}$ can be expressed similarly to $P_{1}$ :

$$
\begin{aligned}
P_{2}= & -\exp [-\eta] \int_{0}^{\infty} G_{1}(\xi, x, \eta) Q_{2}(x, 0) d x \\
& -\exp [-\eta] \int_{0}^{\eta} G_{1}(\xi, 0, \eta-\tau) P_{1}(0, \tau) d \tau \\
= & -P_{1}-\exp [-\eta] \int_{0}^{\eta} G_{1}(\xi, 0, \eta-\tau) P_{1}(0, \tau) d \tau
\end{aligned}
$$

It can be seen that $-1 \leq P_{1} \leq 0$, and $0 \leq P_{2} \leq 2$. We can also show that $\left\|P_{2}\right\| \leq 2$. Next, we define the remainder terms $v$ and $\psi$ by

$$
\begin{align*}
u & =\varepsilon Q_{1}+\varepsilon P_{1}+\varepsilon^{2} Q_{2}+\varepsilon^{2} P_{2}+v \\
R & =R_{0}+\varepsilon R_{1}+\varepsilon^{2} R_{2}+\psi \tag{4.2}
\end{align*}
$$

By proving that the problem for the remainder terms $v$ and $\psi$ has a unique solution and $\|v\|=O\left(\varepsilon^{2}\right),\|\psi\|=O\left(\varepsilon^{2}\right)$, we will prove the theorem. Let us present an outline of the proof. After we derive the equations for the remainder terms $v$ and $\psi$, we define sequences of successive approximations to $v$ and $\psi$. We express the successive approximations by means of Green's functions. After that we estimate the asymptotic size of the successive approximations, and show the convergence of the corresponding sequences to $v$ and $\psi$ with $\|v\|=O\left(\varepsilon^{2}\right)$, and $\|\psi\|=O\left(\varepsilon^{2}\right)$.

Proof of the theorem. Let us introduce the notation $U=\varepsilon Q_{1}+\varepsilon P_{1}+$ $\varepsilon^{2} Q_{2}+\varepsilon^{2} P_{2}, \tilde{R}_{2}=R_{0}+\varepsilon R_{1}+\varepsilon^{2} R_{2}$. Substituting $u=U+v$ and $R=\tilde{R}_{2}+\psi$, see (4.2), into equations (2.2)-(2.6), we obtain:

$$
\begin{align*}
v_{s}(0, t)-v(0, t) & =\varepsilon^{2}\left[Q_{2}(0, t)+P_{2}(0, \eta)\right]  \tag{4.5}\\
\psi^{\prime}(t) & =\varepsilon P_{1}(0, \eta)+\varepsilon^{2} P_{2}(0, \eta)+v(0, t), \\
\psi(0) & =0
\end{align*}
$$

Let us introduce successive approximations as follows. We define two sequences of functions, $v^{1}, v^{2}, v^{3}, \ldots$ and $\psi^{1}, \psi^{2}, \psi^{3}, \ldots$ by:

$$
v^{1}(s, t)=0, \quad \psi^{1}(t)=0
$$

and

$$
\begin{align*}
v_{t}^{i+1} & =v_{s s}^{i+1}-\frac{v^{i+1}}{\varepsilon^{2}}+f^{i}  \tag{4.8}\\
v_{s}^{i+1}(0, t)-v^{i+1}(0, t) & =\lambda(t)  \tag{4.9}\\
v^{i+1}(s, 0) & =0  \tag{4.10}\\
\psi_{t}^{i+1}(t) & =\varepsilon P_{1}(0, \eta)+\varepsilon^{2} P_{2}(0, \eta)+v^{i}(0, t)  \tag{4.11}\\
\psi^{i+1}(0) & =0 \tag{4.12}
\end{align*}
$$

where

$$
\begin{aligned}
& \qquad f^{i}=\theta^{i}\left[v_{s}^{i}+U_{s}\right]+\frac{g\left(U+v^{i}\right)+\left(U+v^{i}\right)}{\varepsilon^{2}} \\
& \theta^{i}=\frac{2}{s+\tilde{R}_{2}+\psi^{i}}+\tilde{R}_{2}^{\prime}+\psi_{t}^{i}, \quad \lambda=\varepsilon^{2}\left[Q_{2}(0, t)+P_{2}(0, \eta)\right]
\end{aligned}
$$

Solution to (4.8)-(4.12) can be written using Green's functions. Define $W(s, t)$ by

$$
\begin{equation*}
W(s, t)=\exp \left[\frac{t}{\varepsilon^{2}}\right]\left(v^{i+1}(s, t)+\lambda(t)\right) \tag{4.13}
\end{equation*}
$$

Then, using (4.8)-(4.10), we obtain:

$$
\begin{align*}
W_{t} & =W_{s s}+\exp \left[\frac{t}{\varepsilon^{2}}\right]\left[\lambda^{\prime}(t)+\frac{\lambda(t)}{\varepsilon^{2}}+f^{i}(s, t)\right]  \tag{4.14}\\
W(s, 0) & =0 \tag{4.15}
\end{align*}
$$

$$
\begin{equation*}
W_{s}(0, t)-W(0, t)=0 \tag{4.16}
\end{equation*}
$$

According to $[\mathbf{1}]$, the solution of (4.14)-(4.16) can be written as:

$$
\begin{aligned}
& W(s, t)= \int_{0}^{t} \int_{0}^{\infty} G_{3}(s, \zeta, t-\tau) \exp \left[\frac{\tau}{\varepsilon^{2}}\right] \\
& \cdot\left[\lambda^{\prime}(\tau)+\frac{\lambda(\tau)}{\varepsilon^{2}}+f^{i}(\zeta, \tau)\right] d \zeta d \tau \\
&= \int_{0}^{t} G_{4}(s, t-\tau) \exp \left[\frac{\tau}{\varepsilon^{2}}\right]\left[\lambda^{\prime}(\tau)+\frac{\lambda(\tau)}{\varepsilon^{2}}\right] d \tau \\
&+\int_{0}^{t} \int_{0}^{\infty} G_{3}(s, \zeta, t-\tau) \exp \left[\frac{\tau}{\varepsilon^{2}}\right] f^{i}(\zeta, \tau) d \zeta d \tau
\end{aligned}
$$

where the Green's functions used here are

$$
\begin{aligned}
G_{2}(s, \zeta, t)= & \frac{1}{2 \sqrt{\pi t}} \exp \left[-\frac{(s-\zeta)^{2}}{4 t}\right] \\
G_{3}(s, \zeta, t)= & G_{2}(s, \zeta, t)+G_{2}(s,-\zeta, t) \\
& -2 \int_{-\infty}^{-\zeta} G_{2}(s, \eta, t) \exp [\zeta+\eta] d \eta \\
G_{4}(s, t)= & \int_{0}^{\infty} G_{3}(s, \zeta, t) d \zeta
\end{aligned}
$$

Inverting (4.13), we obtain

$$
\begin{aligned}
v^{i+1}(s, t)= & \exp \left[-\frac{t}{\varepsilon^{2}}\right] W(s, t)-\lambda(t) \\
= & \int_{0}^{t} G_{6}(s, t-\tau)\left[\lambda^{\prime}(\tau)+\frac{\lambda(\tau)}{\varepsilon^{2}}\right] d \tau \\
& +\int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau) f^{i}(\zeta, \tau) d \zeta d \tau \\
& +\lambda(0) G_{6}(s, t)-\lambda(t)
\end{aligned}
$$

where the following new Green's functions are used:

$$
\begin{aligned}
G_{5}(s, \zeta, t) & =\exp \left[-\frac{t}{\varepsilon^{2}}\right] G_{3}(s, \zeta, t) \\
G_{6}(s, t) & =\exp \left[-\frac{t}{\varepsilon^{2}}\right] G_{4}(s, t)
\end{aligned}
$$

Integrating by parts yields

$$
\int_{0}^{t} G_{6}(s, t-\tau) \lambda^{\prime}(\tau) d \tau=\lambda(t)-G_{6}(s, t) \lambda(0)-\int_{0}^{t}\left[\frac{d}{d \tau} G_{6}(s, t-\tau)\right] \lambda(\tau) d \tau
$$

Thus,

$$
\begin{align*}
v^{i+1}(s, t)= & -\int_{0}^{t}\left[\frac{d}{d \tau} G_{6}(s, t-\tau)\right] \lambda(\tau) d \tau \\
& +\int_{0}^{t} G_{6}(s, t-\tau) \frac{\lambda(\tau)}{\varepsilon^{2}} d \tau  \tag{4.17}\\
& +\int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau) f^{i}(\zeta, \tau) d \zeta d \tau
\end{align*}
$$

We will make use of the following bounds on $G_{6}$ and $G_{6 s}$.

$$
\begin{align*}
& \left\|G_{6}\right\|=\left\|\exp \left[-\frac{t}{\varepsilon^{2}}\right] G_{4}\right\| \leq \exp \left[-\frac{t}{\varepsilon^{2}}\right] 2 \leq 2  \tag{4.18}\\
& \begin{aligned}
\left\|\int_{0}^{t} G_{6}(s, t-\tau) d \tau\right\| & \leq\left\|\int_{0}^{t} 2 \exp \left[-\frac{t-\tau}{\varepsilon^{2}}\right] d \tau\right\| \\
& =2 \varepsilon^{2}\left(1-\exp \left[-\frac{t}{\varepsilon^{2}}\right]\right) \leq 2 \varepsilon^{2}
\end{aligned} \tag{4.19}
\end{align*}
$$

$$
\begin{gather*}
\left\|G_{6 s}\right\|=\left\|\exp \left[-\frac{t}{\varepsilon^{2}}\right] G_{4 s}\right\| \leq \exp \left[-\frac{t}{\varepsilon^{2}}\right] \leq 1  \tag{4.20}\\
\left\|\int_{0}^{t} G_{6 s}(s, t-\tau) d \tau\right\| \tag{4.21}
\end{gather*}
$$

We can now estimate the norm of $v^{i+1}$. The following bounds can be shown.

$$
\begin{gathered}
\|\lambda\|=\left\|\varepsilon^{2}\left[Q_{2}(0, t)+P_{2}(0, \eta)\right]\right\| \leq 3 \varepsilon^{2} \\
\left\|-\int_{0}^{t}\left[\frac{d}{d \tau} G_{6}(s, t-\tau)\right] \lambda(\tau) d \tau\right\| \leq\|\lambda\|\left\|\int_{0}^{t}\left[\frac{d}{d \tau} G_{6}(s, t-\tau)\right] d \tau\right\| \leq 3 \varepsilon^{2} \\
\left\|\int_{0}^{t} G_{6}(s, t-\tau) \frac{\lambda(\tau)}{\varepsilon^{2}} d \tau\right\| \leq\left\|\frac{\lambda(\tau)}{\varepsilon^{2}}\right\|\left\|\int_{0}^{t} G_{6}(s, t-\tau) d \tau\right\| \leq 6 \varepsilon^{2} \\
\left\|\int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau) f^{i}(\zeta, \tau) d \zeta d \tau\right\| \\
\leq\left\|f^{i}\right\|\left\|\int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau) d \zeta d \tau\right\| \leq\left\|f^{i}\right\| 2 \varepsilon^{2}
\end{gathered}
$$

Using these bounds we get

$$
\begin{equation*}
\left\|v^{i+1}(s, t)\right\| \leq\left(9+2\left\|f^{i}\right\|\right) \varepsilon^{2} \tag{4.22}
\end{equation*}
$$

A similar inequality can be derived for $v_{s}^{i+1}$ as follows. Using the Weirstrauss M-test it can be shown that the integrals in (4.17) converge uniformly. Thus, we can write

$$
\begin{aligned}
v_{s}^{i+1}(s, t)= & -\int_{0}^{t}\left[\frac{d}{d \tau} G_{6 s}(s, t-\tau)\right] \lambda(\tau) d \tau \\
& +\int_{0}^{t} G_{6 s}(s, t-\tau) \frac{\lambda(\tau)}{\varepsilon^{2}} d \tau \\
& +\int_{0}^{t} \int_{0}^{\infty} G_{5 s}(s, \zeta, t-\tau) f^{i}(\zeta, \tau) d \zeta d \tau
\end{aligned}
$$

Thus, using the bounds (4.20) and (4.21) stated above we get:

$$
\begin{equation*}
\left\|v_{s}^{i+1}(s, t)\right\|=\frac{1}{2}\left(9+2\left\|f^{i}\right\|\right) \varepsilon^{2} \tag{4.23}
\end{equation*}
$$

Lemma 4.2. There exists a constant $M>0$ such that for sufficiently small $\varepsilon$ we have $\left\|f^{i}\right\| \leq M$ for all $i \geq 0$.

Proof. This proof uses the principle of mathematical induction. For the initial induction step we have

$$
\left\|f^{1}\right\|=\left\|\theta^{1} U_{s}+\frac{g(U)+U}{\varepsilon^{2}}\right\| \leq\left\|\theta^{1}\right\|\left\|U_{s}\right\|+\left\|\frac{g(U)+U}{\varepsilon^{2}}\right\|
$$

Since $g(u)$ is twice continuously differentiable, $g(0)=0$, and $g^{\prime}(0)=$ -1 , we have

$$
g(U)=-U+\frac{g^{\prime \prime}(a)}{2} U^{2}
$$

for some $0 \leq a \leq U$. Thus,

$$
\lim _{\varepsilon \rightarrow 0}\left\|\frac{g(U)+U}{\varepsilon^{2}}\right\|=\lim _{\varepsilon \rightarrow 0}\left\|\frac{g^{\prime \prime}(a)(U)^{2}}{2 \varepsilon^{2}}\right\|=\frac{g^{\prime \prime}(a)}{2}\left(\left\|P_{1}\right\|+\left\|Q_{1}\right\|\right)^{2}=2 g^{\prime \prime}(a)
$$

Since

$$
\theta^{1}=\frac{2}{s+r_{0}-t+\varepsilon t-\varepsilon^{2} t}-1+\varepsilon-\varepsilon^{2}
$$

is, for small $\varepsilon$, an increasing function of $t$, the largest value of $\theta^{1}$ occurs when $t=T$. Using (4.1) we get the following limit

$$
\lim _{\varepsilon \rightarrow 0}\left\|\theta^{1}\right\|=\lim _{\varepsilon \rightarrow 0} \frac{2}{r_{0}-T+\varepsilon T-\varepsilon^{2} T}-1+\varepsilon-\varepsilon^{2}=\frac{2}{\delta}-1
$$

Since $\left\|U_{s}\right\| \leq 2+3 \varepsilon$, we get

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|f^{1}\right\|=2\left(\frac{2}{\delta}-1\right)+2 g^{\prime \prime}(a) \tag{4.24}
\end{equation*}
$$

Suppose that $M$ is any fixed constant such that

$$
M>2\left(\frac{2}{\delta}-1\right)+2 g^{\prime \prime}(a)
$$

Then by continuity there exists an $\varepsilon_{0}>0$ such that $\left\|f^{1}\right\| \leq M$, whenever $0<\varepsilon \leq \varepsilon_{0}$.
Now we assume that the induction hypothesis is true for all $i \leq j$ and show that it is true for $i=j+1$. From (4.22), (4.23), and the induction hypothesis we get

$$
\begin{equation*}
\left\|v^{i+1}\right\| \leq(9+2 M) \varepsilon^{2}, \quad\left\|v_{s}^{i+1}\right\|=\frac{1}{2}(9+2 M) \varepsilon^{2} \tag{4.25}
\end{equation*}
$$

Using (4.11), we get

$$
\left\|\psi_{t}^{j+1}\right\| \leq \varepsilon\left\|P_{1}\right\|+\varepsilon^{2}\left\|P_{2}\right\|+\left\|v^{j}\right\| \leq \varepsilon+2 \varepsilon^{2}+(9+2 M) \varepsilon^{2}
$$

and

$$
\left\|\psi^{j+1}\right\| \leq\left(\varepsilon+2 \varepsilon^{2}+(9+2 M) \varepsilon^{2}\right) T
$$

Thus,

$$
\begin{aligned}
\left\|f^{j+1}\right\|= & \|\left(\frac{2}{s+\tilde{R}_{2}+\psi^{j+1}}+\tilde{R}_{2}^{\prime}+\psi_{t}^{j+1}\right)\left[v_{s}^{j+1}+U_{s}\right] \\
& +\frac{g\left(U+v^{j+1}\right)+U+v^{j+1}}{\varepsilon^{2}} \|
\end{aligned}
$$

has the same limit as $\left\|f^{1}\right\|$, i.e.,

$$
\lim _{\varepsilon \rightarrow 0}\left\|f^{j+1}\right\| \leq 2\left(\frac{2}{\delta}-1\right)+2 g^{\prime \prime}(a)
$$

Thus, as in the initial induction step, for any fixed $M$ larger than this limit there exists $\varepsilon_{1}>0$ such that $\left\|f^{j+1}\right\| \leq M$, whenever $\varepsilon \leq \varepsilon_{1}$. Note that the same $M$ and $\varepsilon_{1}$ will work for all $j$. In what follows we will need a bound on $\left\|\theta^{i}\right\|$ as well. Let $M^{\theta}>2 / \delta-1$ be a fixed constant. Then $\left\|\theta^{i}\right\|>M^{\theta}$ for all $i>0$, for sufficiently small $\varepsilon$.

Combining Lemma 4.2 and equation (4.22) gives $\left\|v^{i}\right\| \leq(9+2 M) \varepsilon^{2}$ for all $i \geq 0$. Using equation (4.11) we get $\left\|\psi^{i}\right\| \leq(\varepsilon+11+2 M) T \varepsilon^{2}$ for all $i \geq 0$.

Lemma 4.3. For sufficiently small $\varepsilon$ there exists a constant $N$ such that

$$
\left\|\theta^{i}-\theta^{i-1}\right\| \leq N\left\|v^{i-1}-v^{i-2}\right\| .
$$

Proof.

$$
\begin{aligned}
\left\|\theta^{i}-\theta^{i-1}\right\| \leq & \left\|\frac{2}{s+\tilde{R}_{2}+\psi^{i}}-\frac{2}{s+\tilde{R}_{2}+\psi^{i-1}}\right\|+\left\|\psi_{t}^{i}-\psi_{t}^{i-1}\right\| \\
\leq & \left\|\frac{2\left(\psi^{i-1}-\psi^{i}\right)}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}\right\|+\left\|\psi_{t}^{i}-\psi_{t}^{i-1}\right\| \\
\leq & \left\|\frac{2}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}\right\| \\
& \cdot\left\|\psi^{i-1}-\psi^{i}\right\|+\left\|\psi_{t}^{i}-\psi_{t}^{i-1}\right\| \\
\leq & \left\|\frac{2}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}\right\| \\
& \cdot\left\|\left(\psi_{t}^{i-1}-\psi_{t}^{i}\right) T\right\|+\left\|\psi_{t}^{i}-\psi_{t}^{i-1}\right\| \\
\leq & \left(\left\|\frac{2 T}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}\right\|+1\right)\left\|\psi_{t}^{i}-\psi_{t}^{i-1}\right\| \\
\leq & \left(\left\|\frac{2 T}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}\right\|+1\right)\left\|v^{i-1}-v^{i-2}\right\| .
\end{aligned}
$$

We can calculate the limit

$$
\lim _{\varepsilon \rightarrow 0}\left\|\frac{2 T}{\left(s+\tilde{R}_{2}+\psi^{i}\right)\left(s+\tilde{R}_{2}+\psi^{i-1}\right)}+1\right\| \leq \frac{2 T}{\left(r_{0}-T\right)^{2}}+1
$$

Fix $N$ larger than $\left(2 T /\left(r_{0}-T\right)^{2}\right)+1$. Then there exists an $\varepsilon_{2}>0$ such that for $0<\varepsilon \leq \varepsilon_{2}$, we have

$$
\left\|\theta^{i}-\theta^{i-1}\right\| \leq N\left\|v^{i-1}-v^{i-2}\right\|
$$

To show that $\left\{v^{i}\right\}$ is a Cauchy sequence, we need to estimate the difference between two consecutive terms:

$$
\begin{aligned}
v^{i+1}(s, t)-v^{i} & (s, t) \\
& =\int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau)\left[f^{i}(\zeta, \tau)-f^{i-1}(\zeta, \tau)\right] d \zeta d \tau
\end{aligned}
$$

$$
\begin{aligned}
\left\|v^{i+1}-v^{i}\right\| \leq & \left\|f^{i}(\zeta, \tau)-f^{i-1}(\zeta, \tau)\right\| \int_{0}^{t} \int_{0}^{\infty} G_{5}(s, \zeta, t-\tau) d \zeta d \tau \\
\leq & \left\|f^{i}(\zeta, \tau)-f^{i-1}(\zeta, \tau)\right\| 2 \varepsilon^{2} \\
\leq & 2 \varepsilon^{2}\left\|\theta^{i}\left[v_{s}^{i}+U_{s}\right]-\theta^{i-1}\left[v_{s}^{i-1}+U_{s}\right]\right\| \\
& +2\left\|g\left(U+v^{i}\right)+v^{i}+U-g\left(U+v^{i-1}\right)-v^{i-1}-U\right\| \\
\leq & 2 \varepsilon^{2}\left\|\left(\theta^{i}-\theta^{i-1}\right)\left(U_{s}\right)\right\|+2 \varepsilon^{2}\left\|\theta^{i} v_{s}^{i}-\theta^{i-1} v_{s}^{i-1}\right\| \\
& +\left\|2 g^{\prime \prime}(a)\left[\left(U+v^{i}\right)^{2}-\left(U+v^{i-1}\right)^{2}\right]\right\| \\
\leq & 2(2+3 \varepsilon) \varepsilon^{2} N\left\|v^{i-1}-v^{i-2}\right\| \\
& +2 \varepsilon^{2}\left\|\theta^{i}\left(v_{s}^{i}-v_{s}^{i-1}\right)+\left(\theta^{i}-\theta^{i-1}\right) v_{s}^{i-1}\right\| \\
& +\left|2 g^{\prime \prime}(a)\right|\left\|\left(2 U+v^{i}+v^{i-1}\right)\left(v^{i}-v^{i-1}\right)\right\| \\
\leq & 2(2+3 \varepsilon) \varepsilon^{2} N\left\|v^{i-1}-v^{i-2}\right\|+2 \varepsilon^{2}\left\|\theta^{i}\right\|\left\|v_{s}^{i}-v_{s}^{i-1}\right\| \\
& +2 \varepsilon^{2} N\left\|v^{i-1}-v^{i-2}\right\|\left\|v_{s}^{i-1}\right\| \\
& +\mid 2 g^{\prime \prime}(a)\left\|2 U+v^{i}+v^{i-1}\right\|\left\|v^{i}-v^{i-1}\right\| \\
\leq & 2(2+3 \varepsilon) \varepsilon^{2} N\left\|v^{i-1}-v^{i-2}\right\|+2 \varepsilon^{2} M^{\theta}\left\|v_{s}^{i}-v_{s}^{i-1}\right\| \\
& +2 \varepsilon^{2} N\left\|v^{i-1}-v^{i-2}\right\| \frac{1}{2}(9+2 M) \varepsilon^{2} \\
& +\left|2 g^{\prime \prime}(a)\right| 2\left(2 \varepsilon+3 \varepsilon^{2}+(9+2 M) \varepsilon^{2}\right)\left\|v^{i}-v^{i-1}\right\| \\
\leq & 2 \varepsilon^{2} M^{\theta}\left\|v_{s}^{i}-v_{s}^{i-1}\right\| \\
& +\left(2(2+3 \varepsilon) \varepsilon^{2} N+N(9+2 M) \varepsilon^{4}\right)\left\|v^{i-1}-v^{i-2}\right\| \\
& +\left|2 g^{\prime \prime}(a)\right| 2\left(2 \varepsilon+3 \varepsilon^{2}+(9+2 M) \varepsilon^{2}\right)\left\|v^{i}-v^{i-1}\right\| .
\end{aligned}
$$

The bound on $\left\|v_{s}^{i+1}-v_{s}^{i}\right\|$ will be exactly half as large. Since all the terms in these difference inequalities are positive we can bound $\left\|v^{i+1}-v^{i}\right\|$ by the solution to the difference equation

$$
\begin{aligned}
d_{i}= & \left(\varepsilon^{2} M^{\theta}+\left|2 g^{\prime \prime}(a)\right| 2\left(2 \varepsilon+3 \varepsilon^{2}+(9+2 M) \varepsilon^{2}\right)\right) d_{i-1} \\
& +\left(2(2+3 \varepsilon) \varepsilon^{2} N+N(9+2 M) \varepsilon^{4}\right) d_{i-2},
\end{aligned}
$$

subject to initial conditions related to a bound on $\left\|v^{i}\right\|$ obtained earlier:

$$
d_{0}=d_{1}=(9+2 M) \varepsilon^{2} .
$$

For small enough $\varepsilon$, the solution to this difference equation must be small. In fact, there exists a constant $C$ such that $d_{i} \leq C(1 / 2)^{i+1}$. Thus,

$$
\left\|v^{i+1}(s, t)-v^{i}(s, t)\right\| \leq d_{i} \leq C\left(\frac{1}{2}\right)^{i+1}
$$

Let us fix some integer $L>0$ and take $m>n>L$. Then

$$
v^{m}-v^{n}=\left(v^{m}-v^{m-1}\right)+\left(v^{m-1}-v^{m-2}\right)+\cdots+\left(v^{n+1}-v^{n}\right) .
$$

This gives

$$
\left\|v^{m}-v^{n}\right\| \leq \sum_{k=n+1}^{m}\left\|v^{k}-v^{k-1}\right\| \leq \sum_{k=n+1}^{m} C\left(\frac{1}{2}\right)^{k} \leq C \sum_{k=L}^{\infty}\left(\frac{1}{2}\right)^{k}
$$

Thus, for any $\alpha>0$ there exists an integer $L$ such that for any $m, n$ larger than $L,\left\|v^{m}-v^{n}\right\| \leq \alpha$. Hence $v^{1}, v^{2}, \ldots$ is the Cauchy sequence and therefore uniformly converges. Since each $\psi^{i}$ is defined in terms of $v^{i-1}$, these too must converge. Thus, for sufficiently small $\varepsilon$, the unique solution $(v, \psi)$ of (4.3)-(4.7) exists, and $\|v\|=\left\|\lim _{n \rightarrow \infty} v^{n}\right\|=O\left(\varepsilon^{2}\right)$, $\|\psi\|=\left\|\lim _{n \rightarrow \infty} \psi^{n}\right\|=O\left(\varepsilon^{2}\right)$.
5. Brief discussion of the results. We have constructed an asymptotic approximation up to the terms of the first order in small parameter $\varepsilon$ of the solution of the nondimensionalized problem (2.2)-(2.6). Dimensional representation of the approximation is given by (3.19) and (3.20). Small parameter $\varepsilon=k_{2} / \sqrt{-h^{\prime}(0) D}$ appears due to fast reaction, i.e., the characteristic time of the reaction is much shorter than characteristic diffusion time and characteristic time of mass transfer across the bubble's boundary.

As expected, in the case of fast reaction, the mass transfer coefficient $k_{2}$ is the key factor in determining the overall rate of the process, see (3.20).

Note that the concentration of $Y$ in the bubble, constant $k_{1}$, does not enter into our estimate for the bubble's radius. It does, however, enter into our estimate of the concentration of $Y$ in the liquid. Since $P_{1}$ decays exponentially away from $(\xi, \eta)=(0,0)$, our estimate of the
concentration of $Y$ in the liquid away from the initial instant of time is given by $\varepsilon k_{1} Q_{1}$. In dimensional variables this is:

$$
\begin{equation*}
\varepsilon k_{1} \exp \left[-\frac{(r-\rho(\tau)) k_{2}}{D \varepsilon}\right] \tag{5.1}
\end{equation*}
$$

This exponential decay of the concentration away from the bubble's boundary distinguishes this model, derived using the boundary function method, from the film model [2]. In the film model the concentration is assumed to vanish at some finite distance $l$, the film thickness, from the bubble's boundary. For our model there is no film thickness as such. For practical purposes, however, one could say that the concentration has vanished when it reaches some small fixed percentage, e.g., 1 percent, of its maximum at the bubble's boundary. For example, solving

$$
0.01 \varepsilon k_{1}=\varepsilon k_{1} \exp \left[-\frac{l k_{2}}{D \varepsilon}\right]
$$

for $l$ gives the "film thickness":

$$
l=\frac{D \varepsilon \ln (100)}{k_{2}}=\ln (100) \sqrt{\frac{D}{-h^{\prime}(0)}} .
$$

Thus, our method allows us to estimate the "film thickness" which, in turn, can be used to cross-validate the assumptions of corresponding film models for particular problems with fast reaction.

Equation (5.1) suggests an alternative interpretation of the small parameter $\varepsilon$. Our estimate predicts that concentration of $Y$ (after the initial instant of time) in the liquid at the bubble's boundary is $\varepsilon k_{1}$. Thus, $\varepsilon$ is that factor by which the concentration of $Y$ drops across the bubble-liquid interface.

The case of two or more species reacting, perhaps in the presence of a catalyst, can be analyzed using the methods that we applied to this problem. In fact, the linear in time decay of the bubble's radius is observed only when one gas species $Y$ is contained in the bubble. If the second, nonactive, species is present, the decay will become nonlinear in time. The authors expect to publish results on these more complicated problems elsewhere.

## REFERENCES

1. B.M. Budak, and Samarskii and A.N. Tikhonov, A collection of problems in mathematical physics, Dover, 1964.
2. E.L. Cussler, Diffusion-Mass transfer in fluid systems, Cambridge University Press, 1984.
3. K. Haario and L.V. Kalachev, Model reductions for multiphase phenomena, submitted for publication.
4. P. Oinas and H. Haario, Transient models for slurry reactors, Catalysis Today 20 (1994), 525-540.
5. A.B. Vasil'eva, V.F. Butuzov and L.V. Kalachev, The boundary function method for singular perturbation problems, SIAM, Philadelphia, 1995.

Mathematics Department, Northland College, 1411 Ellis Avenue, AshLand, WI 54806-3999
E-mail address: WLong@Northland.edu
Department of Mathematical Sciences, The University of Montana, Missoula, MT 59812.
E-mail address: leonid@selway.umt.edu


[^0]:    Received by the editors on January 11, 1997, and in revised form on December 8, 1998.

