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ABSTRACT. A hybrid collocation method for Volterra in-
tegral equations with weakly singular kernels was introduced
in [12]. The main purpose of this paper is to study supercon-
vergence properties of the iterated hybrid collocation solution.
It is proved that the iterated collocation solution has an im-
provement on order of convergence for the original collocation
solution provided that suitable collocation parameters are cho-
sen. Moreover, we apply the hybrid collocation and the asso-
ciated iterated method to solving Volterra integro-differential
equations with weakly singular kernels. Numerical examples
are presented to confirm the superconvergence results of the
iterated collocation methods.

1. Introduction. The main purpose of this paper is to study
superconvergence properties of iterated solutions of Volterra integral
equations of the second kind with weakly singular kernels, based on
the hybrid collocation method developed in [12].

It is well known that the solution of the equations exhibits a singular-
ity near the left end-point of the domain because of the weak singularity
in the kernel. When we develop a numerical method for solving equa-
tions of this type we should take this into account in order to produce
an approximate solution with high order convergence. The collocation
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method using a graded mesh is one of the most commonly used meth-
ods, see, e.g., [6, 9, 11, 20]. However, as pointed out in [11, 12],
the use of a graded mesh may cause serious round-off errors when high
order polynomials are used since the first subinterval near the singular
point is very small in length. Aiming at overcoming such a difficulty,
a hybrid collocation method is developed in [12] where the length of
the first subinterval is the same as those in a quasi-uniform partition.
To compensate the use of a large subinterval, nonpolynomial functions
reflecting the singular behavior of the solution are employed in the first
subinterval. As a result, an optimal order of global convergence may
be obtained, and the stability of the method is guaranteed as well.
Nonpolynomial spline collocation for weakly singular Volterra equa-
tions was probably first studied in [4]. The β-polynomial collocation
methods for weakly singular Volterra equations and integro-differential
equations were developed in [14 16]. In recent papers [18, 19], a
transformation was used to convert the equation to the one whose so-
lution is smooth so that a standard piecewise polynomial collocation
method may be used to obtain an optimal order of convergence.

The iterated solution may improve order of convergence for the orig-
inal solution of the equations. This phenomenon is called superconver-
gence. Superconvergence of iterated collocation methods for Volterra
integral equations with smooth kernels was studied in [3, 5, 8]. In this
paper, we investigate the superconvergence property of the iterated so-
lution for Volterra equations with weakly singular kernels, based on
the hybrid collocation method. It will be shown that the iterated so-
lution has an improvement on the original collocation solution if we
choose suitable collocation parameters. By identifying the values of
the iterated collocation solution at the collocation points with those of
the original collocation solution, we obtain a local superconvergence of
the collocation solution at the collocation points by using the global
superconvergence of the iterated solution.

We will apply the results for Volterra integral equations to Volterra
integro-differential equations since the error estimate of a Volterra
integro-differential equation is closely related to the error estimate of
the iterated solution of the corresponding Volterra integral equations.
Piecewise collocation methods using graded meshes for solving Volterra
integro-differential equations were extensively studied, see, e.g., [7, 10,
21, 22].
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This paper is organized as follows. In Section 2, we first recall the
hybrid interpolation operators which serve as a base for the collocation
method and then describe the hybrid collocation methods in terms
of the hybrid interpolation operator and their iterated methods. In
Section 3 superconvergence properties of the iterated solution are in-
vestigated. We first present a global superconvergence property of the
iterated collocation solution of the Volterra integral equation of the sec-
ond kind with weakly singular kernels. As a consequence of this result,
we observe a local superconvergence property of the collocation solution
at the collocation points, as their values are equal to those of the iter-
ated solution at the collocation points. Section 4 is devoted to a study
of an application of these results to the iterated collocation method for
solving weakly singular integro-differential equations. The equation is
then reformulated as a Volterra integral equation of the second kind
with a mildly singular kernel and apply the superconvergence result of
the iterated solution of the Volterra integral equation to the resulting
equation and use it to obtain a superconvergence property of the corre-
sponding approximate solution of the original integro-differential equa-
tion. We also observe local superconvergence of the iterated solution of
the reformulated equation at the knots of the piecewise polynomial. In
the final section two numerical examples are presented to confirm the
superconvergence estimates of the iterated collocation methods.

2. Iterated hybrid collocation methods. In this section, we
review the hybrid collocation method developed in [12] and describe
its iterated method.

We begin with an introduction of the equations. Let � := {(t, s) : 0 ≤
s < t ≤ 1} and I := [0, 1]. For given kernels K, L ∈ C(�) and
a given parameter α ∈ (0, 1), we define a Volterra integral operator
T : C(I) → C(I) by

(T u)(t) :=
∫ t

0

M(t, s)u(s) ds, t ∈ I,

where

M(t, s) := (t − s)α−1K(t, s) + L(t, s), (t, s) ∈ �.

Consider the Volterra integral equations of the second kind

(2.1) u(t) − (T u)(t) = f(t), t ∈ I,
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where f ∈ C(I) is a given function and u ∈ C(I) is the unknown
function to be determined.

Since the kernel M has a singularity along the diagonal t = s, the
solution of equation (2.1) exhibits, in general, singularities at the zero
in its derivatives even in the case of a smooth forcing term f , see, e.g.,
[11, 12]. Let us recall a result on the singularity of the solution of
equation (2.1). Specifically, let N0 be the set of nonnegative integers.
For a given positive integer m, we define a finite dimensional subspace
Wm of C(I) by

(2.2) Wm := span {ti+jα : i, j ∈ N0 and i + jα < m}.

This space captures the singularity of the solution of equation (2.1).
We next make comments on the dimension of Wm. To this end, we set
lm := dim Wm and for a real number x, we denote by �x� the largest
integer less than x. Let

Um :=
{

(i, j) : j = 0, 1, . . . ,

⌊
m − i

α

⌋
, i = 0, 1, . . . , m − 1

}
.

It is straightforward that i, j ∈ N0 with i+jα < m for any (i, j) ∈ Um.
Also, we introduce a subset Vm of Um by the following way: (i1, j1) ∈
Vm if there exists a lattice point (i2, j2) ∈ Um such that

(i2, j2) �= (i1, j1) and i1 + j1α = i2 + j2α.

When α is an irrational number, it is easy to verify that Vm = ∅ and
thus, lm is equal to the cardinality of Um, that is,

lm =
m−1∑
i=0

⌊
m − i

α

⌋
+ m.

When α is a rational number, we let l′m be one if Vm = ∅, or the
cardinality of Vm otherwise, and hence

lm =
m−1∑
i=0

⌊
m − i

α

⌋
+ m + 1 − l′m.
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We denote by Um the sum of two subspaces Wm and Cm(I), that is,

(2.3) Um := Wm ⊕ Cm(I).

It is shown in [11, 12] that, if K, L ∈ Cm(�) and f ∈ Um, then
equation (2.1) has a unique solution u ∈ Um. In general, the solution
of equation (2.1) will have a component in the space Wm and thus, it
is not in Cm(I). As a result, the piecewise polynomial approximation
on uniform meshes will not produce the optimal order of convergence.

To describe iterated hybrid collocation methods for equation (2.1), we
recall the hybrid interpolation operators. We first introduce a graded
partition of the interval I in terms of parameters m and α. To this end,
for a given positive integer N and q := m/α, we let i0 be an integer
satisfying the condition(

N

i0

)q

≤ N and
(

N

i0 − 1

)q

> N.

It is easy to see that such an integer i0 exists and satisfies the following
estimate

N1−1/q ≤ i0 < N1−1/q + 1.

Set N ′ := N − i0 + 1 and choose N ′ + 1 points ti, i = 0, 1, . . . , N ′, in
I with

(2.4) t0 = 0, ti =
(

i0 + i − 1
N

)q

, i = 1, 2, . . . , N ′.

The points ti, i = 0, 1, . . . , N ′, divide the interval I into N ′ subintervals
σi := [ti−1, ti], i = 1, 2, . . . , N ′. We use the notations hi := ti − ti−1

and h := max1≤i≤N ′ hi.

We next introduce a finite dimensional space corresponding to the
partition (2.4). To this end, we denote by Pm the space of polynomials
of degree ≤ m−1 on I. For a subinterval J of I and a function f ∈ C(I),
we use f |J for the restriction of f on J . Also, for V ⊆ C(I), we let

V |J := {v|J : v ∈ V }.

Associated with the partition (2.4), the space Sh is defined by

(2.5) Sh := {u : u|σ1 ∈ Wm|σ1 , u|σi
∈ Pm|σi

, i = 2, 3, . . . , N ′}.
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This space couples the piecewise polynomial space with the singular
function space Wm, which allows us to capture the singularity of
the exact solution u. Thus, the piecewise polynomial space is to
approximate the smooth part of the exact solution which will have
an optimal order of convergence. It is easy to verify that the dimension
of Sh is given by

dim Sh = lm + (N ′ − 1)m.

We now define the hybrid interpolation operator Qh from C(I) to Sh.
For this purpose, we introduce a notation

mk :=
{

lm, k = 1,
m, k = 2, 3, . . . , N ′.

Choosing lm parameters τ ′
j , j = 1, 2, . . . , lm and m parameters τj ,

j = 1, 2, . . . , m such that

0 < τ ′
1 < τ ′

2 < · · · < τ ′
lm < 1, and 0 < τ1 < τ2 < · · · < τm < 1,

we obtain the interpolation points in every subinterval σk, k =
1, 2, . . . , N ′ by setting

t1j := t0 + τ ′
jh1, j = 1, 2, . . . , lm,

and

tkj := tk−1 + τjhk, k = 2, 3, . . . , N ′, j = 1, 2, . . . , m.

It will be seen later that, in order for the iterated collocation solution
to have superconvergence properties, the collocation parameters τj , j =
1, 2, . . . , m have to be appropriately chosen. The hybrid interpolation
operator Qh : C(I) → Sh is defined by

(2.6) (Qh v)(tkj) = v(tkj), k = 1, 2, . . . , N ′, j = 1, 2, . . . , mk.

It is known that the interpolation operator Qh is well defined, see
[1, 12].

For a function v, continuous on [ti−1, ti], i = 1, 2, . . . , N ′, with
possible jump discontinuities at ti, we define its maximum norm on
[tl, tn] with 0 ≤ l < n ≤ N ′ by

‖v‖[tl,tn] = max
l≤i≤n

max
ti−1≤t≤ti

|v(t)|.
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We will simply use ‖v‖ when [tl, tn] = I. It is proved in [12] that there
exist a positive constant c and a positive integer N0 such that, for all
N > N0,

(2.7) ‖v −Qh v‖ ≤ c N−m,

for all v ∈ Um. We remark that the set Sh is not a subspace of C(I),
and therefore Qh is not a projection on C(I). We may, however, take
any norm preserving extension of Qh to L∞(I), see [2].

We next describe the hybrid collocation and iterated hybrid colloca-
tion methods for equation (2.1). The hybrid collocation method for
solving equation (2.1) is to seek uh ∈ Sh such that

(2.8)
uh(tkj) − (T uh)(tkj) = f(tkj),

for k = 1, 2, . . . , N ′, j = 1, 2, . . . , mk.

Denoting by I the identity operator and using the interpolation oper-
ator Qh, we may write (2.8) as an operator equation in the form

(2.9) (I − QhT ) uh = Qh f.

It is established in [12] that there exists a positive integer N0 such that
for all N > N0 equation (2.9) has a unique solution uh ∈ Sh and there
exists a positive constant c such that for all N > N0

(2.10) ‖u − uh‖ ≤ c N−m,

where u is the exact solution of equation (2.1).

With the collocation approximation uh at hand, we define the corre-
sponding iterated collocation solution ûh by

(2.11) ûh = f + T uh.

In the next section, we will analyze the superconvergence property
of the iterated collocation solution ûh. It will be shown that, if the
collocation parameters are appropriately chosen, the iterated solution
ûh gives higher order convergence than the original collocation solution
uh does.
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3. Superconvergence. In this section, we present a global su-
perconvergence property of the iterated collocation solution of equa-
tion (2.1). In addition, by observing that the collocation solution
uh and its iterated solution ûh coincide at the collocation points tkj ,
k = 1, 2, . . . , N ′, j = 1, 2, . . . , mk, we obtain a local superconvergence
property of the collocation solution uh.

We first describe a choice of the collocation parameters. Let r be a
nonnegative integer less than m. We choose collocation parameters τj ,
j = 1, 2, . . . , m, satisfying the following condition

(3.1)
∫ 1

0

m∏
j=1

(s − τj)si ds = 0, i = 0, 1, . . . , r.

Note that, when r = m−1, the values τj , j = 1, 2, . . . , m, are the zeros
of the Legendre polynomial of degree m on interval I.

To establish the superconvergence property of the iterated solution,
we first prove two technical lemmas. Let � be an integer ≥ −1.
For α ∈ (0, 1) and β = 0, 1, we assume that K�

α,β(t, s) is m times
continuously differentiable on � and satisfies

(3.2)
∣∣∣∣ ∂i

∂si
K�

α,β(t, s)
∣∣∣∣ ≤ c

{
(t − s)α+�−i β = 0,
1 β = 1,

with a positive constant c for all i = 0, 1, . . . , m. For convenience, we
introduce a notation for v ∈ L∞(I) and j = 1, 2, . . . , N ′,

(3.3) I�,j
α,β(t) :=

∫
σj

K�
α,β(t, s)[v(s) − (Qh v)(s)] ds, t ∈ I,

where Qh is the interpolation operator defined in (2.6) associated with
the partition (2.4). In the next lemma, we will estimate I�,j

α,β when
the operator Qh is defined in terms of the collocation parameters τj

determined by (3.1). To state the result, we introduce two hypotheses:

(H1) β = 1; or β = 0, � ≥ r.

(H2) β = 0, � < r.
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Lemma 3.1. Suppose that the collocation parameters τj, j =
1, 2, . . . , m, are chosen to satisfy (3.1). If v ∈ Um+r+1, then there
exists a positive constant c such that for all N and k = 3, 4, . . . , N ′,

(3.4) max
t∈σk

k−2∑
j=2

|I�,j
α,β(t)| ≤ c N−(m+λ),

where λ = (r + 1)(1− α/m) in case (H1), and λ = min{(r + 1)(1−α/
m), α + � + 1} in case (H2).

Proof. For t ∈ σk and 2 ≤ j ≤ k − 2, (see [1])

I�,j
α,β(t) =

∫
σj

K�
α,β(t, s) v[tj1, tj2, . . . , tjm, s]

m∏
l=1

(s − tjl) ds,

holds where v[s1, s2, . . . , sm+1] denotes the mth order divided differ-
ence of v at the nodes s1, s2, . . . , sm+1. For notational convenience, we
let

P �,j
α,β(t, s) := K�

α,β(t, s) v[tj1, tj2, . . . , tjm, s], t ∈ σk, s ∈ σj .

We expand the function P �,j
α,β as the Taylor polynomial of degree r with

respect to the second variable plus the remainder. Making use of the
fact that the values τj , j = 1, 2, . . . , m satisfy condition (3.1), we obtain
that, for t ∈ σk,
(3.5)

I�,j
α,β(t) =

1
(r + 1)!

∫
σj

(s−tj−1)r+1
m∏

l=1

(s−tjl)
∂r+1

∂sr+1
P �,j

α,β(t, s)
∣∣∣∣
s=ξj

ds,

for some ξj ∈ [tj−1, s]. Noting that for n = 0, 1, . . . , r + 1,

‖v(n)[tj1, tj2, . . . , tjm, s]‖σj
≤ ‖v(m+n)‖σj

≤ c t
α−(m+n)
j−1 ,

we have that for t ∈ σk,
(3.6)∣∣∣∣ ∂r+1

∂sr+1
P �,j

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣≤ c

r+1∑
n=0

∣∣∣∣ ∂n

∂sn
K�

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣tα−(m+r+1−n)
j−1 .
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It follows from (3.5) and (3.6) that, for t ∈ σk,

(3.7)

|I�,j
α,β(t)| ≤ c

r+1∑
n=0

hm+r+1
j t

α−(m+r+1−n)
j−1

∫
σj

∣∣∣∣ ∂n

∂sn
K�

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣ ds.

The estimate (3.7) is usually derived in order to study the superconver-
gence property of the numerical approximation to the exact solution,
see [1, 6, 11]. Because

hj = [(j + i0 − 1)q − (j + i0 − 2)q]N−q

= (j + i0 − 2)q
{[

1 + (j + i0 − 2)−1
]q − 1

}
N−q,

with q := m/α, by the mean value theorem, there exists θ with
0 < θ < (j + i0 − 2)−1 such that

hj = q(j + i0 − 2)q−1(1 + θ)q−1N−q ≤ c(j + i0 − 2)q−1N−q,

for some positive constant c. Since N1−1/q ≤ j + i0 − 2 and hj ≤ hk−1,
it is straightforward to show that

(3.8)
hm+r+1

j t
α−(m+r+1−n)
j−1 ≤ c hn

j (j + i0 − 2)n−r−1N−m

≤ c hn
k−1N

−m−(r+1−n)(1−1/q).

Notice that in case (H2)∣∣∣∣ ∂n

∂sn
K�

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣≤ c,

for s ∈ σj , ξj ∈ [tj−1, s], t ∈ σk and n = 0, 1, . . . , �, and

(3.9)
∣∣∣∣ ∂n

∂sn
K�

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣≤ c(t − ξj)α+�−n ≤ c(t − s)α+�−n,

for s ∈ σj , ξj ∈ [tj−1, s], t ∈ σk and n = 1+ �, . . . , r +1. Hence, in this
case we have that for t ∈ σk,

(3.10) Tn(t) :=
k−2∑
j=2

∫
σj

∣∣∣∣ ∂n

∂sn
K�

α,β(t, s)
∣∣∣∣
s=ξj

∣∣∣∣ ds ≤ c,
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for n = 0, 1, . . . , 1 + �, and

(3.11) Tn(t) ≤ c[(t−tk−2)α+�+1−n− (t−t1)α+�+1−n] ≤ c hα+�+1−n
k−1 ,

for n = 2+�, . . . , r+1. It is easily verified that in case (H1), for t ∈ σk,

(3.12) Tn(t) ≤ c,

for all n = 0, 1, . . . , r + 1. Since hk−1 < cN−1, we conclude from (3.7),
(3.8), (3.10), (3.11) and (3.12) that for t ∈ σk,

k−2∑
j=2

|I�,j
α,β(t)| ≤ c

r+1∑
n=0

hn
k−1N

−m−(r+1−n)(1−1/q) ≤ c N−(m+λ),

in case (H1) and

k−2∑
j=2

|I�,j
α,β(t)| ≤ c

[ 1+�∑
n=0

hn
k−1N

−m−(r+1−n)(1−1/q)

+
r+1∑

n=2+�

hα+�+1
k−1 N−m−(r+1−n)(1−1/q)

]
≤ c N−(m+λ),

in case (H2). This completes the proof.

We define the Volterra integral operator K�
α,β : L∞(I) → C(I) by

(K�
α,β u)(t) :=

∫ t

0

K�
α,β(t, s) u(s) ds, t ∈ I.

In our next result, we translate the estimate in Lemma 3.1 to an
estimate of the quantity K�

α,β(v −Qh v).

Lemma 3.2. Let Qh be the interpolation operator defined in (2.6)
associated with the partition (2.4) and with the collocation parameters
τj, j = 1, 2, . . . , m satisfying (3.1). If v ∈ Um+r+1, then there exist a
positive constant c and a positive integer N0 such that, for all N > N0,

(3.13) ‖K�
α,β(I − Qh) v‖ ≤ c N−(m+ν),
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where

ν =
{

min{(r + 1)(1 − α/m), α + � + 1} β = 0,
min{(r + 1)(1 − α/m), 1} β = 1.

Proof. It follows from (2.7) that

|(K�
α,β(v −Qh v))(t)| ≤ c N−m

∫ t

0

|K�
α,β(t, s)| ds, t ∈ I.

To estimate the right-hand side of the last inequality, we notice that,
by the definition of partition (2.4),

h1 =
(

i0
N

)q

<

(
N1−1/q + 1

N

)q

≤ 2q

N
, and h2 < c N−1.

Thus, by (3.2) we have that for t ∈ σ1 ∪ σ2,

|(K�
α,0(v −Qh v))(t)| ≤ c N−mtα+�+1 ≤ c N−(m+α+�+1)

and

|(K�
α,1(v −Qh v))(t)| ≤ c N−mt ≤ c N−(m+1).

This implies that

(3.14) max
t∈σ1∪σ2

|(K�
α,β(v −Qh v))(t)| ≤ c N−(m+ε),

where ε = α + � + 1 if β = 0, and ε = 1 if β = 1.

By using Lemma 3.1, we obtain that for t ∈ σk and k = 3, 4, . . . , N ′,
(3.15)∣∣∣∣ ∫ tk−2

t1

K�
α,β(t, s)[v(s) − (Qh v)(s)] ds

∣∣∣∣ ≤ k−2∑
j=2

∣∣∣I�,j
α,β(t)

∣∣∣ ≤ c N−(m+λ),

where λ is given in Lemma 3.1. Again, by (2.7) and (3.2), we have that

(3.16)
∣∣∣∣ ∫ t

tk−2

K�
α,β(t, s)[v(s) − (Qh v)(s)] ds

∣∣∣∣ ≤ c N−(m+ε).
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Combining (3.14), (3.15) and (3.16), we have the estimate (3.13) with
ν = min{ε, λ}. It remains to verify the ν has the desired form.
Recall that if β = 1, then ε = 1 and λ = (r + 1)(1 − α/m), and if
β = 0, then ε = α + � + 1 and λ = (r + 1)(1 − α/m) in case (H1) or
λ = min{(r + 1)(1−α/m), α + � + 1} in case (H2). Therefore, we have
the desired form for the parameter ν.

To analyze the superconvergence property of the iterated collocation
solution, we recall the following result which can be found in [1].

Lemma 3.3. Let X be a Banach space and A,B be bounded linear
operators on X to itself. If (I − AB)−1 exists from X to itself, then
(I − BA)−1 also exists, and

(3.17) (I − BA)−1 = I + B(I − AB)−1A.

We are now ready to prove the main theorem of this section, concern-
ing superconvergence of the iterated hybrid collocation method. In the
next theorem and the corollary that follows, we denote by uh the col-
location solution of equation (2.1) associated with the partition (2.4)
and with collocation parameters τj , j = 1, 2, . . . , m satisfying (3.1)
with m > 1 and r = 1, and by ûh its iterated solutions determined by
(2.11).

Theorem 3.4. Suppose that K, L ∈ Cm+2(�) and f ∈ Um+2. Let
u be the exact solution of (2.1). Then, there exist a positive constant c
and a positive integer N0 such that for all N > N0,

(3.18) ‖u − ûh‖ ≤ c N−(m+α).

Proof. Applying Qh to both sides of (2.11), we have that

(3.19) Qh ûh = uh.

Substituting equation (3.19) into the right-hand side of (2.11) yields
that ûh satisfies the operator equation

ûh − T Qh ûh = f.
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Subtracting this equation from (2.1) we find that

(3.20) (I − T Qh)(u − ûh) = T (I − Qh) u.

It is easily verified that T is compact from L∞(I) to C(I) as well as
from L∞(I) to itself. Since I − T is injective from L∞(I) to itself (see
[9]), by the Fredholm alternative theorem, (I − T )−1 exists.

On the other hand, according to the construction of Qh, we have for
any v ∈ C(I) that (see [1, 12])

(3.21) lim
N→∞

‖v −Qh v‖ = 0.

It follows from (3.21) and Lemma 3.1.1 of [1] that

(3.22) lim
N→∞

‖T − Qh T ‖ = 0.

By Theorem 3.1.1 of [1], there exist a positive constant c and a positive
integer N0 such that for all N > N0, (I − QhT )−1 exists and is
uniformly bounded by c in the L∞ norm. By Lemma 3.3 and equation
(3.20) we obtain that

(3.23) ‖u − ûh‖ ≤ c ‖T (I − Qh) u‖.

By our assumptions we have that u ∈ Um+2. Recall that the kernel M
of T consists of two parts. One part satisfies (3.2) with β = 1, and the
other satisfies (3.2) with β = 0 and � = −1. Note that

(r + 1)
(

1 − α

m

)
= 2 − 2α

m
> 1, and α + � + 1 = α.

It follows from Lemma 3.2 that

‖T (I − Qh) u‖ ≤ c
[
N−(m+1) + N−(m+α)

]
≤ c N−(m+α).

Combining this and (3.23) shows that (3.18) is satisfied.

A direct consequence of the global superconvergence property of the
iterated solution ûh is a local superconvergence property of uh at the
collocation points. We present this result in the next corollary.
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Corollary 3.5. Suppose that K, L ∈ Cm+2(�) and f ∈ Um+2. Let
u be the exact solution of (2.1). Then, there exist a positive constant c
and a positive integer N0 such that, for all N > N0,

(3.24) max
1≤k≤N ′

max
1≤j≤mk

|u(tkj) − uh(tkj)| ≤ c N−(m+α).

Proof. To establish the estimate (3.24), we note by (3.19) that

max
1≤k≤N ′

max
1≤j≤mk

|u(tkj) − uh(tkj)| = max
1≤k≤N ′

max
1≤j≤mk

|u(tkj) − ûh(tkj)|

≤ ‖u − ûh‖.

Thus, the estimate (3.24) follows directly from Theorem 3.4.

We remark that superconvergence occurs when the collocation pa-
rameters τj , j = 1, 2, . . . , m, are chosen to satisfy equation (3.1) with
r = 1, for an arbitrary set of the collocation points τ ′

j , j = 1, 2, . . . , lm,
in the first subinterval [t0, t1].

4. Volterra integro-differential equations. We consider in
this section Volterra integro-differential equations with weakly singular
kernels. This equation is reformulated as a Volterra integral equation
of the second kind with a mildly singular kernel. We apply the
superconvergence result of the iterated solution of the Volterra integral
equation to the resulting equation and use it to obtain superconvergence
properties of the corresponding approximate solution of the original
integro-differential equation.

We first describe the Volterra integro-differential equation. For
α ∈ (0, 1) and K ∈ C(�), we set

Kα(t, s) := (t − s)α−1K(t, s), 0 ≤ s < t ≤ 1,

and define the Volterra integral operator Kα : L∞(I) → C(I) by

(Kα u)(t) :=
∫ t

0

Kα(t, s) u(s) ds, t ∈ I.
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Consider the Volterra integro-differential equations of the form

(4.1) y′(t) = a(t) y(t) + b(t) + (Kαy)(t), t ∈ I,

with initial-value condition y(0) = y0, where a, b ∈ C(I) are given
functions and y ∈ C1(I) is the unknown function to be determined.

We now reformulate this problem as a standard Volterra integral
equation, see [10]. To this end, we set

(4.2) u(t) = y′(t), t ∈ I,

define the linear operator H : L∞(I) → C(I) by

(4.3) (H u)(t) :=
∫ t

0

u(s) ds, t ∈ I,

and introduce the linear operator G : L∞(I) → C(I) by

(4.4) (G u)(t) := a(t)(Hu)(t) + (KαH u)(t), t ∈ I.

Using the Dirichlet formula, the operator G is actually the Volterra
integral operator from L∞(I) to C(I) with the kernel

(4.5) Gα(t, s) := a(t) +
∫ t

s

Kα(t, τ ) dτ, 0 ≤ s < t ≤ 1.

Therefore, equation (4.1) with the initial-value condition may be writ-
ten as a Volterra integral equation of the second kind in the form

(4.6) (I − G) u = f,

where f is defined by

f(t) := b(t) + y0 a(t) + y0

∫ t

0

Kα(t, s) ds, t ∈ I.

The following theorem concerns the solution of equation (4.6) and as
well as equation (4.1).
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Theorem 4.1. If K ∈ Cm(�) and a, b ∈ Um, then equation (4.6)
has a unique solution u ∈ Um, and equation (4.1) has a unique solution
y ∈ Um+1 ∩ C1(I).

Proof. Following a similar argument in the proof of Theorem 2.1 of
[12], we have that equation (4.6) has a unique solution u ∈ Um. By
(4.2) equation (4.1) has a unique solution y ∈ Um+1 ∩ C1(I).

We will establish numerical methods for solving equation (4.6), from
which we obtain numerical methods for equation (4.1). For this
purpose, we apply the hybrid collocation method to equation (4.6)
which is to find uh ∈ Sh such that

(4.7) (I − Qh G) uh = Qh f.

Having determined the solution uh of (4.7), we may obtain an approx-
imate solution yh of (4.1) by setting

(4.8) yh(t) := y0 +
∫ t

0

uh(s) ds.

The next theorem shows that the hybrid collocation method provides
an optimal order of global convergence.

Theorem 4.2. Let K ∈ Cm(�) and a, b ∈ Um, and let u and y be
the exact solutions of (4.6) and (4.1), respectively. Assume that Qh is
the interpolation operator defined in (2.6) associated with the partition
(2.4). Then, there exist a positive constant c and a positive integer N0

such that, for all N > N0, (4.7) has a unique solution uh ∈ Sh and

(4.9) ‖u − uh‖ ≤ c N−m.

Meanwhile, the approximate solution yh of (4.1) is uniquely determined
by (4.8), and also there holds

(4.10) ‖y − yh‖ ≤ c N−m.

Proof. Note that G is a compact operator from L∞(I) to C(I). By
an argument similar to the proof of the existence and boundedness of
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(I−QhT )−1, there exist a positive constant c and a positive integer N0

such that for all N > N0, (I−QhG)−1 exists and is uniformly bounded
by c in the L∞ norm. Therefore, equation (4.7) has a unique solution

uh = Qh G uh + Qh f ∈ Sh.

Noticing that

(4.11) u − uh = u −Qh u + Qh(u − uh),

we conclude from (2.7) that, for all N > N0,

‖u − uh‖ = ‖(I − Qh G)−1(u −Qh u)‖ ≤ c N−m.

Combining (4.2) and (4.8) yields that, for t ∈ I,

y(t) − yh(t) =
∫ t

0

[u(s) − uh(s)] ds.

Hence, the estimate (4.10) follows from (4.9).

We next consider the iterated collocation solution and investigate its
superconvergence property. Assume that uh is the unique solution of
(4.7). We define the iterated collocation solution ûh by

(4.12) ûh = f + G uh.

Applying Qh to both sides of (4.12) gives

(4.13) Qh ûh = uh.

It follows from (4.6), (4.12) and (4.13) that

(4.14) (I − G Qh)(u − ûh) = G(I − Qh) u.

The next lemma gives an error estimate of the approximation yh to
the solution y of equation (4.1).
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Lemma 4.3. Let u and y be the exact solutions of (4.6) and (4.1),
respectively, and let ûh and yh be the corresponding approximations
determined by (4.12) and (4.8). Then, there exist a positive constant c
and a positive integer N0 such that, for all N > N0,

(4.15) ‖y − yh‖ ≤ c (‖H(I − Qh) u‖ + ‖u − ûh‖).

Proof. By (4.2) and (4.8), we have

(4.16) ‖y − yh‖ = ‖H(u − uh)‖ ≤ ‖H(I − Qh) u‖ + ‖HQh(u − uh)‖.

We denote by Lkj the Lagrange function with respect to tkj , k =
1, 2, . . . , N ′, j = 1, 2, . . . , mk. Hence, we obtain for t ∈ I,

(4.17) [Qh(u − uh)](t) =
N ′∑

k=1

mk∑
j=1

[u (tkj) − uh(tkj)]Lkj(t).

It is shown in [12] that there exists a positive constant c such that for
all positive integers N

(4.18)
N ′∑

k=1

mk∑
j=1

‖Lkj‖ ≤ c.

By (4.13) we have that, for all k = 1, 2, . . . , N ′, j = 1, 2, . . . , mk,

(4.19) |u(tkj) − uh(tkj)| = |u(tkj) − ûh(tkj)| ≤ ‖u − ûh‖.

Using (4.17), (4.18), (4.19) and the boundedness of H, we have

(4.20) ‖HQh(u − uh)‖ ≤ c ‖u − ûh‖.

Combining (4.16) and (4.20) proves (4.15).

We are now ready to prove superconvergence results for the colloca-
tion and iterated collocation solutions. To this end, we denote by uh

the collocation solution of equation (4.7) associated with the partition
(2.4) and with collocation parameters τj , j = 1, 2, . . . , m satisfying
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(3.1) with m > 1 and r = 1, and by ûh its iterated solution determined
by (4.12) and by yh the corresponding approximate solution determined
by (4.8) to the solution y of equation (4.1).

Theorem 4.4. Suppose that K ∈ Cm+2(�) and a, b ∈ Um+2. Let u
and y be the exact solution of (4.6) and (4.1), respectively. Then, there
exist a positive constant c and a positive integer N0 such that for all
N > N0,

‖u − ûh‖ ≤ c N−(m+1)(4.21)
and

‖y − yh‖ ≤ c N−(m+1).(4.22)

Proof. By our assumptions we have that u ∈ Um+2. Recall that H
and Kα are the Volterra integral operators with kernels satisfying (3.2)
with β = 1 and β = 0, � = 0, respectively. Note that

α + � + 1 = α + 1, (r + 1)
(

1 − 1
q

)
= 2 − 2

q
> 1.

By Lemma 3.2 and (4.4), it is straightforward that

(4.23)

‖G(I − Qh) u‖ ≤ c
[
N−(m+1) + N−min{2−2α/m, α+1}] ≤ c N−(m+1).

By Theorem 4.2, there exist a positive constant c and a positive integer
N0 such that for all N > N0, (I − GQh)−1 exists and is uniformly
bounded by the constant c in the L∞ norm. Combining this with
(4.14) and (4.23) proves (4.21). We conclude from Lemma 4.3, (4.21)
and Lemma 3.2 with K�

α,β := H that the estimate (4.22) holds.

The next corollary presents a local superconvergence property of the
collocation solution uh at the collocation points.

Corollary 4.5. Suppose that K ∈ Cm+2(�) and a, b ∈ Um+2. Let
u be the exact solution of (4.6). Then, there exist a positive constant c
and a positive integer N0 such that for all N > N0,

(4.24) max
1≤k≤N ′

max
1≤j≤mk

|u(tkj) − uh(tkj)| ≤ c N−(m+1).
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Proof. The estimate (4.24) follows immediately from (4.13) and
(4.21).

We next investigate a local superconvergence property of the iterated
collocation solution at the knots ti, i = 0, 1, . . . , N ′, of the piecewise
polynomials. We will show that the order of local superconvergence
of the iterated collocation solution may be improved if we use a few
more basis functions on the first interval. To this end, we modify the
interpolation operator. Associated with the partition (2.4), we define
the space S̃h by

S̃h := {u : u|σ1 ∈ Wm+1|σ1 , u|σi
∈ Pm|σi

, i = 2, 3, . . . , N ′}.

In comparison with the space Sh, the new space S̃h is Sh with Wm

replaced by Wm+1. Choosing lm+1 parameters τ ′′
j , j = 1, 2, . . . , lm+1

such that
0 < τ ′′

1 < τ ′′
2 < · · · < τ ′′

lm+1
< 1,

we have lm+1 interpolation points in the first subinterval σ1 by setting

t̃1j := t0 + τ ′′
j h1, j = 1, 2, . . . , lm+1,

The modified interpolation operator Q̃h : C(I) → S̃h is defined by

(Q̃h v)(t̃1j) = v(t̃1j), j = 1, 2, . . . , lm+1.

and

(Q̃h v)(tkj) = v(tkj), k = 2, . . . , N ′, j = 1, 2, . . . , m,

where tkj , k = 2, . . . , N ′, j = 1, 2, . . . , m are the same interpolation
points used by the operator Qh, as described in Section 2. By an
argument similar to the operator Qh, we conclude that there exist a
positive constant c and a positive integer N0 such that for all N > N0

‖v − Q̃h v‖ ≤ c N−m,(4.25)

for all v ∈ Um and

‖v − Q̃h v‖σ1 ≤ c N−(m+1),(4.26)
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for all v ∈ Um+1. We remark that the purpose of introducing the
operator Q̃h is to obtain an extra one order in the estimate (4.26), in
comparison with the convergence order of operator Qh. Making use
of (4.26), we may improve the order of local superconvergence of the
iterated collocation solution at ti, i = 0, 1, . . . , N ′. Set

Rα(t, s) :=
∫ t

s

Kα(t, τ ) dτ, 0 ≤ s ≤ t ≤ 1,

and define the Volterra integral operator Rα : L∞(I) → C(I) by

(Rα u)(t) :=
∫ t

0

Rα(t, s) u(s) ds, t ∈ I.

Using the operator Q̃h, we give the following estimates.

Lemma 4.6. Let Q̃h be the modified interpolation operator as-
sociated with the partition (2.4) and with collocation parameters τj,
j = 1, 2, . . . , m satisfying (3.1) with m > 2 and r = 2. Suppose that
a, b ∈ Um+3, K ∈ Cm+3(�) and v ∈ Um+3. Then there exists a posi-
tive constant c independent of N such that

(4.27) ‖Rα(I − Q̃h) v‖ ≤ c N−(m+1+α),

and

(4.28) max
0≤i≤N ′

|(G v)(ti) − (GQ̃h v)(ti)| ≤ c N−(m+1+α).

Proof. It is easy to verify that Rα(t, s) satisfies (3.1) with β = 0 and
� = 0. By the constructions of Qh and Q̃h, we have that, for v ∈ C(I),

(4.29) Q̃h v|[t1,1] = Qh v|[t1,1].

Note that

α + � + 1 = α + 1 and (r + 1)
(

1 − α

m

)
= 3 − 3α

m
> 2.
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Recalling (4.25) and Lemma 3.2 with β = 0, we have that (4.27) is
satisfied.

It is easily seen from (4.26) that

(4.30) ‖H(I − Q̃h) v‖σ1 ≤ c N−(m+2).

Combining this with (4.29) and recalling Lemma 3.1 in case (H1), we
have that for i = 2, 3, . . . , N ′,
(4.31)∣∣[H(I−Q̃h) v](ti)

∣∣ ≤ c
[
N−(m+2)+ N−(m+3−3α/m)

]
≤ c N−(m+2).

From (4.4), (4.27), (4.30) and (4.31), we conclude that

max
0≤i≤N ′

|(G(v−Q̃h v))(ti)| ≤ c
[
N−(m+2) +N−(m+1+α)

]
≤ c N−(m+1+α).

This completes the proof.

We denote by ûh the iterated solution determined by (4.12) associated
with the interpolation operator Q̃h. In the next theorem, we present
a local superconvergence property of the error of û at the knots tj ,
j = 0, 1, . . . , N ′, of the piecewise polynomials. We will show that at
these points, the error has superconvergence of an even higher order.

Theorem 4.7. Suppose that the conditions of Lemma 4.6 hold. Let
u be the exact solution of equation (4.6). Then, there exist a positive
constant c and a positive integer N0 such that for all N > N0,

(4.32) max
0≤i≤N ′

|u(ti) − ûh(ti)| ≤ c N−(m+1+α).

Proof. By our assumptions we have that u ∈ Um+3. By a similar
argument in Theorem 4.4, there exist a positive constant c and a
positive integer N0 such that for all N > N0, (I − GQ̃h)−1 exists and
is uniformly bounded by the constant c in the L∞ norm. Therefore, it
follows from (4.28) that for i = 0, 1, . . . , N ′,

|u(ti) − ûh(ti)| =
∣∣[(I − GQ̃h)−1G(I − Q̃h)u](ti)

∣∣ ≤ c N−(m+1+α),

proving the estimate (4.32).
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In general, the local estimate presented in Theorem 4.7 cannot be
improved to a global estimate. However, in a special case when a = 0
in equation (4.1), this is possible. In the next theorem we present a
special global superconvergence result for the equation when a = 0.

Theorem 4.8. Let u be the exact solution of (4.6) with a = 0. Then
there exist a positive constant c and a positive integer N0 such that for
all N > N0,

(4.33) ‖u − ûh‖ ≤ c N−(m+1+α).

Proof. Recall that when a = 0, the operator G reduces to Rα. Hence,
it follows from (4.14) that

‖u − û‖ ≤ ‖(I −RαQh)−1‖ ‖Rα(I − Q̃h) u‖.

Using this inequality with (4.27) yields the estimate (4.33).

5. Numerical examples. In this section, we present two numerical
examples to confirm the theoretical analysis obtained in the previous
sections. The first example is concerned with superconvergence of
the iterated collocation solution for Volterra equations of the second
kind while the second example is about superconvergence for integro-
differential equations. The weakly singular integrals appearing in the
numerical solution of these examples are computed by employing the
Gauss-type quadrature formula introduced in [17].

Example 1. Consider the Volterra integral equation of the second
kind with a weakly singular kernel having the form

(5.1) u(t) −
∫ t

0

(t − s)−1/2 u(s) ds = f(t), t ∈ I.

The kernel has a singularity along the diagonal with a parameter
α = 1/2. We choose f as

f(t) := (t2 + t)1/2 cos t −
∫ t

0

(t − s)−1/2(s2 + s)1/2 cos s ds, t ∈ I,
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so that

u(t) = (t2 + t)1/2 cos t, t ∈ I,

is the exact solution of equation (5.1). Note that the first derivative
of the solution has a singularity at t = 0. We choose W2 as defined
in (2.2) on the first subinterval and use the space of piecewise linear
polynomials on the other subintervals. The collocation parameters on
the first subinterval are chosen as

{τ ′
1, τ

′
2, τ

′
3, τ

′
4} =

{
1
9
,
1
4
,
4
9
,

9
16

}
.

The collocation parameters

{τ1, τ2} =
{

2
5
,
3
4

}
, {τ1, τ2} =

{
1
3
, 1

}

and

{τ1, τ2} =

{
1
2
−

√
3

6
,
1
2

+
√

3
6

}

on the other subintervals are employed, respectively, for the collocation
and iterated collocation methods. The collocation parameters in the
last two cases correspond to Radau II points and Gauss points on I
satisfying the condition (3.1) with r = 1 and r = 0, respectively. The
theoretical orders of convergence for the collocation method and the
iterated collocation method are 2 and 2.5, respectively, according to the
theory established in the last two sections. Numerical results shown
in Table 5.1 are about the errors and orders of convergence for the
collocation solution and the iterated collocation solution, where ûh,1

and ûh,2 stand for the iterated collocation solutions corresponding to
Radau II points and Gauss points, respectively. It can be seen that the
numerical results confirm the theoretical estimates.
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TABLE 5.1. Superconvergence with m = 2 and α = 0.5.

N 16 32 64 128
‖u − uh‖ 1.358e-1 3.838e-2 7.429e-3 1.520e-3

Order of conv. 1.82 2.37 2.29
‖u − ûh,1‖ 1.374e-1 3.417e-2 5.569e-3 8.475e-4

Order of conv. 2.01 2.62 2.72
‖u − ûh,2‖ 1.088e-1 2.961e-2 5.218e-3 8.572e-4

Order of conv. 1.88 2.50 2.61

Example 2. In this example, we consider the Volterra integro-
differential equation

(5.2) y′(t) = y(t) + b(t) +
∫ t

0

(t − s)α−1 y(s) ds, t ∈ I,

with initial-value condition y(0) = 0, where b is chosen such that

y(t) := t1+α cos t, t ∈ I

is the exact solution of (5.2). By a change of variables y′ = u, equation
(5.2) is transformed as a Volterra integral equation of the second kind
with u being the new unknown.

We will present numerical results for the parameter α chosen as
0.1, 0.2, . . . , 0.9. Specifically, we present in Table 5.2A 5.10A the com-
puted errors and orders of convergence of the collocation approxima-
tions uh and yh by using the space W2 on the first subinterval corre-
sponding to different parameters. For convenient presentation, we only
list the spaces W2, their dimensions l2 and the corresponding colloca-
tion parameters in the first interval for the cases α = 0.1, 0.5, 0.9. They
are, for α = 0.1,

W2 = span {tσ : σ = 0, 0.1, 0.2, . . . , 1.9}, l2 = 20

and the collocation parameters

{0.1, 0.12, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45,

0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.92, 0.95};
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for α = 0.5,

W2 = span {tσ : σ = 0, 0.5, 1.0, 1.5}, l2 = 4

and the collocation parameters

{0.2, 0.4, 0.6, 0.8};

and, for α = 0.9,

W2 = span {tσ : σ = 0, 0.9, 1.0, 1.8, 1.9}, l2 = 5

and collocation parameters

{0.2, 0.4, 0.5, 0.6, 0.8}.

Meanwhile, we use in Tables 5.2A 5.10A the collocation parameters

τ1 = 0.25, τ2 = 0.8

on the other subintervals. Note that the theoretical optimal order
of convergence is 2. The numerical results presented in these tables
confirm the theoretical estimate in Theorem 4.2.

To investigate the global superconvergence property of the iterated
collocation solution, we use

τ1 =
1
2
−

√
3

6
, τ2 =

1
2

+
√

3
6

as the collocation parameters and the corresponding piecewise linear
polynomials for the subintervals except the first subinterval. We report
the numerical results in Tables 5.2B 5.10B. The theoretical order of
convergence for both ûh and ŷh is 3. It can be seen from Tables
5.6B 5.10B that when α = 0.5, 0.6, 0.7, 0.8, 0.9, the numerical results
demonstrate the superconvergence property of the iterated solution
and thus confirm the theoretical estimates in these cases. It can be
also observed from the numerical results that, when α < 0.5, the
improvement in convergence order by an iteration is not obvious. This
interesting numerical phenomenon deserves further investigation.
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TABLE 5.2A. Maximum errors of the collocation solution with m=2 and α=0.1.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
128 1.101e-0 1.272e-1
256 2.946e-1 1.90 3.399e-2 1.90
512 6.482e-2 2.18 7.477e-3 2.18
1024 1.541e-2 2.07 1.747e-3 2.09

TABLE 5.2B. Maximum errors of the iterated solution with m=2 and α=0.1.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
128 1.211e-0 1.400e-1
256 3.172e-1 1.93 3.660e-2 1.94
512 7.054e-2 2.17 8.138e-3 2.17
1024 1.661e-2 2.09 1.916e-3 2.09

TABLE 5.3A. Maximum errors of the collocation solution with m=2 and α=0.2.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
32 7.902e-2 1.733e-2
64 2.124e-2 1.90 4.672e-3 1.89
128 3.914e-3 2.44 8.601e-4 2.44
256 9.062e-4 2.11 1.990e-4 2.11
512 1.783e-4 2.35 3.909e-5 2.35

TABLE 5.3B. Maximum errors of the iterated solution with m=2 and α=0.2.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
32 9.196e-2 2.034e-2
64 2.423e-2 1.92 5.367e-3 1.92
128 4.688e-3 2.37 1.039e-3 2.37
256 1.101e-3 2.09 2.440e-4 2.09
512 2.277e-4 2.27 5.048e-5 2.27
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TABLE 5.4A. Maximum errors of the collocation solution

with m = 2 and α = 0.3.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 5.454e-2 1.561e-2
32 1.484e-2 1.68 4.218e-3 1.61
64 2.327e-3 2.73 6.575e-4 2.76
128 3.759e-4 2.78 1.041e-4 2.88
256 7.233e-5 2.54 1.964e-5 2.67
512 1.258e-5 2.52 3.271e-6 2.59

TABLE 5.4B. Maximum errors of the iterated solution

with m = 2 and α = 0.3.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 6.400e-2 1.841e-2
32 1.705e-2 1.91 4.975e-3 1.89
64 2.901e-3 2.56 8.523e-4 2.55
128 5.213e-4 2.48 1.533e-4 2.48
256 1.088e-4 2.26 3.193e-5 2.26
512 2.101e-5 2.37 6.173e-6 2.37

TABLE 5.5A. Maximum errors of the collocation solution

with m = 2 and α = 0.4.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 2.480e-2 7.689e-3
32 2.478e-3 2.30 7.515e-4 3.35
64 4.675e-4 2.41 1.363e-4 2.46
128 8.172e-5 2.52 2.206e-5 3.63
256 1.141e-5 2.84 2.463e-6 3.16
512 1.287e-6 3.15 1.408e-7 4.13
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TABLE 5.5B. Maximum errors of the iterated solution

with m = 2 and α = 0.4.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 2.818e-2 9.209e-3
32 3.398e-3 3.05 1.153e-3 3.00
64 6.941e-4 2.29 2.350e-4 2.29
128 1.381e-4 2.33 4.656e-5 2.34
256 2.555e-5 2.43 8.584e-6 2.44
512 4.772e-6 2.42 1.603e-6 2.42

TABLE 5.6A. Maximum errors of the collocation solution

with m = 2 and α = 0.5.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 2.402e-3 5.633e-4
32 5.916e-4 2.02 1.337e-4 2.07
64 5.902e-5 3.33 1.343e-5 3.32
128 9.027e-6 2.71 5.592e-6 1.26
256 4.065e-6 1.15 2.309e-6 1.28
512 1.271e-6 1.68 6.847e-7 1.75

TABLE 5.6B. Maximum errors of the iterated solution

with m = 2 and α = 0.5.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 4.334e-3 1.582e-3
32 1.054e-3 2.04 3.773e-4 2.07
64 1.685e-4 2.65 6.052e-5 2.64
128 3.150e-5 2.42 1.115e-5 2.44
256 4.799e-6 2.71 1.691e-6 2.72
512 8.414e-7 2.51 2.948e-7 2.52
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TABLE 5.7A. Maximum errors of the collocation solution

with m = 2 and α = 0.6.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 2.519e-3 7.281e-4
32 5.630e-4 2.16 1.519e-4 2.26
64 5.285e-5 3.41 6.675e-5 1.19
128 5.968e-6 3.15 5.086e-6 3.71
256 2.469e-6 1.27 1.707e-6 1.58

TABLE 5.7B. Maximum errors of the iterated solution

with m = 2 and α = 0.6.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 3.739e-3 1.463e-3
32 8.570e-4 2.12 3.289e-4 2.17
64 1.264e-4 2.75 4.867e-5 2.75
128 1.805e-5 2.80 6.937e-6 2.81
256 3.047e-6 2.57 1.158e-6 2.60

TABLE 5.8A. Maximum errors and orders of convergence

with m = 2 and α = 0.7.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 1.912e-3 4.590e-4
32 1.150e-4 4.06 6.930e-5 2.73
64 3.264e-5 1.82 2.448e-5 1.50
128 9.449e-6 1.79 6.652e-6 1.88
256 2.720e-6 1.80 1.839e-6 1.85
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TABLE 5.8B. Maximum errors of the iterated solution

with m = 2 and α = 0.7.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 2.682e-3 9.876e-4
32 2.883e-4 3.22 1.140e-4 3.11
64 3.683e-5 2.97 1.481e-5 2.94
128 6.163e-6 2.58 2.403e-6 2.62
256 8.667e-7 2.83 3.347e-7 2.84

TABLE 5.9A. Maximum errors of the collocation solution

with m = 2 and α = 0.8.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 9.054e-4 1.664e-4
32 9.918e-5 3.19 8.433e-5 0.98
64 2.559e-5 1.95 2.051e-5 2.04
128 7.863e-6 1.70 5.864e-6 1.81
256 2.149e-6 1.87 1.558e-6 1.91

TABLE 5.9B. Maximum errors of the iterated solution

with m = 2 and α = 0.8.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 1.494e-3 5.788e-4
32 1.361e-4 3.46 5.897e-5 3.30
64 2.603e-5 2.39 1.056e-5 2.48
128 3.222e-6 3.01 1.321e-6 3.00
256 4.091e-7 2.98 1.680e-7 2.98
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TABLE 5.10A. Maximum errors of the collocation solution

with m = 2 and α = 0.9.

N ‖u − uh‖ Order of conv. ‖y − yh‖ Order of conv.
16 3.758e-4 2.511e-4
32 8.348e-5 2.17 7.347e-5 1.77
64 2.448e-5 1.77 1.984e-5 1.89
128 6.471e-6 1.92 5.080e-6 1.97
256 1.691e-6 1.94 1.303e-6 1.96

TABLE 5.10B. Maximum errors of the iterated solution

with m = 2 and α = 0.9.

N ‖u − ûh‖ Order of conv. ‖y − yh‖ Order of conv.
16 8.023e-4 3.374e-4
32 9.643e-5 3.06 4.277e-5 2.98
64 1.205e-5 3.00 5.446e-6 2.97
128 1.760e-6 2.78 7.721e-7 2.82
256 2.355e-7 2.90 1.022e-7 2.92
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