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#### Abstract

Assuming that the linear equation $x^{\prime \prime}+$ $h(t) x^{\prime}+a(t) x=0$ has a positive Green's function, we study the existence of nontrivial periodic solutions of second order damped dynamical systems $$
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=f(t, x)+e(t),
$$ where $h, a \in \mathbb{C}((\mathbb{R} / T \mathbb{Z}), \mathbb{R}), e=\left(e_{1}, \ldots, e_{N}\right)^{T} \in \mathbb{C}\left((\mathbb{R} / T \mathbb{Z}), \mathbb{R}^{N}\right)$, $N \geq 1$, and the nonlinearity $f=\left(f_{1}, \ldots, f_{N}\right)^{T} \in \mathbb{C}((\mathbb{R}=$ $\left.T \mathbb{Z}) \times \mathbb{R}^{N} \backslash\{0\}, \mathbb{R}^{N}\right)$ has a repulsive singularity at the origin. We consider a very general singularity and do not need any kind of strong force condition. The proof is based on a nonlinear alternative principle of Leray-Schauder. Recent results in the literature are generalized and improved.


1. Introduction. The purpose of this work is to study the existence of nontrivial $T$-periodic solutions for the following second order damped dynamical system

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=f(t, x)+e(t), \tag{1.1}
\end{equation*}
$$

where $h, a \in \mathbb{C}((\mathbb{R} / T \mathbb{Z}), \mathbb{R}), e=\left(e_{1}, \ldots, e_{N}\right)^{T} \in \mathbb{C}\left(\left(\mathbb{R} / T \mathbb{Z}, \mathbb{R}^{N}\right), N \geq\right.$ 1 , and the nonlinearity $f=\left(f_{1}, \ldots, f_{N}\right)^{T} \in \mathbb{C}\left((\mathbb{R} / T \mathbb{Z}) \times \mathbb{R}^{N} \backslash\{0\}, \mathbb{R}^{N}\right)$ has a repulsive singularity at the origin. By a nontrivial periodic solution, we mean a function $x=\left(x_{1}, \ldots, x_{N}\right)^{T} \in \mathbb{C}^{2}\left(\mathbb{R} / T \mathbb{Z}, \mathbb{R}^{N}\right)$ solving (1.1) and such that $x(t) \neq 0$ for all $t$. Such a solution is also called collisionless orbit in the literature.

[^0]We are mainly motivated by the recent nice works $[\mathbf{1 0}, \mathbf{1 8}, \mathbf{3 5}]$ and focus on the case where (1.1) presents a repulsive singularity at $x=0$. We say that (1.1) has a repulsive singularity at $x=0$ if there exists a fixed vector $v \in \mathbb{R}_{+}^{N}$ such that

$$
\begin{equation*}
\lim _{\substack{x \rightarrow 0 \\ x \in \mathbb{R}_{+}^{N}}}(v, f(t, x))=+\infty, \text { uniformly in } t \tag{1.2}
\end{equation*}
$$

whereas (1.1) has an attractive singularity at $x=0$ if

$$
\lim _{\substack{x \rightarrow 0 \\ x \in \mathbb{R}_{+}^{N}}}(v, f(t, x))=-\infty ; \text { uniformly in } t
$$

here, $\mathbb{R}_{+}^{n}$ denotes the set of vectors of $\mathbb{R}^{N}$ with positive components. Note that in our case the word "singularity" is understood in a more general way than those in $[\mathbf{1 0}, \mathbf{1 7}, \mathbf{3 8}]$ because we do not require that each component of the nonlinearity $f(t, x)$ have a singularity at $x=0$, which is necessary in the above-mentioned works.

During the last few decades, singular differential equations or singular dynamical systems have been studied by many researchers. Singular equations appear in many problems of applications such as the Brillouin focusing system [5] and nonlinear elasticity [14]. It was also found recently that one special singular differential equation which is called "Ermakov-Pinney equation" plays an important role in the study of the stability of periodic solutions of conservative systems with degree of lower freedom (see [11] and the references therein). Concerned with singular equations, the question of the existence of periodic solutions is one of the central topics, and therefore has attracted much attention $[2,3,4,7,12,15,16,21,22,23,26,27,31,32,33]$. Usually, the proof is based on either the variational approach $[\mathbf{1}, 2,4,30,33]$ or topological methods. The proof of the main results in this paper is based on topological methods, which started with the pioneering paper of Lazer and Solimini [26]. From then on, the method of upper and lower solutions $[\mathbf{6}, \mathbf{2 4}, 29]$, degree theory $[\mathbf{1 5}, \mathbf{3 7}, \mathbf{3 8}, 39]$, some fixed point theorems in cones for completely continuous operators $[18,34,35]$, Schauder's fixed point theorem $[\mathbf{9}, 17,36]$ and a nonlinear alternative principle of Leray-Schauder type $[\mathbf{1 0}, \mathbf{1 3}, \mathbf{2 5}]$ have been widely applied. In this line of research, a common device is to assume some strong force condition, which was first introduced by Gordon in [19]. This condition has been widely used for avoiding collisions. For
example, if we consider the system

$$
\begin{equation*}
x^{\prime \prime}+\nabla\left(\frac{1}{|x|^{\alpha}}\right)=e(t) \tag{1.3}
\end{equation*}
$$

the strong force condition corresponds to the case $\alpha \geq 2$. Compared with the case of strong singularity, the case of weak singularity was less studied, but there are also rich results $[9,10,14,21,25,29,34,35]$ in the literature during the last few years.

In this paper, we will generalize and improve those results contained in $[10,18,35]$ in the following three directions. Firstly, we do not require that all components of the nonlinearity $f(t, x)$ have a singularity, and therefore we can deal with some systems which were not covered in the literature. Secondly, we improve those results in $[10,17,18]$ because we do not require that the mean of each component of $\gamma$ (see Section 3 for such a notion) is non-negative. Finally, there is the damping term in our case, which was not covered in the above mentioned works and will imply some new technical difficulties in the proof. We remark that the approach used in this paper is similar to those in $[\mathbf{1 0}, \mathbf{1 3}]$. The remaining part of this paper is organized as follows. In Section 2, some preliminary results are given. In Section 3, by employing a nonlinear alternative principle of LeraySchauder, we establish the main result. To illustrate the new results, some applications are also given.

## 2. Preliminaries.

2.1. Green's function of the linear system. We say that the linear equation

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=0 \tag{2.1}
\end{equation*}
$$

is nonresonant if its unique $T$-periodic solution is the trivial one. When (2.1) is nonresonant, as a consequence of Fredholm's alternative, the nonhomogeneous system

$$
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=l(t)
$$

admits a unique $T$-periodic solution which can be written as

$$
x(t)=\int_{0}^{T} G(t, s) l(s) d s
$$

where $G(t, s)$ is the Green's function of (2.1). Throughout this paper, we always assume that
(A) The Green's function $G(t, s)$ of (2.1) is positive for all $(t, s) \in$ $[0, T] \times[0, T]$.

For the general case, it is difficult to verify that condition (A) holds. However, two classes of the functions $h, a$ for (A) to hold have been found recently in $[8,13]$ (which was proved by the antimaximum principle established by Hakl and Torres in [23]). To describe these, let us define the functions

$$
\sigma(h)(t)=\exp \left(\int_{0}^{t} h(s) d s\right)
$$

and

$$
\sigma_{1}(h)(t)=\sigma(h)(T) \int_{0}^{t}(h)(s) d s+\int_{t}^{T} \sigma(h)(s) d s
$$

Theorem 2.1. [13, Corollary 2.6] Assume that $a \not \equiv 0$ and the following two inequalities are satisfied:

$$
\int_{0}^{T} a(s) \sigma(h)(s) \sigma_{1}(-h)(s) d s \geq 0
$$

and

$$
\begin{gathered}
\sup _{0 \leq t \leq T}\left\{\int_{t}^{t+T} \sigma(-h)(s) d s \int_{t}^{t+T}[a(s)]_{+} \sigma(h)(s) d s \leq 4\right. \\
\text { where }[a(s)]_{+}=\max \{a(s), 0\}
\end{gathered}
$$

Then (A) holds.

For the special case $\int_{0}^{T} a(t) \sigma(h)(t) d t>0$ and $h \in \widetilde{\mathbb{C}}(\mathbb{R} / T \mathbb{Z}):=$ $\{h \in \mathbb{C}(\mathbb{R} / T \mathbb{Z}): \bar{h}=0\}$, another criterion has also been established by Cabada and Cid in [8]. To describe these, given an exponent $q \in[1, \infty]$, the best constant in the Sobolev inequality

$$
C\|u\|_{q,[0,1]} \leq\left\|u^{\prime}\right\|_{2,[0,1]} \quad \text { for all } u \in H_{0}^{1}(0,1)
$$

is denoted by $M(q)$. The explicit formula for $M(q)$ is known, that is,

$$
M(q)= \begin{cases}\left(\frac{2 \pi}{q}\right)^{1 / 2}\left(\frac{2}{q+2}\right)^{1 / 2-1 / q} \frac{\Gamma(1 / q)}{\Gamma(1 / 2+1 / q)} & \text { for } 1 \leq q<\infty \\ 2 & \text { for } q=\infty\end{cases}
$$

where $\Gamma(\cdot)$ is the Gamma function of Euler. The usual $L^{p}$-norm is denoted by $\|\cdot\|_{p}$. The conjugate exponent of $p$ is denoted by $q: 1 / p+1 / q=1$.

Theorem 2.2. [8, Theorem 5.1] Assume that $h \in \widetilde{\mathbb{C}}(\mathbb{R} / T \mathbb{Z})$ and $\int_{0}^{T} a(t) \sigma(h)(t) d t>0$. Suppose further that there exists $1 \leq p \leq \infty$ such that

$$
(B(T))^{1+1 / q}\left\|[\mathcal{A}]_{+}\right\|_{p, T}<\mathbf{M}^{2}(2 q)
$$

where

$$
B(T)=\int_{0}^{T} \sigma(-h)(t) d t, \quad[\mathcal{A}(t)]_{+}=[a(t)]_{+}(\sigma(h)(t))^{2-1 / p}
$$

Then (A) holds.

As a special case of Theorem 2.2, we can recover the following $L^{p}$-criterion proved by Torres in [34] (see also [40] for a complete discussion).

Corollary 2.3. Assume that $h \equiv 0, \int_{0}^{T} a(t) d t>0$ and $a \in L^{p}[0, T]$ for some $1 \leq p \leq \infty$. If

$$
T^{1+1 / q}\left\|[a]_{+}\right\|_{p, T}<\mathbf{M}^{2}(2 q)
$$

then (A) holds.

Remark 2.4. For a given function $h$, from Theorem 2.1 and Theorem 2.2 , we can easily obtain that condition (A) holds for the following linear equation:

$$
x^{\prime \prime}+h(t) x^{\prime}+k^{2} x=0,
$$

if the constant $k>0$ is small enough. In fact, for the general case, we can take $k$ such that:

$$
\begin{equation*}
k^{2} \leq \frac{4}{\sup _{0 \leq t \leq T}\left\{\int_{t}^{t+T} \sigma(-h)(s) d s \int_{t}^{t+T} \sigma(h)(s) d s\right\}} \tag{2.2}
\end{equation*}
$$

For $h \in \widetilde{\mathbb{C}}(\mathbb{R} / T \mathbb{Z})$, we can take $k$ such that

$$
k^{2}<\frac{\mathbf{M}^{2}(2 q)}{\left(B(T)^{1+1 / q} \|(\sigma(h))\right)^{2-1 / p} \|_{p, T}}
$$

In particular, when $h \equiv 0$ and $a(t)=k^{2}$, condition (A) is equivalent to $0<k^{2}<(\pi / T)^{2}$.
2.2. Basic tool. The proof of the main result is based on the following nonlinear alternative of Leray-Schauder, which can be found in [20, pages 120-130] and has been used in [13, 28].

Lemma 2.5. Assume that $\Omega$ is an open subset of a convex set $K$ in a normed linear space $X$ and $p \in \Omega$. Let $\mathcal{A}: \bar{\Omega} \rightarrow K$ be a compact and continuous map. Then one of the following two conclusions holds:
(I) $\mathcal{A}$ has at least one fixed point in $\bar{\Omega}$.
(II) There exists $x \in \partial \Omega$ and $0<\lambda<1$ such that $x=\lambda \mathcal{A} x+(1-\lambda) p$.
2.3. Notation. For a given function $p \in L^{1}[0, T]$ essentially bounded, we denote the essential supremum and infimum of $p$ by $p^{*}$ and $p_{*}$, respectively. Given $x, y \in \mathbb{R}^{N}$, the usual scalar product is denoted by $(x, y)$. The usual Euclidean norm is denoted by $|x|$. For a fixed vector $v \in \mathbb{R}_{+}^{N}$, we have a well-defined norm

$$
|x|_{v}=\sum_{i=1}^{N} v_{i}\left|x_{i}\right|
$$

Let $\|\cdot\|$ denote the supremum norm of $\mathbb{C}_{T}=\{x: x \in \mathbb{C}(\mathbb{R} / T \mathbb{Z}, \mathbb{R})\}$ and take $X=\mathbb{C}_{T} \times \cdots \times \mathbb{C}_{T}(N$ copies $)$. For $x=\left(x_{1}, \ldots, x_{N}\right) \in X$, the natural norm becomes

$$
|x|_{v}=\sum_{i=1}^{N} v_{i}\left\|x_{i}\right\|=\sum_{i=1}^{N} v_{i} \cdot \max _{t}\left|x_{i}(t)\right| .
$$

Obviously, $X$ is a Banach space.
Under hypothesis (A), we always denote

$$
m=\min _{\substack{0 \leq s \\ t \leq T}} G(t, s), \quad M=\max _{\substack{0 \leq s \\ t \leq T}} G(t, s), \quad \sigma=m / M
$$

Obviously, $0<\sigma<1$.
3. Main results. Let us denote $\gamma(\mathrm{t})$ by

$$
\gamma(t)=\int_{0}^{T} G(t, s) e(s) d s
$$

which is the unique $T$-periodic solution of the linear system

$$
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=e(t) .
$$

One important observation is that $y(t)=x(t)+\gamma(t)$ is a $T$-periodic solution of (1.1) if the system

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=f(t, x(t)+\gamma(t)) \tag{3.1}
\end{equation*}
$$

has a $T$-periodic solution $x(t)$. For a given vector $v \in \mathbb{R}_{+}^{N}$, we always denote

$$
\Gamma(t)=(v, \gamma(t)), \quad \Lambda(t)=|\gamma(t)|_{v}=\sum_{i=1}^{N} v_{i}|\gamma(t)| .
$$

Using the notation given in Section 2, we denote

$$
\Gamma_{*}=\min _{t} \Gamma(t), \quad \Lambda^{*}=\max _{t} \Lambda(t)
$$

Theorem 3.1. Suppose that the linear system (2.1) satisfies (A) and

$$
\begin{equation*}
\int_{0}^{T} a(t) \sigma(h)(t) d t>0 \tag{3.2}
\end{equation*}
$$

Assume further that there exists a constant $r>0$ such that:
(H1) There exists a continuous function $\phi_{r+\Lambda^{*}} \succeq 0$ (which means $\phi_{r+\Lambda^{*}}(t) \geq 0$ for almost every $t \in[0, T]$ and it is positive in a set of positive measure) such that

$$
\begin{gathered}
(v, f(t, x)) \geq \phi_{r+\Lambda^{*}}(t), \text { for all } t \text { and } x \in \mathbb{R}_{+}^{N} \\
\text { with } 0<|x|_{v} \leq r+\Lambda^{*}
\end{gathered}
$$

(H2) there exist continuous non-negative functions $g(\cdot), h(\cdot)$ on $(0, \infty)$ such that

$$
0 \leq(v, f(t, x)) \leq g\left(|x|_{v}\right)+h\left(|x|_{v}\right)
$$

for all $t$ and $x \in \mathbb{R}_{+}^{N}$ with $0<|x|_{v} \leq r+\Lambda^{*}$, here $g(\cdot)>0$ is non-increasing and $h(\cdot) / g(\cdot)$ is non-decreasing;
(H3) the following inequality holds:

$$
g\left(\sigma r+\Gamma_{*}\right)\left\{1+\frac{h\left(r+\Lambda^{*}\right)}{g\left(r+\Lambda^{*}\right)}\right\}<\frac{r}{M T}
$$

If $\Gamma_{*} \geq 0$, then (1.1) has at least one nontrivial T-periodic solution.

Proof. Since (H3) holds, we can choose $n_{0} \in\{1,2, \ldots\}$ such that

$$
\frac{1}{n_{0}}<\min \left\{r, \sigma r+\Gamma_{*}\right\}
$$

and

$$
g\left(\sigma r+\Gamma_{*}\right)\left\{1+\frac{h\left(r+\Lambda^{*}\right)}{g\left(r+\Lambda^{*}\right)}\right\}+\frac{1}{n_{0}}<\frac{r}{M T} .
$$

Let $N_{0}=\left\{n_{0}, n_{0}+1, \ldots\right\}$. Fix $n \in N_{0}$. Consider the family of systems

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=\lambda f^{n}(t, x(t)+\gamma(t))+\frac{a(t) \hbar}{n}, \tag{3.3}
\end{equation*}
$$

where $\lambda \in[0,1], \hbar \in \mathbb{R}_{+}^{N}$ is chosen such that

$$
(v, \hbar)=1
$$

and

$$
f^{n}(t, x)= \begin{cases}f(t, x), & \text { if }|x|_{v} \geq \frac{1}{n} \\ \widetilde{f}(t, x), & \text { if }|x|_{v}<\frac{1}{n}\end{cases}
$$

where $\tilde{f}$ is chosen such that $f^{n}(t, x)$ is nonnegative and continuous for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$. Solving (3.3) is equivalent to the following fixed point problem

$$
\begin{equation*}
x(t)=\lambda\left(\mathcal{A}^{n} x\right)(t)+(1-\lambda) p, \tag{3.4}
\end{equation*}
$$

where $p=\hbar / n$ and $\mathcal{A}^{n}$ is defined by

$$
\left(\mathcal{A}^{n} x\right)(t)=\int_{0}^{T} G(t, s) f^{n}(s, x(s)+\gamma(s)) d s+p
$$

where we have used the fact that

$$
\int_{0}^{T} G(t, s) a(s) d s=1
$$

First we claim that any fixed point $x$ of (3.4) for any $\lambda \in[0,1]$ must satisfy $|x|_{v} \neq r$. Otherwise, assume that $x$ is a fixed point of (3.4) for some $\lambda \in[0,1]$ such that $|x|_{v}=r$. By using $\left(\mathrm{H}_{1}\right)$ together with the non-negativeness of $G(t, s)$, we have $(v, x(t)) \geq 0$ for all $t$. Moreover, we have

$$
\begin{aligned}
(v, x(t))-(v, p) & =\lambda \int_{0}^{T} G(t, s)\left(v, f^{n}(s, x(s)+\gamma(s))\right) d s \\
& \geq \lambda m \int_{0}^{T}\left(v, f^{n}(s, x(s)+\gamma(s))\right) d s \\
& =\sigma M \lambda \int_{0}^{T}\left(v, f^{n}(s, x(s)+\gamma(s))\right) d s \\
& \geq \sigma\left(v, \max _{t}\left\{\lambda \int_{0}^{T} G(t, s) f^{n}(s, x(s)+\gamma(s)) d s\right\}\right) \\
& =\sigma|x-p|_{v}
\end{aligned}
$$

Hence, for all $t$, we have

$$
\begin{aligned}
(v, x(t)) & \geq \sigma|x-p|_{v}+(v, p) \\
& \geq \sigma\left(|x|_{v}-(v, p)\right)+(v, p) \\
& \geq \sigma r .
\end{aligned}
$$

Since $1 / n \leq 1 / n_{0}<\sigma r+\Gamma_{*}$, we have

$$
\begin{aligned}
|x(t)+\gamma(t)|_{v} & \geq(v, x(t)+\gamma(t)) \geq \sigma r+(v, \gamma(t)) \\
& \geq \sigma r+\Gamma_{*}>\frac{1}{n}
\end{aligned}
$$

which implies that

$$
f^{n}(t, x(t)+\gamma(t))=f(t, x(t)+\gamma(t))
$$

Thus, we have from condition $\left(\mathrm{H}_{2}\right)$, for all $t \in[0, T]$,

$$
\begin{aligned}
(v, x(t)) & =\lambda \int_{0}^{T} G(t, s)(v, f(s, x(s)+\gamma(s))) d s+(v, p) \\
& \leq \int_{0}^{T} G(t, s)(v, f(s, x(s)+\gamma(s))) d s+(v, p) \\
& \leq M \int_{0}^{T}(v, f(s, x(s)+\gamma(s))) d s+(v, p)
\end{aligned}
$$

$$
\begin{aligned}
\leq & M \int_{0}^{T} g\left(|x(s)+\gamma(s)|_{v}\right)\left\{1+\frac{h(|x(s)+\gamma(s)| v)}{g(|x(s)+\gamma(s)| v)}\right\} d s \\
& +(v, p) \\
\leq & M T g\left(\sigma r+\Gamma_{*}\right)\left\{1+\frac{h\left(r+\Lambda^{*}\right)}{g\left(r+\Lambda^{*}\right)}\right\}+\frac{1}{n_{0}} .
\end{aligned}
$$

Therefore,

$$
r=|x|_{v} \leq \operatorname{MTg}\left(\sigma r+\Gamma_{*}\right)\left\{1+\frac{h\left(r+\Lambda^{*}\right)}{g\left(r+\Lambda^{*}\right)}\right\}+\frac{1}{n_{0}},
$$

which is a contradiction to the choice of $n_{0}$, and the claim is proved.
Let $X$ be given as in Section 2. Define

$$
K=\{x \in X:(v, x(t))>0 \quad \text { for each } t\}
$$

and

$$
\Omega=\left\{x \in K:|x|_{v}<r\right\}
$$

Then $K$ is a convex set in $X$ and $\Omega$ is an open subset of $K$ with $p=\hbar / n \in \Omega$. For each $x \in \bar{\Omega}$, using condition $\left(\mathrm{H}_{1}\right)$, we see that $\left(v, \mathcal{A}^{n} x(t)\right)>0$ for each $t$, and thus $\mathcal{A}^{n}(\bar{\Omega}) \subset K$. Moreover, one may easily verify that $\mathcal{A}^{n}: \bar{\Omega} \rightarrow K$ are compact and continuous maps.

Now, using Lemma 2.5, we know that

$$
x=\mathcal{A}^{n} x
$$

has a fixed point, denoted by $x_{n}$, i.e., the system

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=f_{n}(t, x(t)+\gamma(t))+\frac{a(t) \hbar}{n} \tag{3.5}
\end{equation*}
$$

has a periodic solution $x_{n}$ with $\left|x_{n}\right|_{v}<r$. Since $\left(v, x_{n}(t)\right) \geq(v, p)>0$ for all $t$, and $x_{n}$ is actually a nontrivial periodic solution of (3.5).

In order to pass the solutions $x_{n}$ of the truncation systems (3.5) to that of the original system (3.1), we need the following fact

$$
\begin{equation*}
\left|x_{n}^{\prime}\right|_{v} \leq H \tag{3.6}
\end{equation*}
$$

for some constant $H>0$ and for all $n \geq n_{0}$. To this end, for each $i=1, \ldots, N$, by the periodic boundary conditions, $x_{n i}^{\prime}\left(t_{i}\right)=0$ for some $t_{i} \in[0, T]$, here we use the notation $x_{n i}$ to denote the $i$ th component of $x_{n}$. Note that (3.5) is equivalent to
(3.7) $\quad\left(\sigma(h)(t) x_{n i}^{\prime}\right)^{\prime}+a(t) \sigma(h)(t) x_{n i}$

$$
=\sigma(h)(t)\left(f_{i}^{n}\left(t, x_{n}(t)+\gamma(t)\right)+\frac{a(t) \hbar_{i}}{n}\right)
$$

for each $i=1, \ldots, N$. Integrating (3.7) from 0 to $T$, we obtain

$$
\int_{0}^{T} a(t) \sigma(h)(t) x_{n i}(t) d t=\int_{0}^{T} \sigma(h)(t)\left[f_{i}^{n}\left(t, x_{n}(t)+\gamma(t)\right)+\frac{a(t) \hbar_{i}}{n}\right] d t
$$

Therefore, for each $i=1, \ldots, N$,

$$
\begin{aligned}
\left|\sigma(h)(t) x_{n i}^{\prime}(t)\right|= & \left|\int_{t_{i}}^{t}\left(\sigma(h)(s) x_{n i}^{\prime}(s)\right)^{\prime} d s\right| \\
= & \mid \int_{t_{i}}^{t} \sigma(h)(s)\left[f_{i}^{n}\left(s, x_{n}(s)+\gamma(s)\right)\right. \\
& \left.+\frac{a(s) \hbar_{i}}{n}-a(s) x_{n i}(s)\right] d s \mid \\
\leq & \int_{0}^{T} \sigma(h)(t)\left[f_{i}^{n}\left(t, x_{n}(t)+\gamma(t)\right)+\frac{a(t) \hbar_{i}}{n}\right] d t \\
& +\int_{0}^{T} \sigma(h)(t) a(t) x_{n i}(t) d t \\
= & 2 \int_{0}^{T} \sigma(h)(t) a(t) x_{n i}(t) d t \\
< & 2\left\|x_{n i}\right\| \int_{0}^{T} \sigma(h)(t) a(t) d t
\end{aligned}
$$

where we have used the assumption (3.2). Therefore,

$$
\left(\min _{0 \leq t \leq T} \sigma(h)(t)\right)\left|\left(x_{n i}\right)^{\prime}(t)\right| \leq 2\left\|x_{n i}\right\| \int_{0}^{T} a(t) \sigma(h)(t) d t
$$

which is equivalent to

$$
\left|\left(x_{n i}\right)^{\prime}(t)\right| \leq 2 L\left\|x_{n i}\right\|
$$

where

$$
L=\frac{\int_{0}^{T} a(t) \sigma(h)(t) d t}{\min _{0 \leq t \leq T} \sigma(h)(t)}
$$

Therefore,

$$
\left|x_{n}^{\prime}\right|_{v}=\left(v,\left\|x_{n}^{\prime}\right\|\right) \leq 2 L \sum_{i=1}^{N} v_{i}\left\|x_{n i}\right\|=2 L\left|x_{n}\right|_{v} \leq 2 L r .
$$

Thus, (3.6) holds for $H=2 L r$.
Next we claim that there exists a constant $\delta>0$, independent of $n \in N_{0}$, such that

$$
\begin{equation*}
\left(v, x_{n}(t)+\gamma(t)\right) \geq \delta \tag{3.8}
\end{equation*}
$$

for all $t$ and $n$ large enough. In fact, since $\left(\mathrm{H}_{1}\right)$ holds, there exists a continuous function $\phi_{r+\Lambda^{*}}(t) \succeq 0$ such that

$$
(v, f(t, x)) \geq \phi_{r+\Lambda *}(t),
$$

for all $t$ and $x$ with $0<|x|_{v} \leq r+\Lambda^{*}$. Then we have

$$
\begin{aligned}
\left(v, x_{n}(t)+\gamma(t)\right) & =\int_{0}^{T} G(t, s)\left(v, f^{n}\left(s, x_{n}(s)+\gamma(s)\right)\right) d s+(v, \gamma(t))+\frac{1}{n} \\
& \geq m \int_{0}^{T}\left(v, f\left(s, x_{n}(s)+\gamma(s)\right)\right) d s+\Gamma(t) \\
& \geq m \int_{0}^{T} \phi_{r+\Lambda^{*}}(s) d s+\Gamma_{*}
\end{aligned}
$$

which implies that the inequality (3.8) holds if we take

$$
\begin{equation*}
\delta=m \int_{0}^{T} \phi_{r+\Lambda^{*}}(s) d s+\Gamma_{*} \tag{3.9}
\end{equation*}
$$

Note that $\delta>0$ since we have assumed that $\Gamma_{*} \geq 0$.
From the above facts (3.6) and (3.8) that $\left\{x_{n}\right\}_{n \in N_{0}}$ has a subsequence, $\left\{x_{n_{k}}\right\}_{k \in \mathbf{N}}$, converging uniformly on $[0, T]$ to a function $x \in X$. Moreover, we have

$$
\delta \leq(v, x(t)+\gamma(t)) \leq r+\Lambda^{*}, \quad \text { for all } t
$$

Furthermore, $x_{n_{k}}$ satisfies the integral equation

$$
x_{n_{k}}(t)=\int_{0}^{T} G(t, s) f\left(s, x_{n_{k}}(s)+\gamma(s)\right) d s+\frac{\hbar}{n_{k}} .
$$

Letting $k \rightarrow \infty$, we arrive at

$$
x(t)=\int_{0}^{T} G(t, s) f(s, x(s)+\gamma(s)) d s
$$

Therefore, $x$ is a nontrivial $T$-periodic solution of (3.1).

Remark 3.2. From (3.9) in the above proof, we can weaken the condition $\Gamma_{*} \geq 0$ as

$$
m \int_{0}^{T} \phi_{r+\Lambda^{*}}(s) d s+\Gamma_{*}>0
$$

Therefore, we can deal with some cases that $(v, \gamma(t))$ changes sign.
The condition $\Gamma_{*} \geq 0$ is equivalent to the condition

$$
\begin{equation*}
(v, \gamma(t)) \geq 0 \tag{3.10}
\end{equation*}
$$

for all $t$. Therefore, we do not require that the mean of each component of $e$ is non-negative. Furthermore, we have improved those results in [35] since it required the condition

$$
\begin{equation*}
(v, e(t)) \geq 0 \tag{3.11}
\end{equation*}
$$

It is easy to see that (3.10) is weaker than (3.11).
Corollary 3.3. Assume that $f \in \mathbb{C}\left((\mathbb{R} / T \mathbb{Z}) \times \mathbb{R}^{N} \backslash\{0\}, \mathbb{R}^{N}\right)$, and there exists a vector $v \in \mathbb{R}_{+}^{N}$ and continuous positive functions $b, c, d$ and $\alpha, \beta>0$ such that
(F) $\frac{d(t)}{|x|_{v}^{\alpha}} \leq(v, f(t, x)) \leq \frac{b(t)}{|x|_{v}^{\alpha}}+\mu c(t)|x|_{v}^{\beta}, \quad$ for all $t$ and $x \in R_{+}^{N}$.

Then, for each $e \in \mathbb{C}\left(\mathbb{R} / T \mathbb{Z}, \mathbb{R}^{N}\right)$ with $\Gamma_{*} \geq 0$,
(i) if $\beta<1$, then (1.1) has at least one nontrivial T-periodic solution for each $\mu>0$,
(ii) if $\beta \geq 1$, then (1.1) has at least one nontrivial T-periodic solution for each $0<\mu<\widetilde{\mu}$, where $\widetilde{\mu}$ is some positive constant.

Proof. We will apply Theorem 3.1. To this end, for $s \in \mathbb{R}, s>0$, we take

$$
g(s)=b^{*} s^{-\alpha}, \quad h(s)=\mu c^{*} s^{\beta}
$$

where

$$
b^{*}=\max _{t} b(t), \quad c^{*}=\max _{t} c(t)
$$

Then it is easy to see that (H2) is satisfied, and the existence condition (H3) becomes

$$
\mu<\frac{r\left(\sigma r+\Gamma_{*}\right)^{\alpha}-b^{*} M T}{c^{*} M T\left(r+\Lambda^{*}\right)^{\alpha+\beta}}
$$

for some $r>0$. So $\left(\mathrm{H}_{3}\right)$ is satisfied if

$$
0<\mu<\widetilde{\mu}:=\sup _{r>0} \frac{r\left(\sigma r+\Gamma_{*}\right)^{\alpha}-b^{*} M T}{c^{*} M T\left(r+\Lambda^{*}\right)^{\alpha+\beta}}
$$

Note that $\widetilde{\mu}=\infty$ if $\beta<1$ and $\widetilde{\mu}<\infty$ if $\beta \geq 1$. Finally $\left(\mathrm{H}_{1}\right)$ is satisfied if we take

$$
\phi_{r+\Lambda^{*}}(t)=\frac{d(t)}{\left(r+\Lambda^{*}\right)^{\alpha}}
$$

Now we have the desired results (i) and (ii).

Let us assume that the two-dimensional linear system

$$
\left\{\begin{array}{l}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x=0 \\
y^{\prime \prime}+h(t) y^{\prime}+a(t) y=0
\end{array}\right.
$$

satisfies condition (A). Then Corollary 3.3 can be applied to the following two 2-dimensional nonlinear systems

$$
\left\{\begin{align*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x & =\frac{c(t)}{|x|^{\alpha}}+\mu b(t)|x|^{\beta}+e_{1}(t)  \tag{3.12}\\
y^{\prime \prime}+h(t) y^{\prime}+a(t) y & =\frac{c(t)}{|x|^{\alpha}}+\mu b(t)|x|^{\beta}+e_{2}(t)
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
x^{\prime \prime}+h(t) x^{\prime}+a(t) x & =\frac{c(t)}{|x|^{\alpha}}+e_{1}(t)  \tag{3.13}\\
y^{\prime \prime}+h(t) y^{\prime}+a(t) y & =\mu b(t)|x|^{\beta}+e_{2}(t)
\end{align*}\right.
$$

with $b, c, e_{1}, e_{2} \in \mathbb{C}[0, T], \alpha, \beta>0$ and $\mu \in \mathbb{R}$ is a given parameter. Note that system (3.13) is not covered by the results containing in the references mentioned above. Although system (3.12) has been studied in $[\mathbf{1 0}, \mathbf{1 7}]$, we have improved those results contained.

Remark 3.4. In Theorem 3.1, we do not formulate the condition (1.2) because our conditions are more general. In fact, Theorem 3.1 can deal with the singular case as well as the non-singular case. For the singular case, we can deal with examples like (3.12) and (3.13), in which condition (1.2) is satisfied. For the non-singular case, we can deal with some examples like $f(t, x)=b(t)|x|^{\beta}$ with $b \geq 0$ and $\beta>0$. Moreover, we can deal with more general nonlinearities which do not need to have a constant sign behavior.

Finally, in this section, we apply Theorem 3.1 to the following damped forced systems

$$
\begin{equation*}
x^{\prime \prime}+h(t) x^{\prime}+\nabla V(t, x)=e(t) \tag{3.14}
\end{equation*}
$$

where $h \in \mathbb{C}(\mathbb{R} \backslash T \mathbb{Z}, R), e \in \mathbb{C}\left(\mathbb{R} \backslash T \mathbb{Z}, \mathbb{R}^{N}\right)$ and $V \in \mathbb{C}^{1}\left(\mathbb{R} \times \mathbb{R}^{N} \backslash\{0\}, \mathbb{R}\right)$ has a singularity of repulsive type at the origin, that is, there exists a fixed $v \in \mathbb{R}_{+}^{N}$ such that

$$
\lim _{\substack{x \rightarrow 0 \\ x \in \mathbb{R}_{+}^{N}}}(v, \nabla V(t, x))=-\infty, \quad \text { uniformly in } t
$$

The following result is direct from Theorem 3.1.

Corollary 3.5. Assume that there exists positive constant $k$ satisfying (2.2) and $r$ such that $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ are satisfied with $f(t, x)$ replaced by $k^{2} x-\nabla V(t, x)$. Then (3.14) has at least one nontrivial T-periodic solution if $(v, \gamma(t)) \geq 0$.

Proof. Writing (3.14) as the equivalent system

$$
x^{\prime \prime}+h(t) x^{\prime}+k^{2} x=e(t)+k^{2} x-\nabla V(t, x) .
$$

Now the proof is finished by a direct application of Theorem 3.1.

An important application of Corollary 3.5 is the system (3.14) with the potential

$$
\begin{equation*}
V(x)=\frac{1}{|x|^{\alpha}}+k^{2} \frac{|x|^{2}}{2} \tag{3.15}
\end{equation*}
$$

Corollary 3.6. Assume that there exists $v \in \mathbb{R}_{+}^{N}$ such that $(v, \gamma(t)) \geq 0$ for all $t$ and $\alpha>0$. Then (3.14) with $V$ given as (3.15) has at least a nontrivial $T$-periodic solution for all $k>0$ satisfying (2.2).

Remark 3.7. In [35], Torres studied the system (1.3) and obtained existence results in the case $\alpha>0$ and $(v, e(t)) \geq 0$ for some $v \in \mathbb{R}_{+}^{N}$. We have improved those results since we have the damping term, and we only require that $(v, \gamma(t)) \geq 0$ in Corollary 3.6.

Remark 3.8. In [18, 35], two existence results for the system (1.3) were established by Franco, Webb and Torres, respectively. Their proofs are based on fixed point theorems in cones for completely continuous operators, and the proofs are simpler and more clear than the proof presented in our paper. However, for us it seems difficult to obtain the same results in our paper using the fixed point theorems in cones. The main reason is that we have the term involved in (3.1). On the other hand, if we do not transform (1.1) into (3.1), we cannot get Theorem 3.1 under the condition $\Gamma_{*} \geq 0$.
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