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#### Abstract

Concepts of subdifferentials and canjugate functions are extended to convex set functions. Optimality conditions for convex programs with set functions are then characterized by subdifferentials of set functions involved. Duality theorems of Wolfe type for convex programs with set functions are also developed.


1. Introduction. Recently, properties of convexity, differentiability and epigraphs of set functions were investigated in several papers (e.g., $[1,2$, and 3$])$. These results were then used to characterize the optimal solution of mathematical programming problems with set functions. This paper presents some results following the same direction of those papers but with different approaches.
In this paper, we consider the following convex program with set functions:

$$
\min _{\Omega \in S} F(\Omega) \text { subject to } G^{i}(\Omega) \leq 0, \quad i=1, \ldots, n,
$$

where $F$ and each $G^{i}$ are convex set functions $\AA \rightarrow \mathbf{R} \bigcup\{\infty\}, S$ is a nonempty convex subfamily of $\mathcal{A}$, and $(X, A, \mu)$ is a measure space. Concepts of subgradients, subdifferentials, and conjugate functions of convex functions are extended to convex set functions in $\S 2$. Subsequently, their basic properties are also explored. In $\S 3$, optimality conditions at $\Omega^{*}$ for convex programs with set functions are then characterized by the sum of subdifferentials of all set functions involved at $\Omega^{*}$, and the normal cone of the set $D=S \bigcap(\operatorname{dom} F) \bigcap_{i=1}^{n}\left(\operatorname{dom} G^{i}\right)$ at $\Omega^{*}$. This result (see Theorem 3.3) presents general optimality conditions for convex programs with set functions since we include a constrained convex subfamily $S$ in the setting. Finally, duality theorems of Wolfe type for convex programs with set functions are developed in $\S 4$.

[^0]2. Notations and preliminaries. Let $(X, A, \mu)$ be a measure space where $\AA$ is the $\sigma$-algebra of all $\mu$-measureable subsets of $X$. For $\Omega \in A, \chi_{\Omega}$ denotes the characteristic function of $\Omega$. We shall write $L_{p}$ instead of $L_{p}(X, \mathcal{A}, \mu)$, and denote by $I$ the unit interval [ 0,1$]$. Morris showed in [3] that if $(X, \mathcal{A}, \mu)$ is atomless and $L_{1}$ is separable, then, for any $\Omega, \Lambda \in \AA$ and $\lambda \in I$, there exists a sequence $\left\{\Gamma_{n}\right\} \subset \AA$ such that $\chi_{\Gamma_{n}} \xrightarrow{\omega^{*}} \lambda \chi_{\Omega}+(1-\lambda) \chi_{\Lambda}$ where $\xrightarrow{w^{*}}$ denotes weak* convergence of elements in $L_{\infty}$. We shall call such a sequence a Morris-sequence associated with $\langle\lambda, \Omega, \Lambda\rangle$. Using Morris-sequence instead of usual convex combinations, a subfamily $S \subset \AA$ is said to be convex if, for every $\langle\lambda, \Omega, \Lambda\rangle \in I \times S \times S$ and every Morris-sequence $\left\{\Gamma_{n}\right\}$ associated with $\langle\lambda, \Omega, \Lambda\rangle$ in $\AA$, there exists a subsequence $\left\{\Gamma_{n_{k}}\right\}$ of $\left\{\Gamma_{n}\right\}$ in $S$. Throughout this paper we will assume that $(\chi, A, \mu)$ is atomless and $L_{1}$ is separable. Therefore, the whole $\sigma$-algebra $A$ is convex and, conventionally, so is the empty subfamily of $\AA$.

DEFINITION 2.1. Let $S$ be a subfamily of $A$, and $F$ a set function of $S$ into $\overline{\mathbf{R}}=\mathbf{R} \bigcup\{\infty\} . \quad F$ is said to be convex if, for every $\langle\lambda, \Omega, \Lambda\rangle \in I \times S \times S$ and every Morris-sequence $\left\{\Gamma_{n}\right\}$ associated with $\langle\lambda, \Omega, \Lambda\rangle$, there exists a subsequence $\left\{\Gamma_{n_{k}}\right\}$ of $\left\{\Gamma_{n}\right\}$ in $S$ such that $\lim \sup _{k \rightarrow \infty} F\left(\Gamma_{n_{k}}\right) \leq \lambda F(\Omega)+(1-\lambda) F(\Lambda)$. A set function $G: S \rightarrow \mathbf{R} \bigcup\{-\infty\}$ is said to be concave if $-G$ is convex.

For every set function $F: S \rightarrow \overline{\mathbf{R}}$, we call the subfamily $\operatorname{dom} F=$ $\{\Omega \in S \mid F(\Omega)<\infty\}$ the effective domain of $F$. It is easy to verify that the effective domain of a convex set function is convex. If $F$ is a set function of $S \subset \AA$ into $\mathbf{R}$, we can associate with it the function $\tilde{F}$ defined on $A$ by

$$
\begin{array}{ll}
\tilde{F}(\Omega)=F(\Omega), & \text { if } \Omega \in S \\
\tilde{F}(\Omega)=\infty, & \text { if } \Omega \notin S
\end{array}
$$

It is immediate by Definition 2.1 that $\tilde{F}$ is convex if and only if $S \subset A$ is convex and $F: S \rightarrow \mathbf{R}$ is convex. Because of this extension by $+\infty$, we may only consider set functions defined on $A$.

If $S \subset A$, the indicator function $\delta S$ of $S$ is defined as

$$
\begin{aligned}
\delta_{S}(\Omega) & =0, \quad \text { if } \Omega \in S \\
\delta_{S}(\Omega) & =\infty, \quad \Omega \notin S
\end{aligned}
$$

Clearly, $S$ is a convex subfamily if and only if $\delta_{S}$ is a convex set function. Thus the study of convex subfamilies is naturally included in the study of convex set functions.

DEFINITION 2.2. The epigraph of a set function $F: A \rightarrow \overline{\mathbf{R}}$ is the set: epi $F=\{(r, \Omega) \in \mathbf{R} \times A \mid F(\Omega) \leq r\}$.
It is the set of points of $\mathbf{R} \times \AA$ which lie above the graph of $F$. The projection of epi $F$ on $A$ is $\operatorname{dom} F$.

We shall identify a set $\Omega \in \Omega$ with $\chi_{\Omega}$, hence $S \subset \AA$ is regarded as $\chi_{s}=\left\{\chi_{\Omega} \mid \Omega \in S\right\}$ in $L_{\infty}$. Since, if $F: \AA \rightarrow \overline{\mathbf{R}}$ is convex then $F(\Omega)=F(\Lambda)$ if $\chi_{\Omega} \equiv \chi_{\Lambda}$ a.e., we may regard $F$ as a functional on $L_{\infty}$ defined on $\chi_{A}=\left\{\chi_{\Omega}: \Omega \in A\right\}$. In [2], we showed that if $S \subset A$ is convex, then $\bar{S}$, the $w^{*}$-closure of $\chi_{s}$ in $L_{\infty}$, is the $w^{*}$-closed convex hull of $\chi s$ and $\bar{A}=\left\{f \in L_{\infty}: 0 \leq f \leq 1\right\}$. Furthermore, the convexity of set function can be characterized by their epigraphs [2, Theorem 3.3].

Proposition 2.3 [2]. If $F: \AA \rightarrow \overline{\mathbf{R}}$ is convex, then $\overline{\mathrm{epi} F}$, the $w^{*}$ closure of epi $F$ in $\mathbf{R} \times L_{\infty}$ is convex.

DEFINITION 2.4. A set function $F: \Omega \rightarrow \mathbf{R}$ is said to be $w^{*}$ continuous on $\operatorname{dom} F$ if, for any $f \in \operatorname{dom} F,\left\{F\left(\Omega_{n}\right)\right\}$ converges to the same limit for all $\left\{\Omega_{n}\right\}$ in $\operatorname{dom} F$ with $X_{\Omega_{n}} \xrightarrow{\omega^{*}} f$.

Proposition 2.5 [2]. Let $F: A \rightarrow \overline{\mathbf{R}}$ be $w^{*}$-continuous. Then $F$ can be uniquely extended to a $w^{*}$-continuous $L_{\infty}$-functional $\bar{F}$ defined on $\bar{A}$. Furthermore, $\bar{F}$ is convex if and only if $\bar{F}$ is convex, and when this is the case we have $\overline{\mathrm{epi} F}=\mathrm{epi} \bar{F}$.

For basic properties of convex subfamilies and convex set functions, the reader is referred to [1].

For a discussion of $w^{*}$-semicontinuities and more properties about the epigraphs of set functions, the reference is [2].

In the following, we extend the definitions of subgradient and conjugate functions to convex set functions. We denote by $\left(L_{\infty}\right)^{*}$ the dual space of $L_{\infty}$ with the norm topology, which can be characterized as the space of finitely additive set functions [6].

Definition 2.6. A set function $F: A \rightarrow \overline{\mathbf{R}}$ is said to be subdifferentiable at $\Omega_{o} \in \operatorname{dom} F$ if there exists an element $x^{*} \in\left(L_{\infty}\right)^{*}$ such that

$$
F(\Omega) \geq F\left(\Omega_{o}\right)+\left\langle x^{*}, \chi_{\Omega}-\chi_{\Omega_{o}}\right\rangle \text { for all } \Omega \in \AA
$$

The set of all subgradients of $F$ at $\Omega_{o}$ is called the subdifferential at $\Omega_{o}$ and is denoted by $\partial F\left(\Omega_{o}\right)$.

Definition 2.7. Let $S$ be a convex subfamily of $\mathcal{A}$. The normal cone $\mathcal{N}_{S}\left(\Omega_{o}\right)$ to $S$ at $\Omega_{o} \in S$ is defined by $\mathcal{N}_{S}\left(\Omega_{o}\right)=\left\{x^{*} \in\left(L_{\infty}\right)^{*}\right.$ : $\left\langle\chi^{*}, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle \leq 0$ for all $\left.\Omega \in S\right\}$.

## REMARK 2.8.

(i) It is clear from the definitions that the normal cone of a convex subfamily $S$ at $\Omega_{o} \in S$ is identical to the subdifferential of the indicator function of $S$ at $\Omega_{o}$, i.e., $\mathcal{N}_{S}\left(\Omega_{o}\right)=\partial \delta_{S}\left(\Omega_{o}\right)$.
(ii) A subdifferential is a closed convex cone in $\left(L_{\infty}\right)^{*}$.
(iii) If $F: \Omega \rightarrow \overline{\mathbf{R}}$ is defined by $F(\Omega)=\int_{\Omega} f d \mu$ for some $f \in$ $L_{1} \subset\left(L_{\infty}\right)^{*}$, then since $F(\Omega)=F\left(\Omega_{o}\right)+\left\langle f, \chi_{\Omega}-\chi_{\Omega_{0}}\right\rangle$ for all $\Omega \in \AA$; $f \in \partial F\left(\Omega_{o}\right)$. Note that $f$ is the derivative of $F$ at $\Omega_{o}[3]$. If $\mu(X)<\infty$ and $f \equiv$ constant, then $\left\{g \in L_{1}: g \geq 0\right\} \subset \partial F(X)$.

Definition 2.9. Let $F: A \rightarrow \overline{\mathbf{R}}$ be a convex set function. The function $F^{*}:\left(L_{\infty}\right)^{*} \rightarrow \overline{\mathbf{R}}$ defined by

$$
F^{*}\left(x^{*}\right)=\sup _{\Omega \in \Omega}\left\{\left\langle x^{*}, \chi_{\Omega}\right\rangle-F(\Omega)\right\}
$$

is called the conjugate function of $F$. If $G: A \rightarrow \mathbf{R} \bigcup\{-\infty\}$ is concave, then we define $G^{*}\left(x^{*}\right)=\inf _{\Omega \in \mathcal{A}}\left\{\left\langle x^{*}, \chi_{\Omega}\right\rangle-G(\Omega)\right\}$.

Proposition 2.10. Let $F: \AA \rightarrow \overline{\mathbf{R}}$ be a convex set function. Then $F^{*}\left(x^{*}\right)+F(\Omega) \geq\left\langle x^{*}, \chi_{\Omega}\right\rangle$ for all $x^{*} \in\left(L_{\infty}\right)^{*}$ and $\Omega \in A$, and $F^{*}\left(x^{*}\right)+F(\Omega)=\left\langle x^{*}, \chi_{\Omega}\right\rangle$ if and only if $x^{*} \in \partial F(\Omega)$ for $\Omega \in \operatorname{dom} F$.

Proof. The proof is straightforward from the definitions, thus omitted.

For any given convex set functions $F: A \rightarrow \overline{\mathbf{R}}$ and $G: A \rightarrow \overline{\mathbf{R}}$, it follows directly from the definition that $\partial F\left(\Omega_{o}\right)+\partial G\left(\Omega_{o}\right) \subset \partial(F+$ $G)\left(\Omega_{o}\right)$ for every $\Omega_{o} \in \operatorname{dom} F \bigcap \operatorname{dom} G$. The following theorem which
is parallel to [ $\mathbf{5}$, Theorem 4] shows that the equality holds in a simple case. Before we state the theorem, we need to set up one more notation.

DEFINITION 2.11. Let $F: \AA \rightarrow \overline{\mathbf{R}}$ be a convex set function, and $D$ a convex subfamily of dom $F$. $F_{D}$, the restriction of $F$ on $D$, is defined as: $F_{D}(\Omega)=F(\Omega)$ for $\Omega \in D$ and $F_{D}(\Omega)=\infty$ if $\Omega \notin D$. Note that $\partial F(\Omega) \subset \partial F_{D}(\Omega)$ for $\Omega \in D$.

Theorem 2.12. Let $F, G: A \rightarrow \overline{\mathbf{R}}$ be two convex set functions. Let $D=\operatorname{dom} F \bigcap \operatorname{dom} G$. Suppose that $\bar{D}$, the $w^{*}$-closure of $D$, contains relative interior points and that either $F_{D}$ or $G_{D}$ is $w^{*}$-continuous. Then $\partial\left(F_{D}+G_{D}\right)(\Omega)=\partial F_{D}(\Omega)+\partial G_{D}(\Omega)$ for every $\Omega \in D$.

Proof. It suffices to show the equality holds for $\Omega_{o} \in D$. Given $z_{o}^{*} \in \partial\left(F_{D}+G_{D}\right)\left(\Omega_{o}\right)$, we define

$$
F_{1}(\Omega)=G_{D}(\Omega) \text { and } F_{2}(\Omega)=\left\langle z_{o}^{*}, \chi_{\Omega}\right\rangle-F_{D}(\Omega)
$$

for $\Omega \in A$. Then $F_{1}$ is convex and $F_{2}$ is concave. We have

$$
F_{1}^{*} x^{*}=G_{D}^{*}\left(x^{*}\right)
$$

and

$$
\begin{aligned}
F_{2}^{*}\left(x^{*}\right) & =\inf _{\Omega \in D}\left\{\left\langle x^{*}, \chi_{\Omega}\right\rangle-\left\langle z_{o}^{*}, \chi_{\Omega}\right\rangle+F_{D}(\Omega)\right\} \\
& =-\sup _{\Omega \in D}\left\{\left\langle z_{o}^{*}-x^{*}, \chi_{\Omega}\right\rangle-F_{D}(\Omega)\right\} \\
& =-F_{D}^{*}\left(z_{o}^{*}-x^{*}\right), \text { for all } \Omega \in A
\end{aligned}
$$

Now since $z_{o}^{*} \in \partial\left(F_{D}+G_{D}\right)\left(\Omega_{o}\right)$ implies that

$$
\left\langle z_{o}^{*}, \chi_{\Omega}-\chi_{\Omega_{o}}\right\rangle \leq\left(F_{D}+G_{D}\right)(\Omega)-\left(F_{D}+G_{D}\right)\left(\Omega_{o}\right) \quad \forall \Omega \in A
$$

we have

$$
F_{D}\left(\Omega_{o}\right)+G_{D}\left(\Omega_{o}\right)-\left\langle z_{o}^{*}, \chi_{\Omega_{o}}\right\rangle \leq F_{D}(\Omega)+G_{D}(\Omega)
$$

and

$$
-\left\langle z_{0}^{*}, \chi_{\Omega}\right\rangle=F_{1}(\Omega)-F_{2}(\Omega)
$$

It follows from the Fenchel Duality Theorem [2] that there exists an $x_{o}^{*} \in\left(L_{\infty}\right)^{*}$ such that

$$
\begin{aligned}
F_{D}\left(\Omega_{o}\right) & +G_{D}\left(\Omega_{o}\right)-\left\langle z_{o}^{*}, \chi_{\Omega_{o}}\right\rangle \\
& =F_{2}^{*}\left(x_{o}^{*}\right)-F_{1}^{*}\left(x_{o}^{*}\right)=-F_{D}^{*}\left(z_{o}^{*}-x_{o}^{*}\right)-G_{D}^{*}\left(x_{o}^{*}\right),
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
& F_{D}^{*}\left(z_{o}^{*}-x_{o}^{*}\right)+F_{D}\left(\Omega_{o}\right)+G_{D}^{*}\left(x_{o}^{*}\right)+G_{D}\left(\Omega_{o}\right) \\
& =\left\langle z_{o}^{*}-x_{o}^{*}, \chi_{\Omega_{o}}\right\rangle+\left\langle x_{o}^{*}, \chi_{\Omega_{o}}\right\rangle .
\end{aligned}
$$

It follows from Proposition 2.10 that we must have $z_{o}^{*}-x_{o}^{*} \in \partial F_{D}\left(\Omega_{o}\right)$ and $x_{o}^{*} \in \partial G_{D}\left(\Omega_{o}\right)$, and hence $z_{o}^{*} \in \partial F_{D}\left(\Omega_{o}\right)+\partial G_{D}\left(\Omega_{o}\right)$. This shows that

$$
\partial\left(F_{D}+G_{D}\right)(\Omega)=\partial F_{D}(\Omega)+\partial G_{D}(\Omega), \text { for all } \Omega \in \mathcal{A} .
$$

Corollary 2.13. Let everything be as in Theorem 2.12. Assume $\alpha>0, \beta>0$. Then $\left.\partial\left(\alpha F_{D}+\beta G_{D}\right)(\Omega)=\alpha \partial F_{D}(\Omega)+\beta \alpha G_{D} \Omega\right)$ for all $\Omega \in \mathcal{A}$.
3. Optimality conditions. In this section, we first consider the following general constrained minimization problem of a set function over a convex subfamily $S$ of $A$ :

$$
\begin{equation*}
\min F(\Omega) \text { subject to } \Omega \in S, \tag{A}
\end{equation*}
$$

where $F: A \rightarrow \overline{\mathbf{R}}$ is a convex set function.
For the unconstrained case, we have a direct consequence from the definition of subdifferentials:

Lemma 3.1. $F\left(\Omega^{*}\right)=\min _{\Omega \in \mathcal{A}} F(\Omega)=\min _{\Omega \in \operatorname{dom} F} F(\Omega)$ if and only if $0 \in \partial F\left(\Omega^{*}\right)=\partial F_{\text {dom } F}\left(\Omega^{*}\right)$.

Theorem 3.2. Suppose $\bar{D}$ has relative interior points where $D=$ $(\operatorname{dom} F) \cap S$. Then $\Omega^{*}$ solves problem (A) if and only if $0 \in \partial F_{D}\left(\Omega^{*}\right)+$ $N_{D}\left(\Omega^{*}\right)$.

Proof. Since $F\left(\Omega^{*}\right)=\min _{\Omega \in S} F(\Omega)$ if and only if $F\left(\Omega^{*}\right)=$ $\min _{\Omega \in D}\left(F+\delta_{D}\right)(\Omega), \Omega^{*}$ solves problem (A) if and only if $0 \in \partial\left(F_{D}+\right.$ $\left.\delta_{D}\right)\left(\Omega^{*}\right)$. Observe that $\delta_{D}$ is $w^{*}$-continuous, by Theorem 2.12 and Remark 2.8(i), $0 \in \partial F_{D}\left(\Omega^{*}\right)+N_{D}\left(\Omega^{*}\right)$ if and only if $0 \in \partial\left(F_{D}+\delta_{D}\right)\left(\Omega^{*}\right)$.

Next, we consider the primal problem

$$
\begin{equation*}
\min _{\Omega \in S} F(\Omega) \text { subject to } G^{i}(\Omega) \leq 0, \quad i=1, \ldots, n \tag{P}
\end{equation*}
$$

where $F$ and each $G^{i}$ are convex set functions $A \rightarrow \overline{\mathbf{R}}$, and $S$ is a nonempty convex subfamily of $A$.

ThEOREM 3.3. Suppose that D has nonempty relative interior, where $D=S \bigcap(\operatorname{dom} F) \bigcap_{i=1}^{n}\left(\operatorname{dom} G^{i}\right)$. Suppose that at least $n$ functions of $F$ and $G^{i}, i=1, \ldots, n$ are $w^{*}$-continuous on $D$, and $\bigcap_{i=1}^{n}\{\Omega \in S$ : $\left.G^{i}(\Omega)<0\right\} \neq \phi$. Then $\Omega^{*}$ solves problem $(P)$ if and only if
(i) $G^{i}\left(\Omega^{*}\right) \leq 0$, for $i=1, \ldots, n$,
(ii) there exist $\lambda_{i}^{*} \geq 0$, for $i=1, \ldots, n$ such that $\lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=0, i=$ $1, \ldots, n$, and
(iii) $0 \in \partial F_{D}\left(\Omega^{*}\right)+\sum_{i=1}^{n} \lambda_{i}^{*} \partial G_{D}^{i}\left(\Omega^{*}\right)+\mathcal{N}_{D}\left(\Omega^{*}\right)$.

Proof. If $\Omega^{*}$ solves problem $(P)$, then, by [ 1 , Theorem 3.2], there exist $\lambda_{1}^{*} \geq 0, i=1, \ldots, n$, such that $\lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=0$ and $F\left(\Omega^{*}\right)+$ $\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=\min _{\Omega \in S} F(\Omega)+\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}(\Omega)$.
By Theorem 3.2, $0 \in \partial\left(F_{D}+\sum_{i=1}^{n} \lambda_{i}^{*} G_{D}^{i}\right)\left(\Omega^{*}\right)+N_{D}\left(\Omega^{*}\right)$, and Corollary 2.13 asserts that $0 \in \partial F_{D}\left(\Omega^{*}\right)+\sum_{i=1}^{n} \lambda_{i}^{*} \partial G_{D}^{i}\left(\Omega^{*}\right)+\mathcal{N}_{D}\left(\Omega^{*}\right)$. Conversely, if $G^{i}\left(\Omega^{*}\right) \leq 0$ for $i=1, \ldots, n$, and there exist $\lambda_{i}^{*} \geq 0$ for $i=1, \ldots, n$, such that (ii) and (iii) are satisfied, then $0 \in \partial\left(F_{D}+\right.$ $\left.\sum_{i=1}^{n} \lambda_{i}^{*} G_{D}^{i}\right)\left(\Omega^{*}\right)+\mathcal{N}_{D}\left(\Omega^{*}\right)$. Hence, by Theorem 3.2., $\Omega^{*}$ minimizes $\left(F+\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}\right)(\Omega)$ subject to $\Omega \in D$, i.e., $F\left(\Omega^{*}\right)+\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=$ $F\left(\Omega^{*}\right)=\min _{\Omega \in D} F(\Omega)+\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}(\Omega)=\min _{\Omega \in S} F(\Omega)$ subject to $G^{i}(\Omega) \leq 0, i=1, \ldots, n$. This completes the proof.
4. Duality theorems of Wolfe type for set functions. A Wolfe type dual problem [4] to (P) can be formulated as

$$
\begin{equation*}
\max F(\Omega)+\sum_{i=1}^{n} \lambda_{i} G^{i}(\Omega) \tag{D}
\end{equation*}
$$

subject to

$$
\left\{\begin{array}{l}
\lambda_{i} \geq 0, i=1, \ldots, n \\
0 \in \partial F_{D}(\Omega)+\sum_{i=1}^{m} \lambda_{i} \partial G_{D}^{i}(\Omega)+\mathcal{N}_{D}(\Omega)
\end{array}\right.
$$

where $D=S \bigcap \operatorname{dom} F \bigcap_{i=1}^{n} \operatorname{dom} G^{i}$. We shall write

$$
L(\Omega, \lambda)=F(\Omega)+\sum_{i=1}^{n} \lambda_{i} G^{i}(\Omega) \text { where } \lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)
$$

THEOREM 4.1. (WEAK DULAITY). Suppose that $\hat{\Omega}$ and $(\bar{\Omega}, \bar{\lambda})$ are feasible solutions to $(P)$ and $(D)$ respectively. Then $F(\hat{\Omega}) \geq L(\bar{\Omega}, \bar{\lambda})$.

Proof. Assume that $(\bar{\Omega}, \bar{\lambda})$ is feasible to (D); then $\bar{\lambda}_{i} \geq 0, i=$ $1, \ldots, n$, and there exist $u^{*} \in \partial F_{D}(\bar{\Omega}), v_{i}^{*} \in \partial G_{D}^{i}(\bar{\Omega})$ and $w^{*} \in \mathcal{N}_{D}(\bar{\Omega})$ such that $0=u^{*}+\sum_{i=1}^{n} \bar{\lambda}_{i} v_{i}^{*}+w^{*}$, and hence

$$
\begin{aligned}
0=\left\langle u^{*}, \chi_{\Omega}-\chi_{\bar{\Omega}}\right\rangle & +\left\langle\sum_{i=1}^{n} \bar{\lambda}_{i} v_{i}^{*}, \chi_{\Omega}-\chi_{\bar{\Omega}}\right\rangle \\
& +\left\langle w^{*}, \chi_{\Omega}-\chi_{\bar{\Omega}}\right\rangle \text { for all } \Omega \in \mathcal{D} .
\end{aligned}
$$

Now since $\left\langle w^{*}, \chi_{\Omega}-\chi_{\bar{\Omega}}\right\rangle \leq 0$ for $\Omega \in D,\left\langle u^{*}+\sum_{i=1}^{n} \bar{\lambda}_{i} v_{i}^{*}, \chi_{\Omega}-\chi_{\bar{\Omega}}\right\rangle \geq 0$ for $\Omega \in D$. Therefore,

$$
\begin{aligned}
F(\hat{\Omega})-L(\bar{\Omega}, \bar{\lambda}) & =F(\hat{\Omega})-\left(F(\bar{\Omega})+\sum_{i=1}^{n} \bar{\lambda}_{i} G^{i}(\bar{\Omega})\right) \\
& =(F(\hat{\Omega})-F(\bar{\Omega}))-\sum_{i=1}^{n} \bar{\lambda}_{i} G^{i}(\bar{\Omega}) \\
& \geq\left\langle u^{*}, \chi_{\hat{\Omega}}-\chi_{\bar{\Omega}}\right\rangle-\sum_{i=1}^{n} \bar{\lambda}_{i} G^{i}(\bar{\Omega}) \quad\left(\text { since } u^{*} \in \partial F_{D}(\Omega)\right) \\
& \geq-\left\langle\sum_{i=1}^{n} \bar{\lambda}_{i} v_{i}^{*}, \chi_{\hat{\Omega}}-\chi_{\bar{\Omega}}\right\rangle-\sum_{i=1}^{n} \bar{\lambda}_{i} G^{i}(\bar{\Omega}) \\
& =-\left(\sum_{i=1}^{n} \bar{\lambda}_{i}\left(\left\langle v_{i}^{*}, \chi_{\hat{\Omega}}-\chi_{\bar{\Omega}}\right\rangle+G^{i}(\bar{\Omega})\right)\right) \\
& \left.\geq-\sum_{i=1}^{n} \bar{\lambda}_{i} G^{i}(\hat{\Omega}) \text { (since } v_{i}^{*} \in \partial G_{D}^{i}(\bar{\Omega})\right) \\
& \geq 0(\text { since } \hat{\Omega} \text { is feasible to }(P))
\end{aligned}
$$

This shows that $F(\hat{\Omega}) \geq L(\bar{\Omega}, \bar{\lambda})$.
Theorem 4.2. (STRONG DUALITY). Let everything be as in Theorem 3.3. it If $\Omega^{*}$ solves $(P)$, then there exist $\lambda_{1}^{*} \geq 0, i=1, \ldots, n$, such that $\left(\Omega^{*}, \lambda^{*}\right)$ solves $(D)$, and $F\left(\Omega^{*}\right)=L\left(\Omega^{*}, \lambda^{*}\right)$.

Proof. Assume $\Omega^{*}$ solves ( P ); then, by Theorem 3.3, there exist $\lambda_{i}^{*} \geq 0, i=1, \ldots, n$, such that $\left(\Omega^{*}, \lambda^{*}\right)$ is feasible to (D), and in addition, $\lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=0$ for $i=1, \ldots, n$, hence $F\left(\Omega^{*}\right)=F\left(\Omega^{*}\right)+$
$\sum_{i=1}^{n} \lambda_{i}^{*} G^{i}\left(\Omega^{*}\right)=L\left(\Omega^{*}, \lambda^{*}\right)$. It follows that $\left(\Omega^{*}, \lambda^{*}\right)$ solves (D) by Theorem 4.1.

We have thus proved the Wolfe's duality theorems [4] for set functions with subgradients in a more general setting that includes a constained subfamily $S$.
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