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BOUNDARY BEHAVIOR AND MONOTONICITY ESTIMATES 
FOR SOLUTIONS TO NONLINEAR DIFFUSION EQUATIONS 

PAUL DUCHATEAU 

ABSTRACT. The purpose of this article is to develop a number of 
estimates bearing on the boundary behavior of solutions to certain 
nonlinear diffusion equations. These estimates are then applied to 
show that the boundary behavior of solutions is related in a mono
tone way to the diffusion coefficient in the equation. This monotoni-
city may be applied in various ways to the analysis of inverse prob
lems for nonlinear parabolic equations. 

1. Compatibility of Overspecified Data Suppose a(s) satisfies 

i) a(s) e C![0, oo) 

(1.1) ii) 0 < A0 ^ a(s) £ Ax < oo for s è 0 

iii) 0 ^ a'(s) è A2 for s ^ 0 

for a given set of constants, A0, Ah A2. Then we may consider a nonlinear 
diffusion equation in which a(s) plays the role of a coefficient. 

(1.2) dtu(x, t) = dx(a(u) dxu\ Q < x < \,0 < t < T. 

Among the auxiliary conditions that u(x, t) might be expected to satisfy 
as part of a well posed initial boundary value problem (IBVP) are the 
following 

u(x, 0) = u0, 0 < x < 1, 

(1.3) -a(u) dxu(0, t) = g0(t), «(0, /) = A0(0, 0 < t < T, 

a(u) dxu(U 0 = gl(t), II(1, t) = h{t), 0 < t < T. 

For u0 a given non-negative constant, define 

(1.4) a(s) = J a(z) dz, s ^ u0 

for a(t) satisfying (1.1). Then 

(1.5) a'{s) = a(s) ^ A0 for s ^ u0 
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and it follows that the function a(s) is invertible. Then we may define a 
transformation, 

(1.6) V(JC, 0 = a(u(x, /)), u(x, t) = a~l{v(x, t)), 0 ^ * ^ 1, 0 ^ f g T, 

and it is not hard to show that if u(x, t) satisfies (1.2) then v(x, t) given by 
(1.6) must satisfy 

(1.7) dtv(x, t) = A(v) dxxv(x, t),0 < x < 1, 0 < t < T, 

where 

(1.8) A(v) = a(a-\v)\ v £ 0. 

If a(s) satisfies (1.1) then A(s) also satisfies (1.1), possibly with a different 
A2- Furthermore, for u(x, t) satisfying (1.3), v(x, t) must satisfy 

v(x, 0) = 0, 0 < x < 1, 

(1.9) -a,v(0, 0 = g0(t), v(0, t) = a(/70(0) = /o(0, 0 <t < T, 

dXh 0 = Si(0, v(l, 0 = aihit)) =h(t\ 0<t<T. 

An IB VP comprised of (1.7) together with conditions selected from (1.9) 
is more easily analysed than the corresponding problem for u(x, t). We will 
therefore concentrate on the equation (1.7) and the conditions (1.9). 

Not all the conditions in (1.9) could be simultaneously imposed for 
arbitrary data functions fQ, fh g0, gi if the IBVP is expected to have a 
solution. However, under certain conditions of compatibility on the data 
functions, the conditions are not inconsistent. It is our aim in this section 
to discover conditions of compatibility on the data in (1.9). 

LEMMA 1.1. Suppose A(s) satisfies (1.1) and that for some T > 0, go(t) 
satisfies 

(1.10) £o e CH0, 71, g0(0) = 0, go(t) ^ 0 for 0 < t < T. 

Then ifv(x, t) satisfies 

dtv(x, t) = A(v) dxxv(x, t), 0 < x < 1, 0 < t < T, 

(1.11) v(x, 0) = 0 , 0 < x < 1, 

- M 0 , * ) = g o ( 0 > v ( l , 0 = 0, 0<t<T, 

it follows that f0(t) = v(0, t) must satisfy, 

(1.12) / 0 e Ci[0, J ] , /o(0) - 0, /O'(0 ^ 0 for 0 è t£ T. 

COROLLARY. Under the assumptions of this lemma, the solution v(x, t) 
of(\. 11) must satisfy, 

(1.13) dtv(x, t) ^ 0, dxxv(x, t) ^ 0, for 0 ^ x S 1, 0 S t S T. 
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PROOF. The assumptions on A(v), go(t) are sufficient to imply the exis
tence of a solution v = v(x, t) for (1.11) which is twice continuously 
differentiable in x and once continuously differenti able in t for 0 S x ^ 
1 , 0 ^ / ^ ; i.e., v(x, t) belongs to C**1 {[0, 1], [0, T]}. It follows that 

Mt) = v(0, /) belongs to C^O, T] and/0(0) = 0. 

The hypotheses, together with the maximum principle (MP) imply 
v(x, t) ^ 0 for 0 ^ x g 1, 0 g t g T. Now let w(x, t) = dtv(x, t) and 
note that w(x, t) then satisfies, 

dtw(x, 0 = A(v)dxxw(x, t) + A'(v)/A(v)w2(x, t\ 

(1.14) 0 < x < 1, 0 < / < T, w(x, 0) ^ 0, 0 < x < 1, 

-a,w(0, 0=£Ó( ' ) , w(l, 0 = 0, 0 < f < 7 . 

Under the current assumptions, the coefficient Af(v)/A(v) is continuous 
(and hence bounded) on [0, 1] x [0, T]. It follows then from the MP 
applied to (1.14) that w(x, t) ^ 0 for 0 g x S 1, 0 ^ f g 71. That is, 
9,v(x, 0 ^ 0 and in particular, 3,v(0, 0 - /o(0 ^ 0 for 0 g t ^ T. 
Finally, 3„v(x, /) = (\IAQ)dtv(x, t) ^ 0. 

LEMMA 1.2. Suppose the hypotheses of lemma 1.1 are satisfied with the 
single exception that the condition v(l, /) = 0 /« (1.11) w replaced by the 
condition 3xv(l, /) = 0. Then the conclusions (1.12), (1.13) hold. 

PROOF. Extend v(x, t) to the strip 1 ^ x ^ 2, 0 ^ / ^ Tas follows: 

v*(x, t) = v(x, t), 0 g x < 1, 0 ^ t ^ T, 

= v(2 - x, r), 1 ^ x ^ 2, 0 ^ g T. 

Then the extension v*(x, /) satisfies 

dtv*(x, t) = /f(v*)3xxv*(x, 0, 0 < x < 2, 0 < f < T, 

V*(JC, 0) = 0, 0 < x < 2, 

-3,v*(0,o, =g0(0, o < r < r, 
3xv*(2, /) = -3,v(0, /) = g0(0, 0 < t < T. 

Arguing in much the same way we did in the previous lemma, we can infer 
that (1.12) and (1.13) must hold. 

We have shown that for homogeneous boundary conditions at the end 
x = 1, if g0(t) = -3xv(0, t) satisfies (1.10) then/0(f) = v(0, 0 will neces
sarily conform to (1.12). We can show that the converse also holds. 

LEMMA 1.3. Suppose A(s) satisfies (1.1) and that for some T > 0, f0(t) 
satisfies (1.12). ffv(x, t) satisfies 
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dt v(x, t) = A(v)dxxv(x, /), 0 < j c < l , 0 < r < r , 

(1.15) v(x, 0) = 0, 0 < x < 1, 

v ( 0 , 0 = / o ( 0 , v ( l , 0 = 0, 0 < t < T, 

thengQ(t) = -3xv(0> t) must satisfy (\ .10) and (1.13) holds. 

PROOF. The assumptions on the data fQ(t) and the coefficient A(s) are 
sufficient to imply the existence of a solution v(x, t) for (1.15) satisfying 
ve C2.![0, 1] x [0, T] Then gQ(t) = -3xv(0, 0 belongs to C^O, T] and 
go(0) = 0. The MP implies that V(JC, t) ^ 0 in [0, 1] x [0, T\. If we let 
w(x91) = 3,v(.x;, 0 then w(x, t) satisfies 

dtw(x9 t) = A(v)dxxw(x, 0 + A'(y)IA(y) w\x, t\ 

(1.16) w(x, 0) ^ 0, 

M < 0 , 0 = / O ( 0 , M>0,0 = 0. 

Under the prevailing assumptions, the coefficient C(x, 0 = ^4'(v) / A(y) 
is continuous and hence bounded on [0, 1] x [0, T\. Therefore we may 
apply the MP to conclude that for each / > 0 

(1.17) 0 ^ w(x, t) ^fó(t) for 0 ^ x = 1. 

Then wnax occurs at x = 0 which implies that 3*w(0, t) ^ 0 for t > 0. 
But, 

3^(0, 0 = 3J3,v(0, 0] = 3<[3,v(0, 0] = -£o(0 

and hence go(0 = 0 for 0 ^ / ^ T. 
(1.13) follows, as before, from (1.17) and (1.7). 

COROLLARY. If the condition v(l, t) = 0 in (1.15) is replaced by the condi
tion dxv(l, /) = 0, then the conclusions of lemma 1.3 continue to hold. 

PROOF. Combine the extension procedure used in proving lemma 1.2 
with the arguments of lemma 1.3. 

We have proved now that the overspecified problem, 

dtv(x, t) = A{v) dxxv(x, t), 0 < x < 1, 0 < / < T, 

V(JC, 0) = 0, 0 < x < 1, 
(1.18) 

- M 0 , t) = g0(t), and v(0, 0 = / 0 (0 , 0 < * < r , 

v(l, 0 = 0, or 3Äv(l,0 = 0, 0 < r < r 

is not inconsistent provided that/0 and g0 satisfy (1.12) and (1.10) respec
tively. 

Examining the arguments used here shows that the problem (1.18) is 
not inconsistent when/0(0,£o(0 a r e e a c h monotone decreasing instead of 
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increasing. In this case, the direction of the inequalities in (1.13) must be 
reversed. 

The change of variable x | -> 1 — x in (1.18) shows that results anal
ogous to lemmas 1.1, 1.2, 1.3 are true when the homogeneous conditions 
are at the end x = 0 and the conditions (1.10), (1.12) bear on the func
tions gl(t) = dxv(U t) and ./KO = v(l, t). 

2. Bounds On v(x, t) and Derivatives: Temperature Controlled Case 
Consider the following problem 

dtz(x, t) = A dxxx(x, t), 0 < x < 1, 0 < t < T, 

(2.1) z(x, 0) = 0, 0 < x < 1, 

z(0, t) = / (O, *0 , 0 = 0, 0 < t < T, 

where A denotes a positive constant a n d / ( 0 satisfies (1.12). We will refer 
to (2.1) as a "temperature controlled" problem. 

We have 

(2.2) z(x, t) = - AV dxM(x,A(t-T)) f(z)dT, 0 < x < 1, 0 < t < T, 
Jo 

where 

(2.3) M(x, t) - f T 2 exp[-(x - 2/i)2/4f]. 
V 7 Î * »: - -00 

It is not difficult to show that for any t0 > 0 and x0, 0 ^ x0 < 1, there is 
a positive constant NQ = N0(x0, t0) such that 

(2.4) -AV dxM(x, A(t - r)) <fr > N0 for 0 g x < *0, t0 ^ t ^ T. 

Then it follows that 

(2.5) Z(JC, /) è Â 0 min /'(r), 0 ^ x S xQ, t0 S t S T. 

In addition, a simple MP argument leads to the result, for each t > 0, 

(2.6) z(x, t) g / ( 0 , for 0 g * g 1. 

It can be further inferred from an MP argument that if w(x, t) satisfies 

dtw(x, t) = A dxxw(x, Ò, 0 < x < 1, 0 < / < J, 

(2.7) w(x, 0) = 0, 0 < JC < 1, 

w(0, /) =/(0, 3,w(i, o = o, o < f < r, 

and if z(x, 0 satisfies (2.1) then for each / > 0, 

(2.8) 0 g z(x, 0 g W(JC, 0 ^ / ( 0 , O ^ ^ l . 
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It follows from (2.2) that 

(2.9) dxz(x, t) = -A f' dxx M(x9 A(t - z))f(z) dz. 
Jo 

Moreover, it is not difficult to check that 

-AdxxM(x, A(t - z)) = dTM(x, A(t - z)). 

Then for/(/) satisfying (1.12), we may integrate by parts to obtain 

(2.10) dxz(x, t) = - V M(x9 A(t - z))f(z) dz. 
Jo 

Again, it is possible to show that for each t0 > 0 and all *0, 0 ^ x0 ^ 1, 
there is a constant D0 = DQ(X0, t0) > 0 such that, 

(2.11) f ' M(x, A(t - z)) dz > D0, 0 ^ x ^ x0, tQ ^ t ^ T. 
Jo 

This leads to, 

(2.12) dxz(x, t) S -DQ min fó(z) < 0, 0 ^ x ^ x0, t0 ^ t £ T. 

Now consider the following non-linear temperature controlled problem, 

dtv(x, t) = A(v) dxxv(x, t\ 0 < x < 1, 0 < t < T, 

(2.13) v(x, 0) = 0, 0 < x < 1, 

v ( 0 , / ) = / o ( 0 , v(l,f) = 0, 0 < / < T. 

Then we have : 

LEMMA 2.1. Suppose A(s) satisfies (1.1) and f0(t) satisfies (1.12). Let 

z0(x, t) denote the solution of (2.1) in the case A = A0, f(t) = fo(t), and 
let Zi(x, t) denote the solution in the case A = Ax and f(f) = fo(t). Then 
ifv(x, t) satisfies (2.13), we have 

(2.14) z0(x, t) ^ v(x, t) ^ Zi(jc, 0, 0 g jc ^ 1, 0 ^ t ^ T 
PROOF. If w(x, t) = v(x, t) — z0(x, /) then w(x, t) satisfies, 

dtw(x, t) - A(y) dxxw(x, t) = [A(y) - AQ] dxxz0(x, t), 

w(x, 0) = 0, 0 < x < 1, 

w(0, t) = w(l, 0 = 0, 0 < t < T 

Lemma 2.1 of [1] implies dxxz0(x, t) ^ 0, for 0 <; x ^ 1, 0 ^ / ^ T, and 
this together with (1.1) imply that [A(v) - A0]dxxz0 ^ 0. Then the MP 
implies 

IV(JC, t) = V(JC, 0 - z0(x, 0 ^ 0 , 0 ^ x ^ 1, 0 ^ t ^ T. 
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The other half of the estimate (2.14) follows from a similar argument 
applies to w(x, t) = zi(x, t) — v(x, t). 

Nearly identical arguments lead to the following corollary of this 
lemma. Suppose v(x, t) satisfies (2.13) with the single exception that the 
condition v(l, 0 = 0, is replaced by the condition 9*v(l, t) — 0. Then we 
have, 

(2.15) w0(x, t) ^ v(x, t) S wx(x, t), 0 ^ x S 1, 0 S t £ T, 

where w0(x, /), w^x, t) denote the solution of (2.7) in the case A = A0, 
A = Ai, respectively and/(f) = /o(0-

We have also upper and lower estimates for the derivatives of v(x, t). 

LEMMA 2.2. Let A(s), f0(t) and v(x, t) be as in the previous lemma. Let 
SQ(X, t) denote the solution of {2 A) in the case A = A0andf(t) =/o'(0-
Jffoit) > Ofor t > 0, then for each f, 0 ^ t ^ T, 

(2.16) 0 S SQ(x, t) S dtv(x, t) ^ /o ' (0 , 0 ^ x é 1. 

PROOF. The hypotheses of this lemma contain those of lemma 1.3 and 
hence w(x, t) — dtv(x, t) satisfies (1.16). Then the MP applies and it follows 
that for each t, 0 ^ t ^ T, (1.17) holds. Moreover, it follows from (1.16) 
that 

dt(w - S0) - A(v)dxx(w - S0) = [A(v) - A0}dxxS0 + A'(v)/A(v)w* ^ 0 

and, 

(w - S0) (x, 0) = 0, 

(w - So) ( 0 , 0 = ( w - S0) ( 1 , 0 = 0 . 

Then the MP implies 

(w - S0) (JC, 0 è 0, for 0 S x ^ 1, 0 ^ / ^ T9 

and (2.16) is proved. Here,/O"(0 > 0 implies dxxS0 > 0 in QT. (If/0
/r(0 < 

0 then (2.16) holds with S0(x, 0 replaced by Si(x, 0-

As a corollary to (2.16) we have that the result continues to hold if 
v(x, 0 satisfies the condition dxv(l, t) = 0 with the exception that S0(x, t) 
now denotes the solution of (2.7) in the case A = A0 and / (0 = Zo'(0-

LEMMA 2.3. Let A(s),f0(t), z0(x, t), zi(x, t) and v(x, t) be as in lemma 2.1. 
Then 

(2.17) 0 è 9^i(0, 0 ^ 9*v(0, 0 è a*z0(0, 0, 0 ^ t ^ T. 

That is, 
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(2.18) 
- f ' M(0, Ax){t - z))fó(T) dz ^ 3,v(0, 0 

Jo 

^ -V M(^Ä,)(t-z))M{z)dz. 
Jo 

PROOF. Since z0(0, 0 = z^O, t) = v(0, 0 = /0(r), 0 g f g J, it follows 
from (2.14) that for x > 0, 

zi(x,Q - z^O,/) > r(s, Q - v(0, Q > z0(x, t) - z0(0, Q 
x - 0 - x - 0 = x - 0 

Letting x > 0, decrease to zero, we get in the limit, 

3^(0 , 0 ^ 9xv(0, 0 ^ 9xz0(0, 0 , 0 ^ t ^ T. 

(2.10) together with thè hypotheses on / 0 (0 imply that 9^ (0 , t) ^ 0 and 
then (2.18) follows. 

We make note here of the fact that (1.17) implies 

(2.19) AQdxxv(x, t) S dtv(x, t) ^ F0* = max /O'(0, O ^ x ^ l , O^t^T. 

3. Bounds on v(x, t) and Derivatives: Flux Controlled Case Consider the 
problem 

dtz(x, t) = A dxxz(x, t), 0 < x < 1, 0 < / < T, 

(3.1) z(x9 0) = 0, 0 < x < 1, 

-3,z(0, /) = g(0, c U l , 0 = 0, 0 < * < r , 

where ^ denotes a positive constant and g(/) satisfies (1.10). We will refer 
to (3.1) as a "flux controlled" problem. For 0 g x g 1, 0 ^ * ^ T, we 
have 

l o 
for Af(x, 0 given by (2.3). Moreover, from (2.11) then 

(3.2) z(x, t) = A j M(x, ^ - r)) g(r) <fr, 

(3.3) z(x, /) ^ D0 min g(r) for 0 ^ * ^ jc0, tQ £ t £ T. 

Using the MP we can show that for g(t) satisfying (1.10), 

(3.4) 0 g z(x, 0 ^ z(0, t) for 0 g x g 1, 

for each f > 0. Since 

1 1 
(3.5) M(0, 0 = - i - 1 + 2 2 ^*2/< = - f r [1 + K0t] 

for some AT0 > 0, it follows that 
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(3.6) z(x, t) S A / — 0 + K0T)g(T), 0 ^ x ^ l , 0 é t S T . 

Note that for g(t) satisfying (1.10), 

g(T) = max g(t) and g(tQ) = min g(t). 
O^t^T to<t<T 

Now consider the non-linear flux controlled problem: 

9,v(x, t) = A(v) 3^v(x, t), 0 < x < 1, 0 < / < T, 

(3.7) V(JC, 0) = 0, 0 < x < 1, 

-3,v(0, 0 = g o ( 0 . 3,v(l,f) = 0, Q<t<T. 

We have then, 

LEMMA 3.1. Suppose A(s) satisfies (1.1) and gQ(t) satisfies (1.10). Le/ 
z0(x, /) denote the solution o/(3.1) in the case A =' A0, g(t) = g0(t) and 
let zx(x, t) denote the solution o/(3.1) in the case A = A\ and g(t) = go(t). 
Then ifv(x, t) satisfies (3.7), we have 

(3.8) z0(x, 0 g V(JC, 0 ^ ZiCx, r), 0 ^ x g 1, 0 g * g r . 

The proof is similar to the proof of lemma 2.1 and is omitted. 

LEMMA 3.2. Let A(s), go(t), and v(x, t) be as in the previous lemma. Let 
SQ(X, t) denote the solution <?/(3.1) in the case A = AG and g(t) = gó(t). 
Then 

(3.9) dtv(x, t) ^ 50(JC, /), O^xS-UOét^T. 

The proof of this lemma is similar to the proof of lemma 2.2 and is 
omitted. 

Note that dtv(x, t) = w(x, t) satisfies (1.14). Then it follows that for 
each t > 0, 

0 S dtv(x, t) S dtv(Q, t), 0 ^ x ^ 1. 

Since 3,v(0, /) is continuous for 0 g t ^ T, if we let FT = max{0 <; t ^ 
T: 9,v(0, t)} then, 

(3.10) 0 ^ dtv(x, t) g FT, 0 ^ x ^ 1, 0 ^ t ^ T. 

Here, FT is a positive constant depending on Tand on go(t). 

4. Monotonicity Estimates: the Flux Controlled Case We are going to 
consider IBVP's comprised of the equation (1.7) together with auxiliary 
conditions selected from (1.9). We plan to examine the dependence on 
the coefficient A(v) of the solution v(x, t) for the IBVP. To examine this 
dependence we shall suppose Ax(s), A2(s) denote two coefficient functions, 
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each of which satisfies (1.1). We wish to consider coefficients Ax(s), A2(s) 
which are distinct and for this purpose it will be convenient to suppose 

(4.1) A1(0) = A2(0), and A{(0) > A&0). 

The condition (4.1) implies that the graphs of Ax(s), A2(s) have a trans
versal intersection at s = 0 and that the graph of Ax(s) remains above 
that of A2(s) on an interval (0, a) for some a > 0. 

Consider the flux controlled problem, 

dt v(x9 t) = A(v) dxxv(x, 0 , 0 < x < 1, 0 < t < T, 

(4.2) V(JC, 0) = 0, 0 < x < 1, 

- M O , 0 = g0(t), dXl 0 = o, o <t <T, 
and denote the solution by v = v(x, t; A). In particular, let v, = 
v(x, t; At), i = 1,2 denote the solution of (4.2) for A = Ah A2 satisfying 
(4.1). 

THEOREM 4.1. Suppose AÌ9A2 satisfy (1.1) and (4.1) and that g0(t) satisfies 
(1.10). Let V;(x, t) = v(x, t\ At)9 i = 1, 2 denote the solution of (4.2) 
corresponding to the coefficient A = A{. Then there exists a constant 
T\ > 0, such that 

(4.3) vi(x, 0 è v2(x, 0 ^ 0 , 0 ^ jc ^ 1, 0 ^ / ^ TV 

Moreover, there exists a ti > 0, 0 < ti < Tl9 and a constant Cx > 0, 
such that 

(4.4) V l(0, t) - v2(0, /) ^ Ci(r - / J , / ^ ^ 7\. 

PROOF. Let w(x, t) = v^x, t) - v2(x, /), 0 = x = 1, 0 ^ / = r . Then 
since V! and v2 each satisfy (4.2), it follows that 

dtw(x, t) - A-SyißxMx, 0 - Mi(vi) - ^i(v2)]S^v2 

= 3^v2[^i(v2) - ^2(v2)], 0 < x < l , 0 < r < r . 

The mean value theorem implies that for some £ = £(x, /) between 
Vi(x, 0 and v2(x, t) we have 

^i(v!(x, 0) - ^i(v2(*, 0) = A[(Rx9 0) w(*, 0. 

Thus w(x, t) satisfies the following IBVP: 

dtw(x,t) - Ax{v{)dxxw(x9t) - A[(Ç)dxxv2(x,t)w(x9t) 

= 3«v2[^iv2) - A2(v2)], 
(4.5) 

w(x9 0) = 0, 0 < jc < I, 

9xw(0, 0 = dxw(l, 0 = 0, 0 < * < T. 

Now let K(#, /) denote the solution of the following related IBVP: 
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dtV(x, t) - AAvùd^Vix, t) = dxxv2[Ai(v2) - A2(v2)l 

(4.6) K(JC, 0) = 0, 0 < x < 1, 

9xK(0, 0 = 9XK(1, 0 = 0, 0 < t < T. 

From (4.1) it follows that there exists o2 > 0 such that 

(4.7) Ax(s) - A2(s) ^ 0, for 0 ^ j ^ <j2. 

Let Ti > 0 be chosen such that zi(0, 7\) = <j2, where zx(x, /) denotes the 
solution of (3.1) in the case A = Ax, g(t) = go(0- It follows from (3.8) 
and (3.4) that 

(4.8) V2(A:, f) ^ <J2 for 0 g JC g 1, 0 ^ f ^ r b 

and hence (4.7) implies 

Ax(v2(x, t) - A2(v2(x, t)) ^ 0 for 0 g x ^ 1, 0 ^ t £ 7\. 

From (3.9) and (4.2) we have, 

(4.9) dxxv2(x, t) ^ - o ( * ' ^ ^ 0 for 0 ^ x ^ 1, 0 ^ / ^ J 

where 50(A:, /) denotes the solution of (3.1) in the case A = AQ, g(t) = 

goo. 
We are now in a position to apply the MP to (4.6) in order to conclude, 

y(x, 0 è 0, for 0 ^ x ^ 1, 0 ^ t S Th 

It follows from lemma 3.1 of [2] that 

(4.10) w(x, t) Z V{x, 0 ^ 0 , O g x g l , 0 £ t £ Tl9 

proving (4.3). 
Next, fix t0 such that 0 < t0 < T\ and let o\ = z0(0, t0) > 0 where 

z0(x, t) denotes the solution of (3.1) in the case A = A0, g(t) =go(t). Then 
ox = z0(,0 t0) < *i(0, t0) < zx(0, TO = Ö-2. 

Now we may choose ti such that t0 < tx < Tx and o\ < z0(0, tx) < a2. 
Then there exists xx, 0 < Xi ^ 1, such that 

(4.11) z0(x, 0 è tfi for 0 ^ x ^ x b tx £ t g, T. 

Now (3.8), (4.11) and (4.8) together imply 

(4.12) <7i ^ v2(x, 0 ^ 02 for 0 g * g jci, *i g f ^ Ti. 

From (4.7) and (4.1) we have that there is a constant X = A(<Ji) > 0 such 
that 

(4.13) AC?) - A2(s) ^ X for a ^ ^ a2. 
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Then (4.12), (4.13) lead to 

(4.14) Ax(v2{x9 f )) - A2(v2(x9 t))^X>0 for 0 ^ x ^ xl9 h ^ t ^ Tt. 

From (4.9) and (3.3) we have 

(4.15) dxxv2(x9 t) ^ ^ ? _ f o r 0 £ x £ xl9 tx £ t £ Tl9 

where 

D0 = min I M(x9 A0(t - z)) dz > 0, 

G$ = min ^0(0 > 0. 

Now let 

(4.16) </>(x9 t) = 97(/ - fi) (xf - x2), 0 ^ jt ^ *i, *i ^ f ^ 7i, 

where 

( ° V A, xj + lA^-t,)-

Then (4.6), (4.14), (4.15) together imply, 

dt(V - 0) - A1(v1)dxx(V -$)> ^£L l-{x\ + 2A1(t - h)) ^ 0, 

(V - <j,)(x, h) ^ 0, 0 ^ x ^ xi, 

dx(V - (J>) (09 t) = 09 h S t ^ Tl9 

(V- </,)(xl9 t) £ 0 , h ^ t ^ T h 

Then the MP implies 

(V - (J;) (JC, 0 ^ 0 for 0 ^ jc ^ x b *i g f g 7\, 

and from (4, 10) it follows finally that 

w(0, 0 = vx(0, 0 - v2(0, 0 ^ 0(0, 0 = çxî(/ - h\ h£t£ Tl9 

that is, (4.4) holds with Cx = 7]x\ > 0. 

We point out that this proof goes through with little change if we as
sume that Ai and A2 are distinct in the sense that on any interval of finite 
length the graphs of AÌ9 A2 are separated by a positive distance À. 

THEOREM 4.2. Suppose Ai(s), A2{s)9 g0(t)9 and v{(x, t) = v(x9 t; At)9 i = 1, 
2, are as in the previous theorem. Then for each a > 0 there exist positive 
constants z = z(&)9 K = K(a) such that 
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a) 0 < Vi(x, t) < a for 0 < x < 1, 0 < / < r(<j), 
(4.18) " " " " ~ 

b) |VX(JC, 0 - v2(x, t)\S fiK,0^xShOè t^T 

where 

ju = max {0 ^ s ^ a: \Ax(s) - A2(s)\}. 

PROOF. Let zx(x, t) denote the solution of (3.1) in the case A = Au 

g(t) = £o(0- Then for a > 0 given, let z — z(a) be chosen such that 
Zl(0, T) = a. Then (4.18)a follows from (3.4) and (3.8). 

Now it follows from (3.10) and (4.2) that 

dxxv2(x, 0 â 4^- for ° = x = 1 , 0 ^ ^ T . 
AQ 

Then 

Z(x, t)=-^-fit cxp[tFtA2/AQ] 

satisfies 

dtZ(x, t) - AxdxxZ(x, t) = y42Z(x, r) + ju FJA& 0 < x < 1,0 < f < r, 

Z(JC, 0) - 0, 

dxz(o, o - axz(i, o = o. 
Since w(x, t) = vx(x, t) - v2(x, t) satisfies (4.5), it follows that 

9,(Z - w) - Al(vl)dxx(Z -w)- Am (Z - w) 

= [Ax - Ax{yx)\dxxZ + 042 - 4(£))Z 

+ li FT/A0 - dxxv2[Ax(v2) - ^2(v2)]. 

There is no loss in generality here in assuming Ai(s) - A2{s) ^ 0, for 
0 :g s :g G. Then, 

dt(Z -w)- Ax{vx)dxx{Z -w)- A[($){Z - w) è 0, 0 < x < l , 0 < f < T 

(Z - w)(x, 0) = 0, 0 < x < 1, 

dx(Z - w) (0, 0 = dx(Z - w) (1, 0 = 0, 0 < t < z, 

and it follows from the MP that (Z - w) (x, t) ^ 0, for 0 <; x g 1, 
0 ^ / ^ r . Then (4.18) follows for 

K(z) = JUZFJAQ Qxp[zFtA2IA0]. 

The significance of theorems 4.1 and 4.2 is the following. Let gQ(t) de
note a fixed function in Cl[0, T] satisfying (1.10). Then for each coeffi
cient A(5) which satisfies (1.1), we can solve (4.2) for v = v(x, t\ A) in 
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C2 '1 [0, 1] x [0, T]. It follows from lemma 1.1 that / 0 (0 = v(0, t; A) then 
satisfies (1.12). We may view this as defining a mapping 0 from the co
efficient class CA = {A satisfies (1.1)} into the data class Cf = {/satisfies 
(1.12)}. The mapping 0 has the following properties: 

a) for 0 < o\ < o2 there exist t\ — tx(ß{), Tx = T1(a2) such that 0 < tx 

< Tx and 

<Z>MiK0 - 4>[A2](t) ^ C(t - tì)X hS-tè Th 

where C > 0, and À = min{ö'1 ^ s ^ o2. Ax(s) — A2(s)}. 

b) for G > 0 there exists z = z(a) > 0 such that 

where K(T) > 0, and ju = max{0 ^ s ^ a: Ax(s) — A2{s)}. 

Property a) implies that identical flux controlled experiments involving 
distinct coefficients Ah A2 from CA cannot produce identical data/0(0-
Property b) then implies that identical flux controlled experiments with 
identical coefficients Ax, A2 must produce identical data/0(0-

5. Monotonicity Estimates: Temperature Controlled Case We want to 
derive for the temperature controlled problem estimates of the sort found 
in the previous section for the flux controlled problem. Consider then the 
following temperature controlled problem, 

dtv(x, t) = A(v) dxxv(x, t), 0 < x < 1, 0 < / < J, 

(5.1) v(x, 0) = 0, 0 < x < 1, 

v ( 0 , 0 = / o ( 0 , v ( l , 0 = 0 , 0<t<T. 

THEOREM 5.1 Suppose Ax(s), A2{s) satisfy (1.1) and {AA) and that f0(t) 
satisfies (1.12). Let y{{x, t) = v(x, /; At), i = 1, 2 denote the solution of 
(5.1) corresponding to coefficient A = A{(v). Then there exists Tx > 0, 
such that 

(5.2) 0 ^ 9^(0 , 0 ^ 9xv20(, 0, 0 ^ t S Tv 

Moreover, there exist f l9 0 < t\ < T\ and C = C(tx) > 0 such that 

(5.3) 9^ (0 , 0 - 9,v2(0, /) Z C(t - tx\ h ^ t ^ 7\. 

PROOF. Let w(x, t) = vx(x, t) — v2(x, t) and proceed as in the proof of 
theorem 4.1 to show that w(x, t) must satisfy 

dtw(x> 0 - A(vi)9**w(x, /) - A[(£)w(x, t) = 3^v2Mi(v2) - A2(v2)] 

(5.4) w(x, 0) = 0, 0 < x < 1, 

w(0, t) = w(\, t) = 0, 0 < t < T. 
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Consider now the related IB VP, 

dtV{x9 t) - A&ddnVfr t) = 3xxv2M1(v2) - A2(v2)]9 

(5.5) V(x, 0) = 0, 0 < x < 1, 

f/(0, t) = V{\9 0 = 0, 0 < t < T. 

As in the proof of theroem 4.1 we show that there exists a 7\ > 0, such 
that 

(5.6) Ax{v2{x9 t)) - A2(v2(x, 0) è 0 for 0 ^ x ^ 1, 0 ^ f ^ 7\. 

In addition, from (2.16) and (5.1) we have 

(5.7) dxxv2(x, t) ä S0(x, t)/A1 ^ 0, 0 ^ ^ 1 , 0 g ^ r , 

where ^ ( x , f) denotes the solution of (2.1) in the case A = A0 and 
/ ( / ) = /0'(f ). Apply the MP then to (5.5) to infer that 

(5.8) V(x9 0 ^ 0 , 0 ^ x ^ 1, 0 ^ / ^ r b 

and then by lemma 3.1 of [2] it follows that 

(5.9) w(x, t) è V(x, 0 ^ 0 , 0 ^ * ^ 1, 0 ^ / g TV 

Then (5.9) together with lemma 1.3 leads to (5.2). 
Now, arguing as we did to establish (4.12), we can show that there exist 

constants xl9 tx such that 0 < xx :g 1, 0 < t\ < T\ and 

(5.10) ox ^ v2(x9 t) ^ o2, for 0 g * g *i, fi g f g Tl9 

where 0 < o\ < o2. It follows then from (4.13) that 

(5.11) Ax(v2(x9 0) - A2(v2(x, t))^X>090^x^xl9tl^t^ TV 

In addition, it follows from (5.7) and (2.5) that 

(5.12) dxxv2(x9 t) ^ ^ß~ for 0 ^ x ^ xl9 h g t ^ 7\ 

where 

N0 = min I Mx(x9 A0(t - r)) dz > 0 
/l^/^Ti JO 

FJ = min /0 '(0 > 0. 

Now let 

^(x, t) = 7j(t - ti)x(xi - JC), o <£ jc <; jq, *i <; f ^ r l 9 

where 
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? ^ x? + 4 ^ ( 7 ^ - *0 • 

Then it is easy to show that 

/àt{V-(Jj)-Âl{v1)dxx{V-clj) ^ 0 , f o r 0 < x < x l 5 ^ < f < Tl9 

(5.13) (K - <Jj)(x9 h) Z 0, 0 < x < xl9 

(V - 0)(O, 0 = 0, (V - <fi)(xl9 t)^09t1<t< Tl9 

and then the MP implies (V - 0)(x, t) ^ 0 for 0 <; x <; xl9 t1 ^ f <; 7V 
From (5.9) we have then 

v / r A v (x t\ > #0*0* 2A(* - h) x(xx - x) 
Vl\X, t) - V2(X9 t) ^ 2 -y 

0 ^ x ^ xl9 tx ^ t S Tv 

From (5.14) we have 

3^(0 , Q - lim v ^ l) - v/°> *> 
*->o x - 0 

^ l i m 
x-»0 

_v2(*, 0 - v2(0, 0 + Â QFQ* (t - t1)X(x1 - x) 
x - 0 A1 x\ + 4^ i ( r i - f i) J 

and this, together with lemma 1.3 and the fact that ^(0, 0 = v2(0, /) = 
fo(t)9 implies (5.3) for 

(5 15) c = N°F* — ^ > 0 

THEOREM 5.2. Let Ax{s)9 A2(s),f0(t) and v,(x, t) = v(x, /; ^f-), i = 1, 2 
6e as m theorem 5.1. Then for each a > 0 //îere ex/s? positive constants 
z = r(cr), ^ = ^ ( r ) swc/z fAörf 

a) 0 < v/x, 0 < (7, 0 < x < 1, 0 < t < z9 i = 1, 2, (5.16) ; - * v > ; - > - - > - - > 

b) 3,vx(0, 0 - 3,v2(0, t)^Kju9 0 ^ t ^ z9 

where 
fi = max{0 ^ s ^ a: \Ax(s) - A2(s)\}. 

PROOF. The hypotheses of this theorem include those of leamm 2.1. 
Then (5.16)a follows from (2.14) and (2.6) with z = z{a) chosen such that 
foM = a. 

We have that w(x9 t) = vx(x, t) — v2(x, t) satisfies (5.4). From (2.19) 
and (5.16)a it follows that 

dxxv2(x, /)Mi(v2) - A2(v2)} û ^ - , OèxèhOètSv, 
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The function 

Z(x, t) = ^ ^ e x p [ F 0 * ^ 2 A 4 0 ] ^ g ( ^ _ 1)3 sin(2» - \)nx 

satisfies 

3,Z(x, t) - A1dxxZ(x, t) + ^-Z(x9 0 = F0*p/A09 

Z(x, 0) = 0, 0 < x < 1, 

Z(0, 0 - Z(l, 0 = 0, 0 < t < z. 

An MP argument leads to the result (Z - w)(x, t) ^ 0, for 0 «g x ^ 1, 
0 ^ / ^ r, and it follows that 

Z(x, Q - Z(0, 0 > v^x, Q - V!(Q, Q _ v2(x, t) - v2(0, Q 
x — 0 "~ x — 0 x — 0 

for x > 0 , O ^ r ^ r . Then and since 

3XZ(0, /) ^ 3^ (0 , /) - 3^v2(0, 0 , 0 ^ / ^ r, 

9lZ(0, /) = - ^ f - e x p t ^ ^ o l g à ( 2 « - 1 ) 2 ' 

(5.l6)b follows for 

K = ^ e x p [ T F 0 ^ 2 / ^ 0 ] f ; ± ( 2 » - l)-2 > 0. 
^ 0 w = l n 

The importance of theroems 5.1, 5.2 lies in the following observa
tion. Let f0(t) denote a fixed function in C^O, T] satisfying (1.12). Then 
for each A(s) satisfying (1.1) we can solve (5.1) for v = v(x, t\ A) in 
C2.1 [0, 1] x [0, T\. Then it follows from lemma 1.3 that g0(t) = -9,v(0, t; 
A) must satisfy (1.10). In this way we define a mapping W from CA = 
{A satisfies (1.1)} into the class of boundary flux data Cg = {g satisfies 
(1.10)}. From theorems 5.1, 5.2 it foil ows that the mapping W has the 
following properties: 

a)for 0 < a\ < <72 there exist t1 = /i(tfi) and Tx = T1(a2) such that 
0 < ti < Tj and 

WlA&t) - ¥[A2](t) ^ C(t - h)X, h £ t £ Tl9 

where C > 0, and À = m i n ^ g s ^ a2\ ^\{s) — A2{s)}. 
b) for a > 0 there exists z = r(tf) > 0 such that 

W[Ax]{t) - W[A2}(t) S K(T)fi, O^t^z, 

where K(z) > 0 and ju = max{0 <£ .y ^ #: ^i(^) - ^2(.s)}. 
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It follows from property a) that identical temperature controlled experi
ments with distinct coefficients A^ A2 from CA cannot produce identical 
flux data g0(t). Then property b) implies that identical temperature con
trolled experiments with identical coefficients Ax, A2 must produce identi
cal flux data on the boundary. 

The author would like to thank the NSF and Cornell University for 
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