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THREE- AND FOUR-DIMENSIONAL SURFACES 

R.E. BARNHILL AND F.F. LITTLE 

ABSTRACT. The representation and approximation of three-
and four-dimensional surfaces is accomplished by means of 
local, piecewise defined, smooth interpolation methods. In order 
to interpolate to arbitrarily located data, the schemes are defined 
on geometric domains of triangles or tetrahedra, respectively. 

Introduction. This research creates new methods for representing and 
approximating three and four-dimensional surfaces. The numerous ap­
plications of surface methods include modelling physical phenomena 
(e.g., combustion) and designing objects (e.g., airplanes and cars). In 
addition to three-dimensional surfaces, there are interesting four-dimen­
sional "surfaces", such as temperature as a function of the three spatial 
variables. Because the geometric information for these problems can be 
located arbitrarily in three or four-dimensional space, the surface schemes 
must be able to handle arbitrarily located data. The standard (and easier) 
approach to surfaces of using tensor products of curve methods restricts 
the surface method's applicability to (rectangularly) "gridded" data. We 
take the more ambitious approach of devising robust surface methods 
applicable to arbitrarily located data. There are two broad classes of 
methods suitable for solving these problems (i.e., problems for which 
simplifying geometric assumptions cannot be made): 

(1) local triangular patch methods, and 
(2) global convex combination methods. 

"Local" means that the value of the surface at a point is affected only by 
nearby data, whereas "global" means the opposite. In this paper we 
discuss "patch" methods only. (Global methods are discussed by Barnhill, 
Dube, and Little [4] and by Barnhill and Stead [6].) 

Historically, surface methods have been built up from curve methods 
(via tensor products). We discuss surface methods that are truly multi­
variate; in particular, bivariate for 3D surfaces and trivariate for 4D 
surfaces. The domain of definition of our 3D surfaces is the union of 
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triangles and of our 4D surfaces the union of tetrahedra, respectively. 
These geometric domains allow us to define surface interpolants for 
arbitrarily located points. Our surface interpolants are instances of 
"patch" methods, in which (small) curved pieces are joined together to 
form a smooth surface. Patch methods originated with S.A. Coons [7] 
and have been generalized considerably. (See [1, 2].) 

Patch methods on arbitrarily located data are also called piecewise 
triangular methods. The domain of the surfacing problem is decomposed 
into simplices and an interpolant is constructed on each of these. The 
composite surface is the triangular interpolant defined on the union of the 
simplices. 

The continuity of the composite surface is used to label the simplicial 
interpolants ; so a C1 triangular interpolant is one which gives a C1 com­
posite surface when it is used on neighboring simplices. The continuity of 
interpolants is generally a consequence of the particular interpolation. 
The interior continuity of interpolants is not usually an issue; so the 
continuity of the composite surface is determined by values and derivatives 
matching up at interfaces. 

There are two pre-processing steps in the definition of our (C1 smooth) 
surface interpolants : 

(1) define the geometric domain, and 
(2) create gradients. 

In step (2) we are using the fact that our C1 surfaces require only C1 data. 
If the user supplies only C° data, then the C1 data must be created. Each 
of pre-processing steps (1) and (2) is challenging and interesting; we 
present one suite of solutions. Users ordinarily want smoother surfaces 
than their data imply directly, so that additional information must some­
times be created. (A notable feature of our methods is that the smoothness 
of the surface is always greater than or equal to the smoothness of the 
data. This is not true of most other schemes such as finite element schemes.) 

We present two C1 3D surface interpolants: 
(i) a Barnhill, Birkhoff, and Gordon (BBG) scheme, and 

(ii) a Radial Nielson scheme. 
These are "transfinite" interpolants, which means that whole curves of 
positional and derivative information are interpolated. Then we discretize 
these transfinite interpolants to obtain finite-dimensional patches, i.e., 
patches which depend on only finitely many data points. Transfinite inter­
polants have a unified theory which makes it relatively easy to trace the 
mathematical properties of their discretizations. The discretizations of the 
BBG and the Nielson schemes are both nine-degrees-of-freedom C1 

triangular interpolants. They are distinct interpolants. (The discretized 
Nielson scheme turns out to be the same as Little's "Madison triangle", 
a nine-degrees-of-freedom scheme created per se.) 
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We create one 4D surface interpolant: a C1 BBG tetrahedral interpolant, 
which is then discretized to a 28-degrees-of-freedom C1 scheme. 

1. Surface preprocessors. 

A. Simplices and barycentric coordinates. The usual Rn cartesian co­
ordinate system may be augmented by local coordinate systems. A simplex 
in R* is the ordered collection { Vh V2, V3, . . . , Vn, Vn+1} of points called 
the vertices of the simplex. A convex combination of n + 1 points is 
S e ? * ! vi where b4 ^ 0 and EJÜ? b{ = 1. All points inside the simplex are 
convex combinations of the vertices. The combination coefficients for a 
given point V inside a simplex are found by solving the linear system: 

»+i »+i 

V = E b,V„ 1 = Z b,. 

Using each F as a column gives the matrix equation 

(1.1) 

Vi y 2 

Li i 
Vn Vn+1 
1 1 

"*1 
b2 

The restriction that all b{ è 0 limits V to the inside of the simplex. Re­
moving it allows the b{ to be determined uniquely for any point in R*. 
The b{ are called the barycentric coordinates of V. The condition that the 
matrix is invertible is the same as its determinant being not zero. In R2 

this is the statement that the three vertices are not collinear, and in R3 

that the four vertices are not coplanar, etc. In other words, the simplex 
cannot be degenerate (lower dimensional). In R2 if the matrix equation 
for the barycentric coordinates is solved by Cramer's rule, we have 

(1.2) * i -
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V\ 
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v?. 
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v2 1 
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v* 
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v% 
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The determinant in the denominator is twice the area of the triangle 
oriented counterclockwise. The determinant in each numerator is also 
the area of a subtriangle giving each b4 as the ratio of areas or masses, 
bf = A,/A. 

B. Triangulation. 

(1) Triangulation in two dimensions. Suppose that we have the positions 
{(*,-, yh Zf)}y=1 and that we are considering a (nonparametric) surface of 
the form z = F(x9 y). (The latter assumption implies that the data are 
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meaningful for defining such a surface.) Therefore, we consider triangulat­
ing the (planar) points {(x{, >v)}?=1. Triangulations are not unique ; so we 
have the following pair of questions. 

(1) How do we find a triangulation? 
(2) How do we measure the quality of various triangulations? 

(We assigned the problem of triangulation as a class problem in 1976. 
We were amazed to find that it was not only an open problem, but a 
relatively unexplored problem.) The first step of finding a triangulation 
is discussed in [1]. The second step of "optimization" of a triangulation 
has the following history. Lawson [12] had been developing the idea of 
local optimization by switching the diagonals of convex quadrilaterals 
formed by two triangles. Then Green and Sibson [8] and Sibson [17] 
published papers on (Delaunay) triangulations obtained via Thiessen 
polygons. (Thiessen polygons arise often in nature; given {(xi9 >v)}?=i> 
partition the plane into "tiles" of influence such that the /-th tile is the set 
of points closest to (xi9 yt).) Sibson proved the equivalence of Delaunay 
triangulations and Lawson's "locally equiangular triangulations". Law-
son's optimization criterion is the following: 

maximize minimum angle 
(1.3) 

all triangulations T triangles in T. 

The idea is to keep the smallest angle in successive triangulations from 
approaching zero. A theoretical justification of this criterion is that a 
(majorizing) error bound contains the factor l/sinw0. However, Gregory 
[11] showed that the theoretical error bounds could be sharpened so that 
the angles only need be kept from approaching %. Thus we now recom­
mend the optimization criterion : 

minimize maximum 0 
(1.4) 

all T triangles in T. 

There is one theoretical shortcoming of our recommended optimization ; 
Lawson's equiangular triangulation is a local method because only pairs 
of triangles are considered at a time. Sibson's Delaunay triangulation is 
global because the underlying Thiessen polygonalization is formed by 
considering all the points, i.e., a new point is (theoretically) considered 
relative to all the other points. Since Lawson's and Sibson's triangulations 
are equivalent, Lawson's is therefore a global optimum. We cannot make 
such a claim about our recommended criterion. 

We conclude our planar triangulation discussion with a computational 
note. For computational simplicity we replace 0 by cot 0 in criterion (1.4.). 
Since cot 0 is a monotone decreasing function, this replacement leads to 
the optimization criterion : 
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Thiessen polygonalization' 

(1.5) maximize 

all T 

minimum 

all triangles in T 

with cot e - J g ^ j U Nlg2J 
sin 0 2 area 

cot 0 
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where d has adjacent sides ex and e2 and {a, by = (6, — a). 
A stopping criterion for forming a triangulation can be in terms either 

of edges or vertices, since T triangles can be written as T = (eh -f 2e,-)/3 = 
Vb + 2Vt- — 2 where eb and e{ are the numbers of boundary edges and 
interior edges and Vb and V{ are the numbers of boundary vertices and 
interior vertices, respectively. (See [8].) 

There are many additional issues on triangulation, including how to 
store the triangles efficiently and how to evaluate the triangular inter­
polant. 

(2) Triangulation in n dimensions. 

(i) Initial triangulation. As we saw above, a triangulation of a planar 
point set can be constructed as the dual to the Thiessen polygonalization. 
A triangulation should subsequently be optimized. The following algo­
rithm builds this polygonalization. Put the first point into a region with 
no boundaries. For each sequential point, find the region it is in and 
carve out a new region for it from the former region and its neighbors. 
Details of data structure and refinements of the algorithm follow. An 
«-dimensional point is stored as a real «-vector. A region associated with 
each data point is stored as a list of boundaries. A boundary is an affine 
equation which separates Rn into a positive half and a negative half. 
This is stored as an n + 1 vector and a back pointer to two bounded 
regions. Also describing this boundary is the point set common to both 
regions. This point set or explicit boundary can be infinite in extent. 
The explicit boundary is described as the projective image of the convex 
span of a set of points in projective «-space Pn, that is, the boundary set 
is all points in Rw of the form 

m m 

i=l i=\ 

where V{ e Rw is the projective image of 

m 
in Pn+1. A point of infinity in the direction P is stored as {-£-}. 

Given this data structure the Thiessen region containing a point (not 
in the current data point set) is found by starting in any region and 
checking that it lies on the proper side of all its boundaries. If it fails, 
one starts over on the region on the other side of the culprit boundary. 

The carving out process for a point P proceeds as follows. Make a 
set L of regions (for consideration) initially consisting of the Thiessen 
region of the first point. Until L is empty, extract a defining point P, 
from L. Construct the implicit boundary (P/ — P)-V — (P/ — P)* 
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(P/ -f P)/2; include it in the boundary for P/ and P and construct the 
back pointers. Trim the existing explicit boundaries of P/ to be on the 
positive side of the new boundary and, if any become empty, discard 
them. If a boundary was trimmed or discarded, then include the region 
on the other side of it from P/ in L. Construct an unbounded explicit 
representation for the new boundary and trim it with all the existing 
implicit boundaries of Pr 

The unbounded explicit representation for a new boundary between 
P and P, is the collection of points 

where E{ are the second-through-«-th vectors resulting from the Gram-
Schmidt orthogonalization oi{P, — P, eh . . . , en}9 where eh . . . , en are 
the usual unit coordinate vectors, These n — 1 vectors are orthogonal to 
P/ — P as well as to each other and so they describe the boundary of the 
Thiessen polygonalization, These explicit boundaries are trimmed against 
implicit boundaries or affine equations by clipping each segment between 
pairs of elements against the equation to produce a set of "new" points, 
The equation is zero for new points This set of new points is reduced to 
its convex hull via a simple (n — 2) — d convex hull algorithm, The 
"new" points and those old points on the "keep" side of the equation are 
reduced to their convex hull via the same general brute force algorithm. 

"Clipping" is a concept from computer graphics, Given a line-segment 
between two projective points and an affine equation which changes sign 
on the segment, the problem is to find the point on the segment where 
the equation is zero, and so describe the positive and negative subsegment, 

Let Pi and P2 be the projectively represented points (i.e., n + 1 tuples) 
and let A(P) = A'P where A is an (n + l)-tuple and P is projectively 
represented The zero point is 

Po = Pi~ (Pi - Px)A(P1)KA(P2) - A{Pj)), 

If Pt = P2, Po is the (n + l)-tuple of zeroes which is outside Pn and 
hence is disregarded, A simple convex hull algorithm is available from 
our previous discussion of barycentric coordinates, One takes a point 
set and considers all possible simplices which can be constructed from it, 
One then culls out all points whose barycentric coordinates are positive 
relative to the simplex The resulting point set is the convex hull of the 
original, 

(ii) Optimal triangulation. The number of tetrahedra T can be written 
as T = {Fb + 2F,)/4 =_(l/3)£* + Et - V{ - 1, where Fb and Ft are the 
number of boundary faces and interior faces and Eb9 Et-, V{ are the number 
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of boundary edges, interior edges, and interior vertices, respectively, (See 
[8].) 

Proceed as in two dimensions. A local region is identified. All possible 
triangulations are enumerated and the best one is chosen. In two dimen­
sions the region was a convex quadrilateral identified with two triangles 
sharing an edge. The choice of best triangulation may insert the other 
diagonal. In three dimensions two tetrahedra may share a face and the 
five-vertex convex polytope has the alternative triangulation consisting 
of three-tetrahedra pairwise sharing faces containing a common "polar" 
edge. Also worth considering in three dimensions is the case where four 
tetrahedra share a common edge form an octahedron. Three alternative 
triangulations exist for the octahedron identified by the choice of a 
diagonal as the common edge of the four tetrahedra. 

The octahedral optimality via a sequence of optimization steps using 
the former swap which always improved the triangulation. Surely all 
counter examples are not eliminated with this one so the importance of 
a good initial triangulation is paramount. 

Closely related to the goal of minimizing the maximum angle in a 
triangle is the goal of maximizing the minimum altitude of a triangle. 
This goal has an n — d generalization and was used in the tetrahedral case. 
We also used: minimize over all triangulations the maximum over all 
tetrahedra the quotient of the radii of the inscribed and circumscribed 
spheres. This criterion is used in the pictures. The pictures illustrate the 
optimization procedure for the given five points. We make an initial 
triangulation into three tetrahedra, which are rendered with the three 
tetrahedra together and then slightly separated. The optimal triangulation 
yields (in this example) two tetrahedra, which are analogously rendered. 
(We thank Paul Arner for these pictures.) For additional details and 
examples on optimal tetrahedra, see [16]. 

C. Gradients' Estimation. As noted earlier, gradients are needed to 
provide C1 data for our C1 surfaces. We recommend two methods for 
creating gradients : 

(i) Triangular Shepard's Method, or 
(ii) Inverse-distance-weighted Polynomial Least Squares constrained to 

interpolate. 
Little [14] points out that the Triangular Shepard's Method is a global 

method whose gradients at the data points are local. (Triangular Shepard's 
Method to find gradients is a component of the surface package described 
in the PLOT 79 Users Manual available from N. L. Beebe, College of 
Science, University of Utah, Salt Lake City, Utah 84112.) Both (i) and 
(ii) above have «-dimensional analogues. 

The «-dimensional Triangular Shepard is the following method. Let 
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INITIAL TESSELLATION OF 5 POINTS INITIAL TESSELLATION OF 5 POINTS 

OPTIMAL TE55ELLRTIQN OF 5 POINTS I I OPTIMAL TESSELLATION OF S POINTS 

T be a triangulation in n dimensions of a point set {x„ i = 1, . . . , m}. 
Define 

L(F;x) = £L 5 (x) .^ (z ) 

where 

Ws(x) = 
Udf(x) I kr FU?« 

with d%x) = || x — x j 2 , and Ls(x) is the linear interpolant 

Then 

£s(x) = 2>(x)F(x,.). 

VL(F;x,)= EVLs.UsJ 

where 
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v..< = n -A xye, d%xi) I ter Ei d2Md 

(For more details see [14].) 

2. Surface interpolants. 

A. Barnhill, Birkhoff, and Gordon interpolants. Two popular bivariate 
surface interpolants are C1 Clough-Tocher (see [13]) and Little's "Madison 
triangle," neither of which has a known trivariate analogue. However, 
the discretized Barnhill, Birkhoff, and Gordon (BBG) [3] interpolant does 
have a trivariate analogue. We develop a general form of the bivariate 
C1 BBG interpolant in subsection (1) and extend it to the trivariate case 
in subsection (2). 

(1) Three-dimensional BBG schemes. 

(i) Transfinite. Univariate cubic Hermite interpolation t o / = f(t) defined 
on [0, 1] can be written as 

(2.1) H3(f; t) = A Q ( 0 / ( 0 ) + Ai(0/(1) + *o(0/'(0) + h{t)f\\) 

where hQ(t) = 1 - It2 + 2t\ hx{t) = 3/2 - 2t\ h0(t) = t - 2t2 + t* and 
hx{t) = - t 2 + t3 for 0 ^ t g 1. For / = /(*) defined on [a, b], we have 

H3(f; x) = h(^)f(a) + hi^Ab) 

+ h^t)(b -a)f,(a) + ~hl (F^) b -a)f'(b)-
If F is a function on Rw and A and B are points in Rw, then the cubic 

Hermite interpolant can be defined on AB by the analogous change of 
variables as 

H3(F; X) = h0(t)F(A) + ArfOn») + « o W g ^ ^ + Ä i ( 0 ^ ^ 

where X = (1 - t)A + tB and 

<2-3> i ^ r s 4 ^ K + ^ - ^ l*=0 

is the Gateaux derivative of Fa t V. The BBG Projector is defined by cubic 
Hermite interpolation parallel to an edge of a simplex. 

An edge of a simplex is the intersection of n — 1 faces. Each face is 
the zero contour of one of the barycentric coordinates; so a parallel to 
an edge can be described as the intersection of the contours of n — 1 
barycentric coordinates. The segment endpoints for BBG interpolation 
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are the intersections of this parallel and the two remaining faces of the 
simplex. We specialize these «-dimensional remarks to n = 2. Since 

V = bxVx + b2V2 + b3V3 

= (! - -bàhYb^+(*2+bùV2)+tabf^+{b*+h)n) 

( = (1 - t)A + tB) 

the BBG "lofting" interpolant parallel to the edge {èj = 0} is 

P1(F; b1V1 + b2V2 + b3V3) = hJ^^jFib^ + (b2 + b3)V2) 

+ Kfr + fr)*'^ + *2 + b3)V3) 

The other two BBG lofting interpolants are defined analogously. Inter­
polant Pi matches Fand F's partial derivative in the direction (V3 — V2) 
on V\V2 and VXV%. If F has a derivative in the direction of an interpolated 
edge, then Px also interpolates that derivative. (We only assume that the 
linear functionals which appear in the interpolant are defined. The func­
tion F is not assumed to be C1, C2 or even C°.) 

The interpolation properties of BBG Projectors can be combined via 
the Boolean sum. For P and ß linear interpolation operators, P © ß = 
P + ß - PQ. Formally P © ß = ß + P(I - ß) is a correction surface 
form and has a permanence principle. Barnhill and Gregory's Theorem 
[5] states this as P © ß has at least the interpolation properties of P and 
the function precision of ß . 

THEOREM. The Boolean sum A © B has at least the function precision of 
B and the interpolation properties of A. 

PROOF. Let B be precise for F, i.e., BF = F. Then (A © B)F = AF + 
£ F - ^(£F) = >4F + F - AF = F;A © £ is precise for F. 

Let L be an interpolation functional of A9 i.e., L is a linear functional 
for which LAF = LF for all relevant F. Then L{A © £)F = LAF + 
L£F - (L,4)£F = LF. 

The triple Boolean sum P3 © F 2 © Fi interpolates the value and some 
cross-boundary derivative on all three sides of a triangle. If F has a gra­
dient on the boundary of the triangle, this interpolant will match it. The 
goal of this section is to construct the triple Boolean sum F 3 © P2 © P\. 
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If all 124 terms of the complete expansion are written out, all but 15 
cancel. This behavior can be explained at a high level as follows. Rewrite 
the triple Boolean sum as 

p3 e P2 e Pi = Pi + p2(i - PU + Ps(i - w - A). 

Since P2 and P1 both interpolate to the side opposite vertex three, we 
expect cancellation of those terms of P2(I — Pi) which involve evaluations 
on this side. In order to be explicit we introduce the additional notation 
p2 = p\ + p | where the superscript denotes the side on which the inter­
polant terms are evaluated. On the side opposite vertex three, (7 — P{)F = 
0 for all F and 3(7 - PJF/d^ - V3) = 0. This causes P|(7 - PJF = 0 
for all F with a gradient. 

This statement taken as a definition extends the domain of the inter­
polant. Similarly P\{I - P2)F = 0 for all F and i>f(/ - PJF = 0. These 
observations lead to the simplification 

(2.5) P3®P2®Pi = Pi + PW - Pi) - PIPW - Pil 

We now enumerate the terms of this interpolant. In order to evaluate 
P\PiF, we calculate P^ and dPiF/d(Vi - V3) at an arbitrary point of 
edge one: 

P^F; tV2 + (1 - t)V3) = h0(l - t)F(V2) + Arfl - t)F(V3) 

and 

-m^ys La-., - ~(m -t)F(V2) + m -t)nvd 

+ V i - t) 
d2F(V2) dF(V2) 1 

L9(^i - V2)d(V3 - V2) 9(F3 - V2) J 

ha - t)\ *W> mM_~l 

Hence 
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Pl(I-P1)F=h((j^B-^F(b2V2 + (1 -b2)V3)-h0(l -b2)F(V2) 

-Arfl -b2)F(V3)-hoil-b2)^^-h(l-b2)0^ 

+Ai(l -b2)F(V3) + h^-b2)J^VÌ, + m -b2) 9 ^ ^ ) } (2.6) • "iv^ "*/- v- a, • - w - ^ 9 ( K 3 _ K2) 

-*o(l -*2> 3 ( F ;_2^2) - f r d -frO 9 ( K l - F3) 

-Ä0(l-*2>[: 
32F(F2) 9W) I 

3(K1-K2)3(K3-F2) 9(K3-F2)J 

kl{l H 3(^-^)3^-^) d{V3-V^\\ 

For the triple Boolean sum's last term, — PiP2(I — Pi), we follow a 
similar course. Interpolant Pi contains two functionals, namely, evaluation 
atSF3 + (1 - 5)F1and3/3(K2 - Vi)\SV3+a_SWl. First, 

PW - P&F; SV3 + (1 - 5)Ki) 

= h<£l-S)[F(V3)-F(V3)] + h0(l -S) 

Next 

3 W ) 3F(K3) 
MVi-V3) d(Vi-V3). 

= 0. 

dPW-Pùf) 
\sv3+a-s)Vi 

h0(ï-S)i dF(V3) dF(V3) 1 
^ 2 - ^ 3 ) 3 ( ^3 - ^2 )J 

^ ( ^ a ) i + ÄI(l> 3f(^3) 

(2.7) 

3(^2- Vi) 

+ Äo(1 ~ S 1 3 ( K 2 - KsWFi - F3) ' " 1 V i / 3(F 3 -K 2 ) 

+Äiô r *nvù mvù_ W)[; . 3 (^ -^)3(^3-^) 3(F3 - v2)\\ 
-in-SÌ 92f(F3) 
~Ao(1 SW2-K3)3(Fr 

32F(K: 

v3)'Wi-v3)d(v3 

Hence 

<èb>-b^-bi*v2S%i 

Ì 1 
\- v2)ï 

d2F(V3) J K 3 ) ' 3 ( ^ - ^ ) 3 ( ^ - ^ 2 ) 

The triple Boolean sum P3® P2® Pi is given by substitution of equations 
(2.4), (2.6), and (2.7) into (2.5). 

(ii) Discretization. The triple Boolean sum interpolant P3 © P2 © Pi 
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requires data all along the edge of a triangle. These data can be manu­
factured from vertex and other point data using univariate interpolation. 
This procedure is called discretizing the interpolant. It reduces a trans-
finite interpolant to one with a finite number of parameters. The com­
position of an interpolant with this discretizing process produces a greatly 
simplified interpolant. Let D be the final discretized interpolant. The 
process of inserting the discretizing univariate interpolants into the trans-
finite formula can be formalized by D = (P3 © P2 © Pi)D. This circular 
statement has great utility for the following trick. Let D have cubic 
Hermite edge values and quadratic derivative in the direction normal 
to each edge along the edge. The value of the normal directional deriva­
tive at the midpoints of each of the edges and the value and gradient 
at the vertices (twelve parameters) supply the data to define uniquely 
these interpolants. Let D (the discretization of (P3 © P2 © Pi)) 
interpolate these quantities. If C is a cubic polynomial, then DC = 
(P3 © P2 © P-dDC = (P3 © P2 © Pi)C = C, since C already has cubic 
edge values and quadratic normal derivatives and the Boolean sum 
has the cubic precision of Pv Let 

(2.8) 0>F = gé?{(3-2b f)F(V t) + g è , ^ - V , ) 

and 

(2.9) DF = DF + C9F - C9F = C9F + D(F - C9F). 

Further, D(F — C9F) has zero edge value, one-parameter quadratic 
normal derivatives, i.e., 

» D(F-C*F) = - 3 ( F - C9F) 
(l-S)Vf+SVk Oni 

•45(1 - S\ 

and zero gradient at the vertices. The algebra of inserting these values into 
the formula of P 3 © P2 © P1 is now feasible and gives 

where 

N< = ikik(F-c9F) 
(Vj+Vk)/2 

For implementation, we note that 
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(2.11) 

1 dC9F 
dbi dnx (y^-v3)/2 

= -§-((<*- l)F(V2) - aF(V3)) 

1 U WW fa 2) WV*> fa+l)+ 9 F ( F s ) + 9 F ( F z ) Ì +TV8(K3-K2) lcr Z ; 3 (K 2 -K 3 r + 1 ; + 3(F1-F3) + 3(F2-F1); 

where a = ( ^ - V2) • (K3 - F2)/|F3 - K2|
2. Substitution of equations 

(2.8), (2.10), and (2.11) into (2.9) yields the discretization DF. 

(2) Four-dimensional BBG schemes. 

(i) Transfinite. Let n = 3 and choose the edge contained in {b3 = 0} 
and {ò4 = 0} which is T\V2. Let V = è ^ + b2V2 + £3F3 + bAVA, 
A = {h + b2)V1 + 63F3 + bAVA, B = foJ^Kg + bzVz + Ä4K4. 
Notice that b2(A) = 0, ^(i?) = 0 and that AB is in the same contour of 
i 3 and ft4 as V is. Since 

K = h 
b\ + 62 

^ + *i + 6< 
£, 

t is £2/(*i + £2) and B - 4 = (^ + 62)(K2 - Kx). The BBG projector on 
a tetrahedron is 

P12(F; V) = A ^ j - ^ F « * ! + 62)Fx + 63F3 + £4F4) 

(2.12) 

Let us introduce some notation. In the context of a fixed simplex for a 
function F define a function F: Rw+1 -• R by 

(2.13) F(ftb è2, . . . , bn+1) = F ^ n + 62F2 + . . . + *w + i^+i). 

Since dbt/d(Vk — K;) = dm — 5,-/, an application of the Chain Rule gives 
dFjd{Vk — Ky) = dF/dbk — dFjdby This equation is useful in the com­
position of projectors. Also define \v F = F(V) and f (^^^^ F = 
F(bi, b2i b& Ò4). The BBG Projector P12 can now be rewritten in matrix 
form as 

(2.14) 
^12 = [̂ o> K h0, hx] 

b2/{b\+b2) I *l+*2.0,*3»*4 

(h+b2) 
b\+h,0.Hh 3 ( ^ 2 - V-Ò 

Ah+h) 

0,»1+«2,*3,»4 

0,bi+h,hM 3 (^2 ̂
—Ti 

-Ki)J 
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Since 9(Z>3 + bA)/d(V2 - Vx) = 0, P12® Pu = / - (/ - P12) . (/ - P34) 
can be written in the following matrix form: 

(2.15) / _ [_ l ,A 0 ,A i , K hi I W - 1 > K hl9 h^hìY 
\b2/(bi+b2) 

where P5 x 5 is the 5 x 5 matrix from the product of 

M*3+*4) 

['•I b\+b2,0,bz,bi 0,*l+*2»*3»*4 
,(fri + h) 

«l+*2,0,f3.»4 9 ( ^ 2 — ^ l ) ' 

(fri + 62) 

and 

['•I *l,*2»*3+*450 ftl,*2,0,*3+*4 

0,01+^2,63» h 3 ( ^ 2 ~ ^ l ) 

, ( ^ 3 + 04) 

(*3 + *4) 

*l,*2,&3+*4»0 3 ( ^ 4 — ^ 3 ) ' 

F. 
Ul,*2,0,*3+*4 3 (^4 — ^ 3 ) . 

The Boolean sum P12 © P34 has a twist compatibility condition all along 
~V^l Wb VWz and VJ^9 namely, 

3 
3(^4 - Vs) 

on {£3 = 0, è4 = 0} if and only if 

3 3 

(A2 e p3i)F = 3(K4 - V3) 

d(V2 - Vx) 3(F4 - V3) 
F = 

3(^4 - Vz) d(V2 - KO 

on the above four edges. The compatibility condition is removed in the 
following manner similar to [10]. In the matrix P5x5 identify the lower 
right 2 x 2 submatrix and replace it with the following convex combina­
tion matrix S where 

c _ foi + b2)(b3 + bj) 
011 b2-^rb-i 

M "L 4 U+Ws+^o d(V2 - Vi) 3(F4 - V3) 

+ bo 
*i+*2,o,»3+«4,o 3(K4 — V3) d(V2 

I 1 

e _ (fri + b2)(b3 + bj) 
S21 b^Tbi 

(2.16) h o,»i+»2,»3+*4.o 3(K2 - VJ d(V4 - V3) 

d 3 
+ fri 

O,»I+Ì2,*3+»4,O 3(K 4 — V3) d(V2 -Vi)] 
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o _ (61 + h)(bz + 64) 

[.I 
3 9 ] 

H+h,0,0,bz+bi 3(^4 - VÙ 3(^2 - ^l) J 

• ' h L1+»2>o,o,*3+*4 3(K2 - Vd d(V4 -V3) 

+ h 

and 

~ _ (bj + b2)(b3 + bj) 
>J22 — E — ; — ï bx + b3 

u, *,-*»***. 3(^2 - Vi) 3(^4 - V3) 

a . J, I 3 9 ? 1 

The resulting C1 transfinite interpolant on a tetrahedron, called 
(P12 © ^34)+, is free of compatibility conditions. 

(ii) Discretization. Discretizations of transfinite interpolants fill the place 
in piecewise triangular interpolation that the cubic Hermite interpolant 
holds in curve fitting. On one tetrahedron in a triangulation a discretiza­
tion matches data given at vertices and, more importantly, maintains 
appropriate continuity with the interpolant on the next tetrahedron. This 
region-to-region continuity molds the discretization. C1 continuity across 
a common vertex forces joint interpolation to position and three direc­
tional derivatives. Given these data which define a unique cubic Hermite 
value along an edge, it seems natural to require all interpolants on this 
edge to match the given cubic value. The data also define a unique linear 
interpolant to all directional derivatives perpendicular to the edge. 
Experience with triangular schemes has shown that supplying a midpoint 
value and using a quadratic interpolant is more general and actually sim­
plifies the algebra. The linear interpolant can be obtained by supplying 
the average of the endpoint values at the midpoint. This is an instance of 
"reduction of parameters" in finite element analysis. Many triangular 
interpolants have the above vertex and edge behavior and so are ap­
propriate to use as the value of restriction of the discretized tetrahedral 
interpolant to one of its faces. The simplest is perhaps the Madison 
triangle. The across-face derivative is to have quadratic edge restriction 
and so the six-degrees-of-freedom bivariate quadratic interpolant is 
appropriate. The discussion above is to motivate the definition of the 
28 parameter tetrahedral interpolant D, which is the discretization of 
CP12 © ^34)+, i.e., 
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(2.17) D = (P12 e P34)+Z). 

The interpolant D restricted to a face is the Madison triangular interpolant 
and has a quadratic cross-face derivative. The 28 interpolated parameters 
are position and three directional derivatives at each of four vertices and 
two cross-edge directional derivatives at the midpoints of the six edges. 
This discretization has inherent incompatibilities in the twists along the 
edges. 

Traditionally, discretization of a transfinite interpolant is accomplished 
by substituting the discretizing interpolants into the interpolation formula 
in place of transfinite evaluations. If one is programming this for computer 
evaluation, this is straightforward. One is tempted to substitute and 
simplify mathematically but this is a tedious method. Alternatively, 
consider the following nifty trick. 

First observe that if C is cubic, it already has discretized value and 
derivatives, i.e., 

(2.18) DC = (p12 e PU)+DC = (p12 e puyc 

and since the transfinite interpolant has cubic precision, DC = C. 
We construct a 20 (of 28) parameter cubic interpolant C20 which matches 

function and gradient at the vertices and matches the cross-edge deriva­
tives at the midpoints of two skew edges. We now pull the trick. 

(2.19) Z)F= DF+ C 2 °F- C20F= C 2 0 F + D ( F - C20F) ( = (Z)©C20)F). 

This has separated the interpolation problem into a polynomial and an 
eight-degrees-of-freedom correction interpolant (a la Coons [7]). To 
shorten the formulas describing the 28 parameter interpolant, let 

p. _ f(y\ p.. = dF(Vt) 

Yijk — \ v k Yi) M y _ y M ' 

D - ô 

ijk (V,-+K,-)/2 
and Nijk = 3 

(Vi+Vf)/2 

where nk is the unit inward normal to the &-th face. Define the following 
cubic interpolants: 

(2.20) &*F = t t(3 - 2bt)F{ + 2 bjFtJ] Z>2 

C^F = C™F + AbMbiPuAF - C16F) + b±Dm(F - C16F)] 
(2.21) 

+ 4bMbiDul(F - C*F) + b2DU2(F - C^F)]. 
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The term D{jkC
w is a fixed linear combination of the 16 parameters of 

C16F. Considering the b( as functions, we have 

(2.22) Dm(bh b2, b3, 64) = (a - 1, -a, 1, 0) 

where 

(2.23) a = (V3 - V,) • (F2 - V1)/\\ V2 - V^. 

Then 

Z)123Ci« = 3(F1(a- l)-F2a)l2+(F12(a-2)-F21(a+ l)+F13+F23)/4, 

Dually 

DmC* = 3(Fx(/3 - 1) - F2ß)ß 

+ (F12(ß - 2) - F21(ß + 1) + Fu + F2i)l4, 

D341CI6 = 3(F3(r - 1) - F4r)/2 

(2.24) + (F3i(r - 2) - F43(r + 1) + F31 + F41)/4, 

DmC16 - 3/(F3(5 - 1) - F4d)/2 

+ (F3i(ö - 2) - F43(5 + 1) + F32 + F42)/4, 

i)134C20F = Z)134Ci6 - Dm(F - CI6F) 

where 

„ = (^3 - ^l) • (^2 - ^l) o _ (^4 - n ) • ( ^ - KQ 
11^2- »"ili2 ' P 1 1 ^ 2 - ^ l l t 2 

r - (Kt - F3) • (F4 - K3) . . _ (F2 - F3) • (F4 - F3) 
r " l l ^ - ^ l l 2 11^4- ^3ll2 

The 28 parameters are the Ff-, F{j and Dijk F. For (1,7, A:, /) a permutation 
o f ( l , 2 , 3 , 4 ) , 

(2.25) Vijk = a ^ - K,„) + ViH
 VifcJ2

iJI • 

Let 

(2.26) ÄÄ = K,„ - F,y/
 (VifrmJtod 

and 

(2.27) «* = «Ä/|/y. 

Therefore we find that 

(2.28) HM.^pM-DaI^L} 
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For piecewise interpolation the various directional derivatives at the 
midpoints of the edges must be derived in this manner from two inde­
pendent directional derivatives in directions perpendicular to the edge. 
Reduction of parameters to a 16-degrees-of-freedom interpolant elimi­
nates this complexity. 

V, 

123 
Geometry for BBG Tetrahedral Interpolante Discretization 

The discretizing interpolants on face one are the following: 

4r2rt 
(2.29) D(I-C^) 

and 

dD(I- C20) 

,,, =U^s W / - C-) + tD2Al(I- G-)), 

(2.30) 
3«i 0,r,s,t 

= WsN231(I - C20) + tNm(I - C20)] 

with analogous discretizations on the other three faces. The quantities 
needed in the transfinite interpolant are derived from these interpolants. 
First we resolve V2 — Vx into its components perpendicular to face one 
and in face one, respectively, as follows : 

(2.31) (V2- K1) = «1(«1-(F2- V{)) + [(V2- V^-n^n,-^- V1))]. 

Then the derivative in the direction of V2 — Vx consists of two terms. 
Since the second term involves a derivative in face one, evaluations on 
that face commute with the derivative which leads to 

9£>(/-C20) 

(2.32) 
d(V2- Vx) O.r.s.t 

.„,.^-v^J^p 
Q,r,s,t 

dr\ 
D(I- e2») 

0,r,s,tj 
nV(V2-Vi) 3«iL 

D(I- C20) 
r,s,U 
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Working out each part yields 

(2.33) 

and 

dr D(I - C2») 
0,r,s,t. 

= 4% ( 2^ rt+y ) (^2 3 i ( / "c20)+?i>24i(/ "c20)) 

dn 

(2.34) 

- [ / ) ( / - C20)l 1 = Z>231(/- C20)|"^-2 - 4#*2f (rs + i* + 2rf) 
iL |0,r,s,d Lö«l 

+ ^S4r2j/(« + 2rt + J/) + ^4r*s*\(st + rt + rs)* 
3«i 3/ii J 

+ ^24i(/ - C 2 0)r^2 4 ^ / 2 ( ^ + rt + 2tf) + Ë- 3 4 ' 3 ' 3 

/ (tf + rf + ™)2. + 9*1 . 4rto (2™ + rf + rf) 
3«i 

A typical derivative is 362/3«i = n2
tn1/6V where n2 = (V1 — K4) x 

(F 3 « K4) and 

6F = Ki K2 K3 V, 
1 1 1 1 = + 6 • Volume of simplex. 

Note that db^/dftx and dbjdnt are dual. Also needed in the interpolation 
formula are the edge values for derivatives, for example, 

(2 35) W- C2°) =nv(V2- Vd*rt(Nux(I- O»)-^Dm(I-C™)). 
0,r,0,t any 

Also needed are the mixed partials along these edges: 

3 3 ( / _ Ç20) 

3(K4 - V3) d(V2 - Vx) 0,r,0,t 

(2.36) 

= «i • (K2 - V3)4r[Nm(I - C20) - N231(I - C*>)] 

+ 4tDm(I - C20) - nx • (V2 - V3) 

DmV - C*>) -*j^r + D2il(I - C») 

I 3«i 3«i 3«iJJ 

The final result Z)28 is obtained via the substitution of the interpolated 
quantities from (2.32-2.36) into (2.19) using (2.17), (2.16) and (2.15). 
This is best done in an algorithmic setting which automates the symmetry 
of (2.32-2.36). 
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B. Radial Nielson interpolants. 

(1) n-dimensional Nielson schemes. Nielson's radial projector [15] is 
cubic Hermite interpolation where one end of the segment is a vertex of 
the simplex and the other is the (radial) projection of the point of evalua­
tion onto the opposite face. Consider the point 

n+l n+l h 

(2.37) V= 2 F A = *i^i + 0 - * i ) H r \ V i ( = (l-t)A + tB). 

The radial projector QXF is given by 

Q,F m ( . ^ ^ ( g - j A j - Y,) + *,(S,)f C l ) 

The projector QXF interpolates F and its radial derivatives at Vx and all 
across the opposite face. Let Qx = S1 + Q where Cj is the sum of all 
the terms evaluated at Vx and is cubic (if VF(V{) exists) since hi{b{)F{V{) 
certainly is cubic and 

Ubò . dfiVi—N-ft - m t * f ^ - v w > 

is cubic. Note that g i has cubic precision since Q\F(V) — F(K) restricted 
to the radial segment is just H^F; V) — F. 

As in the BBG discussion the plan is to take the union of the interpola­
tion properties of all Q{ via some combination. The following theorem 
describes a simple way of doing this. Let Dr be an arbitrary Gateaux 
derivative of order r. Let {PtF}?±} be a set of interpolants such that 

DrP{F\ = DrF for all r, 0 g r ^ q, and 
\{bj=0} 

D'PA = D ^ for all r, 0 g r g /?, 0 ^ /? g ?. 
lall faces 

Let {Xi} be a collection of functions such that 2 S 1 A,- = 1 and DrXj\{b/=o} = 
0 for all j ^ i, 0 ^ r < q — p. The conclusion is that the combination 
KF = 2 / i 1 A^i% has the union of the interpolation properties of the 
Ph i.e., 2XKÌ7 = DrF on all faces, 0 ^ r ^ q. 

We define the convex combination Radial Interpolant 
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n+1 / 1 \ 2 / if+1 / i \ 2 
(2.39) QF = g XiQiF where J, = ( £ ) / g ( £ ) . 

This rational function only blows up on the boundary of the simplex 
and QF = F there by interpolation. (Multiplying l( by 

»+i „ /»+i „ 

i - n* i /n* i 
provides weights which blow up only at the vertices but this form is 
computationally expensive and noisy.) 

(2) Three-dimensional radial schemes. Let us explore the triple Boolean 
sum of radial projectors on the triangle. Some observations help in this 
endeavor. As discussed above, the Ct are cubic. In the composition SjSk 

the functional which emerge are of order two or less; so if T{ is a quad­
ratic Taylor interpolant at Vi9 then S,SkF = SjSkT;F. Substituting Sj = 
Qj - Cj gives SjSkF = QjQkT,F - QjCkTtF - CjQkTtF + CjCftF. 
The cubic precision of Q and Qk shows that SySkF is a cubic polynomial. 
The two terms of Ct each contain a factor of èf. This second order zero on 
the opposite edge gives Q C , = dtj C{. This fact and the cubic precision of 
Qi gives StCj = Cy, j # /. All these observations induce cancellations in 
the expansion of ô i ® Ô2 ® Ô3 a n d ultimately 

ox e Ö2 e os = Si e s2 e s3 
(2.40) 3 

= L (S, - Q) - S ^ / - C3) - ^ ( 7 - Q). 

Observe that SiS2(I — C3) and SiS3(I — C2) are both cubic polynomials 
which are zero and have zero gradient at all three vertices. The only cubic 
with this property is bib2b3; so 

(2.41) ® Ô,- - S (Sf - C) + Wafci . 

The factor kx has yet to be determined so recall that ©jLxß,- has the 
interpolation properties of Q\. In particular the linear functional 

is interpolated by Qlm Therefore, 

(F2+F3)/2 

3 

kx = 4(LF - L 2 (5,. - Q)) = 4(LC2 + LC3 - LS2 - LS3). 
« — l 

The terms LC2 and LC3 are in equation (2.11) of the BBG discussion; so 
we need only calculate 
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LS, - 3 ( g - i W , + ( « - i ) mvz) 

+ _L ^(^3) + X 32A^) _ 
2 flKx-Ks) 8 3 ( ^ - ^ 3 ) 3 ( ^ - ^ 3 ) 

where a = ( ̂  - V2) ( F3 - F2)/1F3 - F2P and 

r c _ 3 « p/i^ ^ a dF(V2) 
L S 3 - - Y F ( V 2 ) - T - m - T J 

, 1 dF(V2) 1 92F ( F 2) 
"*" 2 3 ( ^ - ^ 2 ) + 8 9 ^ - F2)3(F2 - V3)' 

The final formula is symmetric in the last two indices, i.e., Q1 © Q2 © 
Ô3 = ô i © 03 © 02- The formulae for the Boolean sums with Q2 and 
g 3 first are identical to that for Q1 first except for the index on k. This 
allows us to tie down the interpolation properties of the triple Boolean 
sum. By the interpolation part of the Barnhill-Gregory Theorem, 

(F- ô i © 02 © £3) 1*2=0 = (Ô2 © ö l © 03 - ß i © 02 © 03 k=o. 

As noted above, the latter equals b^>2b^{k2 — k{) which, evaluated 
along b2 = 0, is zero. For a cross-boundary derivative D on side two, 
01 © Ô2 © 03 fails to interpolate since D(F - Qi® Q2® g3) = 
(Dbàhh{k2 - k,) * 0. 

The convex combination theorem is now used on the Boolean sum 
radial projectors to create the following C1 interpolant : 

(2 42Ì n-V(V r i 1 hhh {kllbl + k*lb2 + k3,Ò3) 

The convex combination theorem can also be used to create a cubic 
polynomial interpolant as follows. Let 

(2.43) OF = 2 Q F = ì b^-lbmvò + t bJ~Jv{Vl)v^ 

and 

(2.44) C\° F=<?F+ Ab^P^j l-^r (F - C9F) 
(V2+Vz)/2 

Then C}° has a cubic Hermite edge value on the boundary of the triangle 
and a quadratic cross-boundary derivative. The "Madison triangle" is 
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c-(£<**,)/(£ + £ + £ 
3 

(2-45) XNi/b, 
= C9 + 4 ^ 2 è 3 ( _ ^ -

2 1/*,-
1=1 

where 

*-(&r*rü'-c* ) 

etc. Then C12 used as a piecewise scheme produces a C1 surface. A nine-
parameter version is available through reduction of parameters, i.e., by 
defining N1 as 

etc. Thus C12 is the discretization of Q. 

(y2+v3)/2j 
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