
ROCKY MOUNTAIN 
JOURNAL OF MATHEMATICS 
Volume 13, Number 1, Winter 1983 

REACTION-DIFFUSION EQUATIONS 
FOR COMPETING SPECIES SINGULARLY PERTURBED 

BY A SMALL DIFFUSION RATE 

ANTHONY LEUNG 

1. Introduction and preliminaries. This article considers the system of 
reaction-diffusion equations 

^ - = âux + ux[a - bux - o/J 
dt 

(1.1) 
du2 _ dt 

= sAu2 + u2[e - fux - gwj 

with prescribed initial condition at t == 0, and boundary Dirichlet condi
tion at the boundary of a fixed space domain for all t ^ 0. Here, a, 6, c, 
e, f, g and e are positive constants and A = 2]?=i(92/d*?)- The system is 
a model for two competing biological species with Volterra-Lotka type of 
reaction. We will discuss the situation when e > 0 is small, describing the 
behavior when the diffusion rate of the second species u2 is small compared 
with that of the first species t/j. 

For large time, the usual formal singular perturbation procedure is to 
set e = 0 and du2/dt = 0, solve u2 in terms of ux in the equation 

(1.2) uje-fiix-guji = 0, 

and substitute back into the first equation in (1.1). One then analyzes the 
resulting scaler equation for ux alone and finally uses (1.2) again to study 
the behavior of u2. This procedure reduces the study of the full system 
(1.1) to that of a scalar equation, and is therefore of significant simplifica
tion for numerical as well as analytical investigation. 

One difficulty for our problem is that (1.2) describes two natural solu
tions of u2 in terms of ul9 namely : 

(1.3) u2 = 0, 

or 

(1.4) u2 = g~Ke - M). 
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There is, therefore, a choice between them when we express u2 in terms of 
t/x in the first equation in (1.1). It turns out that the appropriate procedure 
is to switch between the two choices as ux crosses the value ef~l. More 
precisely, we will use the following solution of (1.1): 

g~l{e - fux) if ux S ef~l 

0 if wi è ef-K 

Substituting into the first equation in (1.1), and setting du^dt = 0, we 
obtain, (after replacing ux by w) 

(1.6) au + u[a - bu- ch(u)] = 0. 

This equation will play an important role in the construction upper and 
lower bounds for uf(x, t). (Compare with equations (2.5) and (3.14), which 
are modifications of (1.6).) Substituting the upper and lower bounds for 
Ui into the function A in (1.5), we will eventually obtain respectively lower 
and upper bounds for u2(x, t). Theorem 2.1 gives lower bound for ux and 
upper bound for u2. It looks difficult to apply at first sight. However, 
applying the same technique, together with the assumption ab"1 > ef~\ 
one obtains very convenient results in Theorem 3.1. It essentially gives 
simple sufficient conditions on the initial and boundary conditions, so 
that u2(x, t) becomes arbitrarily small for large / in the interior, except for 
"boundary layer" adjustments near the boundary. One can compare the 
results of Theorem 3.1 with the case of the system of ordinary differential 
equations : 

-Ì4. = Ul[a - bux - cud 

(1.7) 

-jf- = u2[e - M - gw2]. 

If ab~x > ef~\ phase plane analysis easily shows that for Wj(0) > 0, 
w2(0) à 0, (Wi(0), w2(0)) close to (ab~\ 0), one has {ux{t\ u2(t)) -> (ab~\ 0) 
as / -* oo. 

Theorem 3.2 gives an upper bound for ux and a lower bound for w2, 
under the assumption ab~x > ef~l. This assumption is the more interesting 
case because ux is likely to achieve large enough values so that h{u{) will 
be switched to become 0. 

For a study of (1.1) with initial and Dirichlet conditions, and ab~l < 
ef~x (even with e not small), one is referred to [5, p. 212]. For a study of 
the equilibrium solutions (i.e., dujdt = du2/dt = 0), one is referred to [2]. 
(However, in many situations here, the assumptions in [2] are not satisfied.) 

From the point of view of applications, Theorem 2.1 is useful in sim
plifying calculations to locate regions where u2(x, t) will eventually be 
close to extinction (see remark 3 below). Combining Theorem 2.1 and 3.2, 

(1.5) u2 = h(ux) = 
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one can obtain convenient estimates for the large-time behavior of Ui(x, t) 
and u^x, t) (see remark 10 below). 

We will now clarify the notations and conventions. Let / , 0 < / < 1, 
be a fixed number. For an open set G in R", let H2+\G) denotes the 
Banach space of all real-valued functions u continuous in G with all first 
and second derivatives also continuous in G, and with finite value for the 
norm |w|f+/ (as described in [14, p. 159]). Equation (1.1) will be considered 
for x = (jq, . . . , xn) e @9 where @ is a bounded open connected subset 
of Rw, n ^ 1, with boundary 30 . We assume that 3 0 e H2+/, (see [14]). 
For any T > 0, let @T = 0 x (0, T). H2+/>®+/)/2(0T) denotes the Banach 
space of all real-valued functions u having all derivatives of the form 
DaDr

tu, with 2r + \a\ ^ 2, continuous on 3)T and having finite norm 
MiJ^Cas described in [14]). Solutions of (1.1) will mean solutions in 
#2+/,(2+/)/2(^r)) T > 0. When dujdt, / = 1, 2, on the left of (1.1) are 
replaced by 0, solutions will mean solutions in H2+/(ß). 

2. Boundary conditions and lower-upper bounds. We will study the solu
tions (wi(x, 0 , u2(x> 0 ) f ° r system (1.1) satisfied on (x, t)e@ x [0, oo), 
with initial-boundary conditions: 

Ufa, 0) = fâx), x e 0 , i = 1,2 

ufo t) = Oi(x), (x, t)ed@ x [0, oo) 

i = 1,2. Here, 0f{jc) = 0,<*) for x e 30 , i = 1,2 and $t{x), O&x) satisfy 
the compatibility conditions of order 1 on 3 0 at t = 0. Further, for 
i = 1,2, 0, are nonnegative functions in H2+/(@\ and 0, are nonnegative 
functions satisfying conditions of [4, Theorem 5.2, p. 320]. By [14, Remark 
1], the existence and uniqueness of the solution («i(x, t), u2(x, t)) in 
H2+/> (2+ / ) /2(0 r), each T > 0, have been proved for the initial-boundary 
value problem (1.1), (2.1). 

The following lemma will be used extensively in the proof of our 
theorems. 

LEMMA 2.1. Let v{{x, t \ W;(x9 t) e 0 x [0, oo), i = 1,2 be functions in 
H2+'*1+//2(giT)9 each T > 0, satisfying the inequalities: 

0 ^ v#- äs Wi> i = 1, 2, 
dvi 

Avx + vx[a - bv1 - cw2] - - J - ^ 0 , 

(2.2) ^ w i + wila ~ * w i " c v d - ~^f ^ °> 

£ j V 2 + vje - M - gvj - % ^ 0, 

sZJw2 + w2[e - /v! - gwj - ^ 2 _ ^ 0. 

3* 
3W; 
3f 
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Let (Ui(x, t), u2(x9 t))9 wi/A u{ G H2+/> l+//2(ßT)9 each T > 0, i = 1, 2, 
be a solution of the reaction-diffusion equations (1.1) vv/fA initial-boundary 
conditions such that 

(2.3) V,<JC, 0) ^ w,(*, 0) ^ w,(x, 0 ) , j c e » , i = l , 2, 

(2.4) v,(x, 0 ^ w8<*, 0 ^ wf<*, 0 , (*, t)ed@ x [0, oo), i = 1,2. 

77ze« (wi(x, f )» w2(x, 0) w/// satisfy 

vt{x9 t) ^ wX 5̂ 0 ^ wi(*> 0» (*> t)e@ x [0, oo). 

This lemma is a special case of Lemma 2.1 in [5]. 
We are now ready to use the following reduced problem to construct a 

lower bound for ui(x9 t) and an upper bound for u2(x9 t) : 

Ay + y[a - by - c h(y) - c(2Ô + I(x) + L(x))] = 0 in 9 

(2.5) y(x) = 6i(x) on 3 ^ 

Here, 5 > 0 is a small constant, and I(x)9 L(JC) will be respectively chosen 
to adapt to <f>2(x) and 02(x). Note that the first equation in (2.5) is a slight 
modification of (1.6). 

THEOREM 2.1. Let ö > 0 be an arbitrary small number, I(x) and L(x) be 
respectively nonnegative and positive functions in H2+a(<3), and y(x) be a 
nonnegative solution of the boundary value problem (2.5) above. Suppose 
that the nonnegative function h(y(x)) has a 4tsmooth trunction" My(x) in 
the following sense : 

(i) My(x) G H2+«(@), 
(ii) Afy(x) = h(y(x)) ifh(y(x)) > Ö (i.e., ify(x) < f~\e - g$))9 

and 
(iii) 0 ^ M*(x) ̂ difO^ h(y(x)) ^ Ö (i.e., ify(x) ^ f~\e - gô)). 

Then the solution of the initial boundary value problem (1.1), (2.1) will 
satisfy 

(2.6) ux(x9 0 ^ y(x) 

and 

(2.7) 0 g u2(x9 t) Si My(x) + ö + I(x) e-" + L(x) 

for (x9 /) G Ö) x [0, oo) provided that e > 0 is small enough, and 

(2.8) faix) ^y(x)forxe®9 

(2.9a) 0 ^ <j>2(x) S My(x) + d + I(x) + L(x)for xe@ 

and 
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(2.9b) 0 ^ 02(x) ^ My(x) + ö + L(x)for x e d®. 

Here r is any constant with 0 < r < dg. 

REMARK 1. Since di(x) ^ 0, the zero function is a lower solution for 
the scalar problem (2.5). An upper solution for (2.5) is a constant function 
with a sufficiently large positive constant. Consequently, there exists a 
nonnegative solution y(x) to (2.5), as stated in Theorem 2.1. Moreover, 
the smoothness of the nonlinear expression in (2.5) implies that ye 
H2+«(@) (see, e.g., [10]). 

REMARK 2. When one restricts to the case x e ^ c R 1 , i.e., n = 1, one 
can readily prove that My(x), satisfying conditions (i) to (iii) as stated in 
Theorem 2.1, does exist. 

REMARK 3. In order to apply Theorem 2.1 effectively, one may choose 
L(x) to be arbitrarily small for x outside a small neighborhood of d@, 
and to grow quickly to slightly larger than 02(x) — ö at x e d@. (L(x) 
therefore plays the role of a "boundary layer" correction for u2). Then 
one may choose I(x) ^ <f>2(x) — ö — L(x) for x e # , so (2.9a, b) are always 
satisfied. Inequality (2.7) will then imply that u2(x9 t) is nearly dominated 
by My(x), or h(y(x)), for x outside a small neighborhood of 3^, when t is 
sufficiently large. One can therefore use the reduced problem (2.5) to 
approximate the asymptotic behavior of the full problem (1.1), (2.1), as 
t -> +00, provided e is small enough and (2.8), (2.9a, b) are satisfied. 
Consider those x outside a neighborhood of 3^, so that L(x) is defined 
arbitrarily small. If y(x) è e/f, then h(y(x)) and My(x) will be small, and 
u2(x, t) will tend to small values as t -» + oo (by means of (2.7)). In other 
words, those will be locations where u2 becomes extinct in the long run. 
Theorem 3.1 below describes a variant of this situation when h(y(x)) = 0, 
which is a simple, but important, case. 

REMARK 4. Let F(uh u£ = u2(e - fux - gu2). We have F(ef~\ 0) = 0 
and (dF/du2)(ef-\ 0) = 0. The relation F(uh u2) = 0 defines u2 as two 
smooth functions of ux (namely, u2 = 0 and u2 = g~l(e — fu{)). These 
two functions coalesce when (ui u2) = (ef~\ 0). This is usually the difficult 
case when one studies the full problem (1.1), (2.1) by means of the reduced 
problem through setting e = 0. Theorem 2.1 essentially treats this situation 
when u2 = h(u{) switches from one smooth choice of the implicit function 
defined by F(ul9 u2) = 0 to another (cf. Fife [2]). 

PROOF OF THEOREM 2.1. We will use Lemma 2.1 above by constructing 
appropriate lower and upper solutions v„ w„ i = 1, 2. Let vi(x, t) = 
y(x\ w2(x91) = My(x) + Ö + I(x)e-rt + L(x), for (x,t)e@ x [0, oo). 
We have 
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Avi + vx[a - bvi - CW2Ì fT±-

= Ay + y[a - by - cAfy(x) - cô - cl(x)e~rt - cL(x)] 

è 4v + y[a -by- c(h(y(x) + Ö) - c(5 + I{x)e^ + L(x))] 

^ Ay + j[a - fcy - ch(y) - c(25 + /(*) 4- L(x))] = 0 

for (x, t)e<3 x [0, oo). On the other hand, 

eâw2 + H>2[e - /vi - gwd | ^ -

= eJw2 4- w2[e - / y - gAfy(x) -gö- gl(x)e~rt - gL(x)] 4- /7(*)ér" 

= e J w>2 + w2[e -fy - gMy(x)] - w2[gd+gL(x)] + /(x>-"(r - Wgg), 

which is less than zero for e sufficiently small (because e — fy(x) — 
gMy(x) = e- fy(x) - gh(y(x)) = 0, if y(x) < (e - gô)f~\ and e -
fy(x) - gMy(x) ^ e - fy(x) ^ gö if y(x) ^ (e - go)/-1), for (*, t) e 
3) x [0, oo). 

We next let v2(x, t) = 0, wi(x, t) = C where C is a large positive con
stant, C > msix{a/b9 max {0i(*)r x e @}}. Clearly 

and 

s âv2 4- v2[e - fwx - gvj - - ^ - ^ 0 

JH>! 4- vvx^ - bwx - cv2] - - ^ i - ̂  0 
0f 

for (x, 0 G 0 x [0, oo). 
Finally, conditions (2.8) and (2.9a, b) imply that v{(x, 0) ^ «,(*, 0) ^ 

H>X*, 0) for x e ^ , and vt{x, t) ^ «,{*> 0 ^ wf-(;t, 0 f ° r (*> 0 G 3 ^ x 

[0, oo), / = 1,2. Lemma 2.1 therefore asserts that y(x) g ui(x, t) ^ Cand 
0 ^ u2(x, t) ^ M ^ ) 4- ö 4- / ( * > - " 4- L(JC), for all (x, t) e ® x [0, oo). 

3. Extinction of u2 or upper-lower bounds. The following theorem is 
analogous to Theorem 2.1. It illustrates conditions, on the inital and 
boundary data, which will imply extinction of u2 for all x except at the 
boundary, as / -• 4-oo. To avoid excessive technicalities, we restrict to 
the case in R1, i.e., n = 1. In Theorem 3.1, we therefore assume Qi = 
(a0, b0), a0 < bQ, d@ = {a0, b0}. 

THEOREM 3.1. Suppose that ajb > e/f Let R be a number satisfying 
0 < R < ajb — e/f. Assume that the initial conditions satisfy 

(3.1) fax) è y - R for all x e [aö, b0] 

and 
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(3.2) <j>2(x) < c-1 bR for all x e [a09 b0]. 

Let ä, b be arbitrary numbers satisfying Ö0 < ä < b < bQ. Then for any 
arbitrary small a > 0, the solution (u^x, t), u2(x9 t)) of (1.1), (2.1) will 
satisfy 

(3.3) 0 ^ u2(x, t) < a 

for all (x, t) e [â, b] x [K, oo) for large enough K > 0, provided e > Ois 
sufficiently small. 

REMARK 5. One can consider this as a generalized version of the ordinary 
differential equations (1.7), with a/b > e/f where extinction of u2 will 
occur if (t/x(0), w2(0)) are in an appropriate region (see §1). 

PROOF. We first proceed to construct L(x), I(x) for x e [a0, b0] by a 
procedure similar to that described in Remark 3. Let ö > 0 be such that 
ö < min{c_1W?, <j/2}and max{02(x): xe[a0, b0]} + 45 < c^bR. For 
x = a0 or bQ, define L(x) and I(x) be arbitrary numbers satisfying 

max{02(ufo), <f>2(b0)} + ö < L(x) < c^bR - 35, 

0 < I(x) < Ö 

We therefore have 

(3.5) max{02(tfo)> 02(*o)} + 25 < I(x) + L(x) + Ö< c~lbR - 5 

for x = aQ or b0. We will now define I(x), L(x) as functions in H2+a{Öi) 
by the following procedures so that 

(3.6) <j)2(x) + Ö < I(x) + L(x) + 5 < c-^bR 

for all x e [a0, b0]. Let â be a number satisfying 0 < â < min{tf- — 25, 5}. 
Define L(^) and /(*) in [ä, b] as any functions in H2+a(Q), Q = [ä, b] 
satisfying 0 < L(x) < a, <f>2(x) + ö < I(x) < c~xb R — 2d — â, for x e 
[â, b]. If we let h{x) = I(x) + L(x) for x e {a0, bQ} U [ä, b]9 we clearly 
have for such x, the inequalities 

(3.7) <f>2(x) + 20 < h{x) + Ö < c-^bR - Ö. 

Extend h(x) to be a function in H2+a(<2), Ö) = [aQ, b0], so that 

(3.8) <f>2(x) + 5 < h(x) + 5 < c"1^, 

for all x 6 [a0, 6ol- We next extend the definition of L(x) to (a0, a) (J (6, ft0) 
so that L(x) is in H2+a{9) and 0 < L(x) < h(x) on (a0, A) U (b, Z>0). 
Finally, set I(x) = A(x) — L(x) on (a0, a) \J (b, b0). We therefore have 
inequalities (3.6) valid for all x e [a0, b0]. 

As in the proof of Theorem 2.1, we now construct appropriate lower 
and upper solutions v„ wi9 i = 1, 2 and apply Lemma 2.1. Define vi(x,t) 
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= a/b - R, w2(x9 t) = Ö + I(x)e-»' + L(x), where 0 < n < dg, for all 
(JC, /) e [a0, *ol x [0, oo). We have 

M + vx[a - bvx-cwd -jf = v^bR - c(Ö + /(*>-»< + £(*))] 

^ Vx[6Ä - c(ö + /(je) + L(jc)] 

> Vi[6Ä - ce"1*/*] = 0, 

for (x, t) e [a0, Z?0] x [0, oo), by (3.6). On the other hand, 

eJw2 + w2[e - fvt - gwj - - ^ 

= e J w2 + wL? - / ( y - * ) - S* - £/(*)e_n' - gL(x)l + >tf(*>-»< 

<eâw2 + wie-/(-x--ÄJ1 + /(*>?-»<[- W2g + «] 

which is less than zero provided e is sufficiently small (because 
e -f(a/b - R) < 0, -Wgg + « < -ög + n< 0), for all (JC, t) e [Ö0,*O] x 

[0, oo). We next set v2(x, t) = 0, w^x, /) = C, where C is a large positive 
constant, C > max{a/6, max^^x): xe [a0, b0]}}. Clearly, 

eAv2 + v2[e - fwx - gv2] - - ^ - = 0 

and 

Jwx + wx[a - bwx - cv2] - - ^ p - ^ 0 

for (;t, /) 6 [fl0, b0] x [0, oo). Condition (3.1) and the choice of C imply 
that 

(3.9) v,(x, 0) ^ !/,<*, 0) ^ w&c, 0), x e [a0, bQ], 

and 

(3.10) v,(x, 0 ^ w,(*, 0 =" w<(x, 0 , (x, t) e {a0, b0} x [0, oo), 

for i = l . Inequality (3.8) implies that (3.9) is valid for i = 2. Inequality 
(3.4) implies that (3.10) is valid for / = 2. Consequently, by Lemma 2.1, 
we have u2(x, t) ^ w2(x91) = ö + I(x)e~nt + L(x) for all (x, t) e [a0, b0] x 
[0, oo). Since by construction L(x) < a for x e [ä, b] and 2d + ä < a, we 
have inequality (3.3) for those (x, t) as stated in the theorem. 

As a duality to Theorem 2.1, we next use a reduced problem analogous 
to (1:6) to construct an upper bound for ux(x, t) and a lower bound for 
u2(x, t), where («i(x, t), u2(x, t)) is a solution for (1.1), (2.1). We will only 
treat the case 
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(3.11) ab-1 > ef-1 

which is more interesting. One should be able to consider the other cases 
with appropriate modifications. However, they are too lengthy for our 
present purpose. To avoid excessive technicalities, we assume xeR 1 , 
^ = (aQ9 b0), & = [a0, b0], a0 < b0, in Theorem 3.2. Let A be an arbitrary 
number satisfying 0 < A < eßg. Define k(u) piecewise as follows. If u ^ 
f'He - 3Xg), then 

(3.12a) k(u) = a- bu - cg~\e - fu) + cxX 

where 0 < cx < rmn{3bgf'1
9 3c}. If f~\e - 3kg) g u ^f~\e - 2Xg), 

then 

(3.12b) k(u) = (a - bef-i + 3Xbgf~1) + (3c - cx)g-\fu -e + 2Xg). 

Iff-He - 2Ag) è u Sf~xe, then 

(3.12c) k(u) = a- bef-1 + 3Aòg/"1. 

If / - i * ^ M g / - i ( e + Xg), then 

(3.12d) fc(w) = (a - &?/-* + SAèg/-1) - 4b(u - e/"1). 

Iff-\e + kg) ^ u, then 

(3.12e) k{u) = a- bu. 

Note that 

(3.13) a- bu - ch(u) ^ k(u) ^ a - bu - ch(u) + 0(X), 

see Diagram 1. We will use the solution of 

(3 14) ^ Z ^ + z(x)k(z(x)) = 0 for x e (a0, b0) 

z(a<>) = 0i(%>, z(b0) = 61(b0), 

to construct the appropriate bounds for ux(x, t), u2(x, t). Note that (3.13) 
implies that (3.14) is a slight perturbation of (1.6) for small X. 

THEOREM 3.2. Assume that (3.11) holds. Let z(x) be a nonnegative solution 
of the boundary value problem (3.14). Suppose that 

(3.15) z'(x) * 0, for all x where z(x) = e/f 

Then there is a "smooth truncation" Nz(x) e H2+a(@) for h(z(x)) in the 
sense that: 

(i) NHx) = 0 ifh(z(x)) = 0 (i.e., ifz(x) ^ e/-i), 
(ii) 0 < N*(x) < 2X ifO < h(z(x)) < IX (i.e., iff~\e - 2gX) < z(x) < 

ef'1), and 
(iii) N*(x) = h(z(x)) — a for some positive a < 1 if h(z(x)) ^ 2X (i.e., 

ifz(x)^f-Ke-2Xg)). 
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The functions z(x) and Nz(x) form upper and lower bounds respectively 
for Ui(x, t), u2(x, t). More precisely, 

(3.16) ux(x, t) ^ z(x)for all (x, t) e [a0, b0] x [0, oo) 

(3.17) u2(x, t) ^ N*(x)for all (x, t) e [a0, b0] x [0, oo) 

provided e > 0 is sufficiently small, and 

(3.18) 0 g faix) ^ z{x)for all x e [a0, b0] 

(3.19) <ß2(x) ^ N*(x) for all x e [aQ, b0]. 

Here (wi(x, t), u£x, t)) is the solution o/( l . l ) , (2.1). 

ib-»i> el 

DIAGRAM 1 

REMARK 6. As in Remark 1, we can readily prove the existence of a 
nonnegative solution z(x) e H2+a(ß) of (3.14). 

REMARK 7. Note that Nz(x) = 0 if z(x) ^ ef"\ and N*(x) « 
g~l{e - fz(x)) if z(x) < ef~l. Therefore it is near two different choices of 
the root u2 in the equation u^e — fz(x) — gu^ = 0, depending on the size 
of z(x). 

REMARK 8. Hypothesis (3.15) seems analogous to that of (3.7) in [2]. 
However (3.15) is less restrictive. 

PROOF OF THEOREM 3.2. Hypothesis (3.15) implies that there are 
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only finite number of points x where z(x) = ejf, and that the set Si = 
{x 6 [a0, b0] | g~\e - fz(x)) < 0} must be of the form Si = \Jk

J=1(äj, */)> 
when [ay, bj\,j — 1, . . . , k, are mutually disjoint intervals. By choosing G 
small enough, 0 < a < m i n f c - 1 ^ , X}, the set {x e [a0, b0] | g~l(e — fz(x)) 
< a] will be of the form {Jj=i(aj, iy), where a,- < äj < bj < bj, \a}, bj\ mu
tually disjoint, y = 1, . . . , k. Lets(t) be a three times continuously differen-
tiable function for te(— oo, oo), with s(t) = 0 when f ^ e//, s(0 = #• 
when t S (e - 2Ag)/~1, s '(0 < 0 for / e (e/"1 - 2 ^ / - ! , ef'1), and final
ly satisfying condition s(t) < g~\e — ft) for / < e//. We will modify and 
truncate the function h(z(x)) by first defining two functions of(x) and 
%z(x) as follows: o)z(x) = g~l(e — fz(x)) — ^(z(^)), which is therefore in 
H2+a(@); xz(x) is a three times differentiate function on [o0, b0], with 
y*(x) = 0 when x e Si, %z(x) = 1 when x is in the complement of 
U M * * *A (r) '(*) < 0 for x 6 (ay, äy), _(r)'_W > 0 for x e (bj, bj), and 
(jC2)" > 0 in intervals (äj — ej, äj) (J (éy, éy -f £y) for some positive 
Bj < min{äy— <*j,bj — bj}, for each y = 1, . . .,k. We now define for 
each xeô) 

Nix) = of(x)x
z(x), 

which is in H2+a(<2)), and can be readily checked to satisfy conditions (i), 
(ii) and (iii) in the statement of the theorem. We now further find some 
important concavity properties of Nz (x) for x immediately to the left and 
right of äj and bj respectively. Observe that 

(a>z)"(äj) = -g^fz'Xäj) + s\z(äj))[z'(äjj\2 + s'(z(äjj).z"(äj) 

= g-ifz(äj)k(z(äj)) > 0 

(because z(äj) = e/f s"(e\f) = s'(e/f) = 0, k(e/f) > 0); 

(a>z)'(äj) = -g~lfz\äj) - s\z{äj))z\äj) = -g^fz'(äj) < 0 

(by (3.15) and definition of äj). Consequently 

(N*y = (cü*)"-xz + 2l(*Y(x*y + (rfW 
becomes greater than zero for x in an interval of the form (äj — gj9 äj) for 
some positive êy < Sj, each j = 1, . . . ,& . Similarly, we can show(a)z)'(bj) 
> 0,_(coz)"(bj) > 0 and (N*)"(x) > 0 for x in an interval of the form 
(bj, bj + fy), where fy is sufficiently small, 0 < fy < £y. For the later 
convenience, we let 

^4 = U {*i - SJ> */) U (h h + fy)}. 
y=i 

We are now ready to apply Lemma 2.1 by constructing appropriate 
upper and lower solutions. Let v2(x, t) = Nz(x), wx(x, t) = z(x), for 
(x, t) e [a0, è0] x [0, oo). Consider 
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(3.20) eAv2 + v2[e-M-gvj - ^f- = eA(N*) + N*[e-fz(x)~gN*(x)] 

in the three sets Sx = {x e [aQ9 bQ] \ g~\e - fz(x)) g 0}, S2 = {x e 
[*o,J>o] I g'Ke - /*(*)) ^ 2A} and S3 = {* e [a0, ò0] | x £ S^D S2 \J SA}. 
In Sh v2 = 0, so the expression in (3.20) is equal to zero. In S2 

Nie - fz(x) - gNix)] = {g-\e - /z(x)) - a}[ga] ^ (2X - a)(ga) > 0, 

therefore the expression in (3.20) is greater than zero for s sufficiently 
small. In S3, x is bounded away from the zeroes of N*(x)9 so Nz ^ / for 
some / > 0. This implies that 

g~\e - fzix)) - s(z(x)) = ctK*) è / > 0, 

z(jt) ^ e// — /j for some /x > 0 and thus .s(z(;c)) ^ /2 > 0 for all x e S3. 
Consequently, for all x e S3, 

[e - fz{x) - £#*(*)] ^ e - fz(x) - gaf(x) = gs(z(x)) ^ /2 > 0. 

This implies that the expression in (3.20) is greater than zero for all x e S3, 
provided that e is sufficiently small. Finally, we consider (3.20) for x e S4. 
We have e AN2 > 0 and 

[e - fz(x) - gN*(x)] ^ e - fz(x) - gaf(x) = gs(z(x)) ^ 0, 

therefore the expression in (3.20) is greater than or equal to zero for all 
x e S4. Combining situations, we have 

eAv2 + v2[e - fwi - gvj - -4^- ^ 0 

for all (JC, t) e [a0, b0] x [0, 00), provided that e > 0 is sufficiently small. 
We next consider the expression 

(3.21) Awi + wx[a - bwi - cvj - ^ = Az 4- z[a - 6z - cW]. 

For x G SÌ9 z(x) ^ e// and (3.21) is equal to Az + z[a - ôz] g Az + 
zk(z) = 0. For x e S2, z(x) ^ f~\e - 2Ag), (3.21) is equal to 

Az + z[a — bz — ceo2] = Jz -h z[a — bz — cg~\e — fz) + cs(z)] 

= Az + z[a — fez — cg-1(e — /z) + ca] 

^ Az + zk(z) = 0 

(because co < cxX g IXbgf-1). For x # Sj U S* f~x(e ~ 2Ag) < z(x) < 

Az 4- z[a - bz - cNz] ^ Az + z[a - bz] ^ Az + zk(z) = 0 
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(because for such x, a - bz < a — bef~l -f 2Xbgf~l < k(z)\ Combining 
all situations, we have 

Jwi + w1[a-bw1 - cvj - ^ g 0 

for all x e [aQ9 60]. 
Next, set vx(x9 t) s= 0, w2(x, t) = tf, where AT ^ max{e/g, max {02(x): 

* e [a09 b0]}}9 for (x, 0 e [a0, b0] x [0, oo). Clearly, 

Jvx + vx[a - 6v! - ovj g^- ^ 0, 

eJw2 + w>2[e - fv\ - gwd gp- S 0 

for (x, 0 e [a0, b0] x [0, oo). Finally, we consider the initial and boundary 
conditions. (3.18) implies that vi(x9 0) g ux(x, 0) = ^(x) ^ W\(x, 0) 
for jc e [aQ9 60]i

 anc* f° r * = ao o r *o> vi(*> 0 = wi(*> t) = 0i(x) ^ z(x) = 
w^x, 0, for all r ^ 0. (3.19) implies that for x e [a0, bQ]9 v2(x9 0) = Nz(x) ^ 
(fe(x) = u2(x9 0) ^ K = w2(x, 0); and for x = a0 or b09 v2(x9t) ^ 02{x) = 
w2(x, 0 ^ K g w2(.x,f) for all / è 0. Applying Lemma 2.1. the develop
ments of the last two paragraphs lead to (3.16) and (3.17) as stated in the 
theorem. 

REMARK 9. For Rw, n > 1, we might still use a nonnegative solution 
of Az + zk(z) = 0 in $)9 z = 0\ on d@ to construct upper and lower 
bounds for ui(x, t) and u2(x91) respectively. This will be possible if h(z(x)) 
can be smoothly truncated into a nonnegative function Nz(x) in H2+a(Ô)) 
with properties (i) to (iii) as stated in Theorem 3.2, and the property that 
ANz{x) > 0 for those x where Nz(x) > 0 is small enough. The last property 
for Nz is contained in the proof of Theorem 3.2, when n = 1. This prop
erty is used to show that v2(x9 t) = Nz(x) is a lower solution. 

REMARK 10. When n = 1, and ab~l > ef~\ we can combine Theorems 
2.1 and 3.2 to construct both upper and lower bounds for ux(x9 t)9 u2(x91)9 

provided that appropriate conditions are satisfied at t = 0 and x e d@. 
More precisely, using (2.6), (2.7), (3.16) and (3.17), we have 

y(x) g ux(x9 t) g z(x) 

Nz(x) ^ u2(x9 t) g My(x) + Ö + I(x)e-rt + L(x) 

for (x9 t) e Ö) x [0, oo), provided that e > 0 is small enough, 

y(x) ^ ux(x9 0) = faix) g z(x) 

Nz(x) g u2(x9 0) = (j>2(x) g My(x) + ö + /(*) + L(x) 

for xe99 
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N*(x) g u2(x, t) = 62{x) S My(x) + Ô + L(x) 

for (x, t)ed@ x [0, oo) and other minor conditions in Theorems 2.1, 
3.2 are satisfied. 
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