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1. Introduction. Many quantitative investigations of biochemical re­
actions occurring in the cell are carried out "in vitro" using the pooled 
extracts from very many cells. Mathematically the chemical species are 
treated as continuous variables, i.e., concentrations, obeying ordinary 
differential equations. However, serious problems might arise in extrap­
olating this approach, and thus its conclusions, down to intracellular 
levels. For example, assuming the volume of an E. coli cell to be 10~15 

liters, a 10~8 Molar solution represents about 6 molecules per cell. For 
this reason, and since chemical reactions are inherently probabilistic at 
the molecular level, it would seem more appropriate to use Markov 
chains to model the kinetics of intracellular substances. 

Unfortunately, chemical reaction models are often non-linear, and 
non-linear stochastic models are even less tractable than non-linear de­
terministic models. Thus it is important to find good approximations to 
the behaviour of these stochastic models. One such approximation is a 
"law of large numbers" type result by Kurtz [8] which shows the rela­
tionship between stochastic and deterministic models. 

A frequently used approximation for systems of non-linear rate equa­
tions arising in deterministic biochemical models is the so-called 
pseudo-steady-state hypothesis (see Rubinow [10]). This procedure was 
shown to be valid under "excess substrate" conditions by Heineken et 
al. [5]. In the simplest situation of this kind the use of this procedure 
leads to the well-known Michaelis-Menten equation. 

Stochastic models for enzyme reactions have been studied before. For 
a review see Goel and Richter-Dyn [3]. Even in the simplest case, how­
ever, the equations arising are intractable. A natural question to ask, 
then, is whether this model simplifies under "excess substrate" condi­
tions. 

These conditions are satisfied by the photoreactivation system for py-
rimidine dimers in E. coli. It has been shown that the total number of 
these photoreactivating enzymes in a given cell is quite small, probably 
10-20 in normal cells, (see Harm, et al. [4]) whereas in a typical experi­
ment there are hundreds or thousands of pyrimidine dimers, i.e., "sub­
strate", per cell. In this case, indirect evidence indicates that the photo-
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reactivation of dimers follows Michaelis-Menten kinetics. 
Thus it is possible that the Michaelis-Menten equation might be a 

good approximation for stochastic as well as deterministic enzyme ki­
netics under "excess substrate" conditions. In § 3 it is shown that this is 
true, and in fact that all such pseudo-steady-state approximations for 
biochemical reaction networks are, with high probability, good approx­
imations under these same conditions. Also, a central limit theorem is 
derived, giving the fluctuations of the stochastic model about this ap­
proximation in terms of a Wiener integral whose covariance kernel is 
easily found from the infinitesimal parameters of the model. 

2. The Theorem. A family {(Xt
n, Yt

n)} of bivariate Markov chains 
taking values in Z ; X S, S a finite subset of ZK (from now on Xt

n will 
be referred to as "large variables" and Yt

n as "small variables") will be 
called density dependent in the large variables if there are continuous 
functions q(x, a; I /?); x G W; ( G ZJ; a, ß G S, so that the in­
finitesimal parameters for the (Xt

n, Yt
n) process are given by: 

/ k intensity of jump (k, a) —* (fc + 1 ß) — n q I - , a; Ê, ß 

and so that 

q(x, a; 0, a) = 2 </(*> «î A ß). 

Now for 1 ^ t ë /, let F{(x, a; ß) = ^{i{q{x, a; Iß) and F{(x, a) = 
?<ßesFi(x> «; ß)> F o r 1 = M = I let o% (x, a; ß) = 2£^q(xf a; J, ß) 
and then a?.(x, a) = 2ße8 oftx, a; ß). F o r a j E S let Q(x, a, ß) 
= 2£q(x, a; Ê, ß). For fixed x, Q(x, -, •) can be thought of as the in-
finitesmal matrix of a finite state Markov chain Y(x, t), the boundary 
layer" process. Assume that Y(x, t) is irreducible. Then it is exponen­
tially ergodic with stationary distribution ir(x, •). Define F^x) — 
2 a e s F{(x, a)<ir(x, a) and o%(x) = 2 a G S o%(x, a)ir(x, a). 

Now since 2 a (F^x, a) - Fi(x))7r(x, a) = 0 we can define 

TKX, a) = J^°° F«[F(x, Y(x, t)) - F(x)] dt, 

and we have 

f 2 *(*; *>ii(*> «) = o, 

[ 2 <?(*; «> finite ß) = H*) - H*> «)• 
ß£S 
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Define 

+ 2 "(x; «) i»A «)(*;(*, «) - F,(*)) 
«es 

+ 2 "(*; a^ite «; /%,•(*> ß) - tyte «))• 

Set T(x) = T(x) + (r"(x))*. By its definition T(x) is symmetric, and it will 
be seen to be non-negative definite (it is not in general positive defi­
nite). 

Now assume there is an open set 8 c R J for which the following 
conditions hold: 

(CI) a?(x, a; ß) and Q(x, a; ß) are C(2) functions of x in Q and 
F{{x, a; ß) are C(3) functions of x in 12. 

(C2) Y(x, f) is uniformly exponentially ergodic in x E Ü. 
(C3) sup„en 2 | / | > d l / ^ l ^ , a; 7, j8) — 0 as d ^ oo. 
(C4) X(t, x0) solves the differential equation 

X(0, x0) = XQ, 

— (t, x0) = F(X(t, x0)) onO^t^T, some T > 0, T < oo, 
of 

{X(t x0) : 0 ^ f ^ T} C Œ. 

Now suppose further that 

where £ is a finite valued random variable. Then: 

THEOREM I. y/n((Xt
n/n) - X(t, x0))-> Wt weakly in DR^0, T\ where 

Wt is a diffusion process satisfying the stochastic differential equation. 

dWt = /(X(*, x0)) • Wtdt + C(X(f, xo)) d«r 

Here / and C are matrices given by J^x) = dF^dx^x) and C(x) is a 
symmetric square root of T(x), and Bt is a J-dimensional Brownian mo­
tion independent of £. 

Furthermore, P(Yt
n = ß) -> ir(Xp ß) uniformly for tQ^t^T for any 

f 0 >0. 
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COROLLARY. For any e > 0, P(s^p0^8^t |(Xs
n/n) - X(«, *J\ > e) — 0 

tfiaf is, with high probability the sample paths of Xt
n/n lie close to the 

limit process X(t, x0). 

REMARK. The equation for Wt may be solved explicitly, yielding 

w, = *(*)! + £ *W-\s)C(x,)dßs, 

where O(t) is the fundamental matrix for the equation 

dWi= 2 -^-(X(t,xJ)W,dt 
J OXj 

which is the equation of variations for initial value perturbations in the 
solution X(t, x). Thus Wt is the sum of two terms, the first of which is 
the same as that gotten by analyzing the effect of small random per­
turbations of the initial value of the deterministic limit, and the second 
of which is a Gaussian process with independent increments, whose 
covariance matrix is easily computed in terms of O and T. The proof of 
Theorem I will be given in § 4 below after some preliminary results. 

3. Application to Enzyme Systems. The result in § 2 is, as it stands, 
too difficult to apply easily, since it involves computing various func-
tionals of the 'iDoundary layer process". However, in the study of en­
zyme systems, substantial simplifications result from two assumptions 
which are valid for all kinetic schemes of which the author is aware. 
Throughout this section assume S C {(z1? • • -, zk), z{ G Z, zi î  0}. 

ASSUMPTION I. q(x, y; l y + y) = r(x; /, y) + 2 ^ . ( x ; /, y). 

Now define 
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and notice that 

Ft(x) = Af(«) + S Bi}{x)yi 

and 
G,(x) = C,(x) + Ç D«(*)y, 

ASSUMPTION II. All eigenvalues of D(x) = (Dw(x)) have negative real 
parts. 

One can easily check that under Assumption I Ev Y(x, f) = ra(x, y, t) 
satisfies the differential equation d/dt m(x, y, t) = G(x, m(x, t/, £)) 
which is the boundary layer equation in the Tikhonov theorem. Since 
Y(x, t) is ergodic by assumption, this equation is asymptotically stable 
for all initial mean vectors generated by S and thus Assumption II 
nearly follows from Assumption I. 

However, under Assumptions I and II the results of this section (and 
§ 2) extend to the case where S is denumerably infinite. 

Let y — «X*) be the unique "stable" root of G(x, y) = 0. To state 
Theorem II we need to define A(x, y). 

Ai/s, y) = a?.(x, y) 

= 2 2 Vi9tey;Ay + y) 
T Y 

for 1 g i g /, 1 ^ / ^ /. 

Ai.j+*(*> y) = A/+*.i(*> y) 

= 2 2 4YW (* »Ay + Y) 
' Y 

for 1 ^ t ^ /, 1 ^ fc ^ K. 

Aj+u+k(x> y) = 2 2 y ^ t e y>ly + Y) 
' Y 

for 1 g / ^ K, 1 ^ fc ^ K. 

Let 77(x) = -B^D-^x) . Then we have 

THEOREM II. F(x) = F(x, £(x)) and 

r(x) = (7, 77(x))A(x, <K*))(7, 77(x))< 

where 7 is the / x / identity matrix and (7, 77(x)) is the (7 4- K) X 
(7 + K) matrix 

il H(x)\ 
\ 0 0 / ' 



56 T. DARDEN 

PROOF. For the first identity we need only show F^x, <j>(x)) = 
*(*> y)Fi(*> ! / ) • B u t 

and 

so 

Fix, y) = A4(x) + 2 »«(*)% 

^ "(*> y)Yj = m,(x, t/o, oo) = +fa) 

2 «(x, yWlx, y) = Alx) + 2 B^x^x) = F(x, <t>(x)). 
ves j 

The same argument shows that 

2 0 <*> y) K(x> y) = Aa(x> *(*)) 

for l ^ i ^ K - h / , 1 ^ / ^ K + J and this takes care of the first term 
in r(x). 

Next we show that 

2 o 2 *(*> y)H*> y; y + YX^(*> y + Y) - (̂*> y)) 

= - 2 (Aw+fcfe *(*))) • (B(x)D-\x%, 
k 

To see this, note that F^x, y; y + Y) = 2 // iq(x, y; /, y + y) and 
since F(x, y) — F(x) = B(x)(y — <f>(x)) we have 

^ y) = X°° ^ w w * *) - #*». 

It is easy to check that £v(Y(x, f) - </>(x)) = exp(D(x)*)(y - <J>(x)) and 
so TJ(X, y) = -B(x)D-1(x)(y - </>(x)). Thus TJ(X, y + y) - TJ(X, y) = 
-B(x)D"1(x)y. So 

2 2 *(*> yWi(x> y>y + YX -̂(*> » + Y) - (̂*> y)) 

= - v J 2 ? ^ ( x , ! / ) / i ^ ! / ; / , y + Y)(BWD-1WU 

= - 2 ( 2 <*. «/)Aj>/+Ä(x, y) ) (B(x)D-\x)Yki 

= - I AJtJ+fc(x, #c))(B(x)D-i(*)W 
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Finally we show that 

yes 

+ vfa y)(Fi(*. y) - H*))i 

= 2 2 (B^D-1**))«, 
m n 

Now 

2„ " te yhite «/X^te «/) - *J(*)) 

= - (BfiJD-'WVWx)),, 

where 

v«(x) = 2 e «te »X»i - *i(*)X% - */*))• 

Thus we have 

2 S *<* î/)foi(*> y)(^.(x, y) - Fjx)) 
V t o 

+ Vi(x, t/)(F4(x, y) - F,(x))] 

= - (B(x)D"V)V(x)B'(x) + B(x)V(xXB(x)D-V))% 

= - (B(x)D-1(3C))[V(x)D'(x) + D(*)V(X)](B(X)D-Ï (*))%•• 

Now let 

Viy(x, t/o, t) = EVÌY& t) 

- mi(*> y* *Wfa> *) - mi(*> y<» *))• 

It is easily checked that V satisfies the matrix differential equation 

•jt
 vu(x> Vo> t) = Aj+i,j+j(x> m(x> yo> *)) 

+ (D(x)V(x, i/o, t) + V(x, y0,.t)D*(x)\, 

Letting t —* oo in this formula we get 

- (D(x)V(x) + V(x)D<(*)) = A / + w + i(x, «(x)) 

and the proof of Theorem II is complete. 

Now we apply Theorem II to the simple one-substrate and one-
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enzyme irreversible reaction scheme. The same methods should work 
on more complex schemes since under Assumptions I and II one comes 
up with the problem of solving the same linear algebraic equations en­
countered in the steady-state approximation to the deterministic model. 
This problem is discussed in Rubinow [10]. 

In the one-substrate, one-enzyme reaction scheme enzymes convert 
substrate into product in two steps: (1) the formation of an intermediate 
complex and (2) the dissociation of this complex, either into free en­
zyme plus product, or into free enzyme plus substrate. Schematically: 

E + S+±E • S — E + P. 

Note that the number of free enzymes plus the number of complexes 
remains constant throughout. Suppose that initially all enzymes are free 
and there is some large number of substrate molecules homogeneously 
distributed with respect to the different enzyme molecules. 

Let Xt be the number of substrate molecules left at time t, and Yt 

the number of free enzymes at time t. The number of complexes pres­
ent at time t is then Y0 — Yt. In time (t, t + h) the following elemen­
tary events can occur: 

(a) one free enzyme and one substrate molecule can collide to form a 
complex with probability aXtYth + o(h), 

(b) one complex can dissociate into free enzyme plus substrate with 
probability ß(Y0 - Yt)h + o(h), 

(c) one complex can dissociate into free enzyme plus product with 
probability y (Y0 - Yt)h + o(fc). 

This setup leads to an intractable system of differential equations for 
the joint probabilities. However, intuitively, if the number of substrate 
molecules present greatly exceeds the total number of enzymes present, 
and the frequency of collisions is of the same order of magnitude as the 
frequency of dissociations, the number of enzymes present in complexed 
form can come to a statistical equilibrium with those present as free 
enzymes in a time interval during which the percentage change of sub­
strate molecules is very little. Since the ratio of substrate to initial sub­
strate is slowly changing, however, this is only a pseudo-steady-state. 

We are requiring that the collision intensity be of the same order of 
magnitude as the dissociation intensity, i.e., 

aXtYt « (/8 + Y)(Y0 - n 

Since Yt is of the same order of magnitude as Y0 — Yp we get that 
(ß + y)/a should be of the same order of magnitude as Xt. These con­
siderations lead to a sequence of models (Xt

n, Yt
n) where X0

n ~ UXQ, 
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Y0
n = Y0 and having the following transitions and associated intensities: 

(x, !/)—»• (x — 1, y — 1) with intensity na(x/n)y, 

(x, y) —> (x + 1, y + 1) with intensity n ß(Y0 — y), 

(x, y) -* (x, t/ + 1) with intensity n y(Y0 - y). 

This sequence easily satisfies (C1)-(C4) of § 2 with ß = {x > a}, any 
a > 0. Upon calculating Q(x; yl9 y2) and solving for ir(x, y) one sees 
that the pseudo-stationary distribution m is binomial with parameters Y0 

and K/(K + x) where K = (/? + y)/a is the Michaelis-Menten constant. 
Since F(x, t/) = — axy + ß(Y0 — y) one sees that the degenerate system 
is given by: 

A x -
dt <~ K 

Ï U & . y -B in / 'Y * ) 

In this case one can say something about the diffusion approximation. 
Since we have a one-dimensional situation, we may write 

W, = expX'/(X(u,*o))<*«) 

• 1 1 + X exp - £ J(X(u, x0)(du) C(X(s, x0)) dBs } . 

This formula can be simplified somewhat by noting that Xt is monotone 
in f, so one can "change variables" in the integral f *0 J(X(u, x0)) du by 
du = (du/dx) dx = (^(x))"1 dx, and use J(x) = F(x) to get 

SJ mu,x0))du=£'X,)-^-dx 

= log / A M ) 

SO 

w = W(t, *o)) 
f(*o) 

0 + £ F(xtl)) <**(**»*».}• 
Thus 
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v.,w,= -ÄS»-

Now using Theorem II we compute 

and changing variables again we get 

V a r W , = * * % * * » V a r | 

g w *<>)) r r 
7 2V L ° 

+ r^r ho-x(̂ 0) 
+ 2^»(^r)+( \ffff )]• 

4. Proof of Theorem I. We first note that if condition (C4) holds, we 
may without loss of generality assume (C1)-(C3) hold for all x in RJ. To 
see this, note that for some c > 0 the set G€ = {y G W : inf0£t^T\y — 
x(t, x0)\ = c} is contained in ß. Now G€ is compact and £2 open so there 
is a C00 function \p(x) with bounded derivatives satisfying 0 ^ *//(*) ^ 1 
\l/(x) = 1 on Gc and ;//(*) s 0 outside of ß. 

Define new processes (Xt
n, Y,n) having infinitesimal parameters q{x, a; 

l ß) = xHpc)q(x, a; iy ß)Jor È * 0, q(x, a; 0, ß) = ^{x)q(x, a; U, p) + 
(1 — t//(x))Ç(a, /?) where Q is a fixed ergodic intensity matrix on S. Then 
(C1HC4) hold for (X,n, Yt

n) for all x in R7 and since (X,n, 7,n) agrees 
with (Xt

n, Yt
n) up to the first exit for Gc (for either one), it suffices to 

prove Theorem I for (Xt
n, Yt

n). 

LEMMA 1. T(x) is non-negative definite. 

PROOF. Fix x and consider the chain (X(, Yt) with infinitesimal pa­
rameters given by 

intensity of jump (fc, a) —> (k + /, ß) = q(x, a, i, ß). 

More general processes of this kind are studied in Ezhov and Skoro-
khod [1]. 

Define Pu(a, ß) = P(YU = ß | Y0 = a). Now for fixed t and n let 
S = t/n. Assume Y0 = 0, and write 

file:///ffff


STOCHASTIC CHEMICAL KINETICS 61 

n - 1 

Xt-tF(x)= 2 (AX(ro) - 8F(x)) 
wi—0 

where 

AX(m) = Xim+1)S - Xm8. 

Similarly write 

(XH - tF4(x)XXw - tF,{x)) 

= \(àXi(m)-Fi(x))(ÙX{m)-Fjx)) 

+ \ (AX,(m) -SFlx)) 2 , (AX/p) - SF,(*)) 
m=0 • pzzm+1 

+ J 0 (AX/m) - 8F,.(s)) p J + i (àXlp) - «F4(.)) 

= S^n, t) + S2(n, t) + S3(n, *). 

Let TT be the initial distribution X = 0, Y0 ~ 7T(JC). 

It is easily seen that limn^00£
,rS1(n, t) — ta^(x). By conditioning on 

o{X8, Y8, s ^ (m + 1)8} for 0 ^ m ^ n - 2 we see that 

lim E"S2(n, t) 
n-»oo 

= Jo* 2 <x, c^Fix, <x, ß) £ " Pu(ß, Y)(F,(X, y) 
«»&Y 

- X* 2 *(*, «)F4(x) X" 8 P > , y)(F.(x, y) 

- F/x)) du ds 

and therefore, examining S3(n, t) in the same way, we have 

lim I Bf(XH - «F4(x)XXw - tffc)) = rw(x). 
t-»oo t 

Therefore T(x) is the limit of non-negative definite matrices and hence 
is non-negative definite. The principal tool needed in the proof of The­
orem I is the following proposition which is an immediate corollary of 
Theorem 4.29 in Kurtz [9]. 
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PROPOSITION. Let Zt be a Markov Process on Rm with semigroup Tt on 
C0(R

m) and generator A and suppose Zt has paths in DRJ[0, oo). Let Zt
n 

be a sequence of Markov Processes on Rm X S, S C RÄ, with semigroups 
Tp and waek generators An. Let 0 : Rm X S—* Rm be the natural projec­
tion, and for f GC0(R

m) let t\f -f° 0. Suppose 6° Zt
n has paths in 

DRm(0, oo). Now suppose 

lim E(i,/(Z0«)) = £/(Z0) 
n-»oo 

and 

(*) lim sup \T»Vf(y)-vTtf(y)\=0 
»- 0 0 y£RmxS 

for all t^O and allf e C0(R
m). Then {$ ° Zt

n) converges weakly to Zt. 
Let D be the set of f E S)(A) for which there exist fn G ̂ (Ân) with 

lim sup \fn(y) - f(6y)\ = 0, 
n-oo i/eRmxS 

lim sup ^*fn(y) - Afißy)\= 0. 
n-K» y G R » X S 

Then if D is a core for A, (*) holds. 

To use this result define 

Z, = (X„ Wt), Z» = ( ^ , Y,», V ^ ( *£ - Xt ) ) 

and 

8(x, a, w) — (x, w). 

All conditions needed hold, except that it is difficult to find a core for 
the generator of Zt. Were T(x) uniformly positive definite, C(x) would 
be twice continuously differentiable with bounded derivatives (Lemma 
1.1.1 in Chapter 6 of Friedman [2]), and we could find a core to which 
we could apply the condition in the proposition. (See Lemmas 5 and 6). 
So we reduce to this case. The idea is to change Xt by adding "noise". 

Let Xt
n'€ satisfy the equation 

« = >i+ X' WW)* 
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where Bt is /-dimensional Brownian motion independent of Zt
n, Zt for 

all n, for all t è 0. Noting that F has bounded first derivatives we have 
by Gronwall's inequality 

E\X»"(x0) - Xt(x0)\ Si -j^Ae*' 

for some A and B and all XQ, 0 ^ t ^ T. 
Now define 

z,„.= ( j i , v,.,NAr(^L_x,... )) 

and denote its semi-group by Tt
n>€. To compare Tt

n>€ with T," we first 
make some definitions. Let 

Z," = ( -Ç-. V- *, ) and V - = ( -Ç- , yt» X,*« ) 

with respective semigroups S,n and S,n'c, and define 0n : R2^* —* R^+* 
by OJx, a, v) = (x, a, V^(xv)). Then Z," = J / Z ; , Z,*« = 
0n « Zt

n'€ and so 

i y y * a, a>) = S,"(* • OJfi^x, a, w)) 

and 

T^^(x, a, w) = S«><(<t> • fljftr1^ «> «>))• 

If Pf
n is the transition probability for the (Xt

n/n, Yt
n) process, we get 

T» fa a,w)= 2 Pt
n(*> «;x+—, ß)<l> 

and 

T+*fa a,w)= 2 Pt*U a, x+—, ß)E<t> 

for 4> G CoOR27 X S). We have 

LEMMA 2. Let <f> E C^R27 x S) be uniformly Lipschitz in x and w 
with constant k. Then 
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sup \Tt
n>*<l>(x, a, w) - Tt

n<t>(x, a, w)\ ^ eA^e***. 
x,a,w 

PROOF. 

\Tt
n^(x, a, w) - Tt

n<j>(x, a, w)\ 

^ 2 Pt
n(x,a;x+— 9ß)EUo0n (x+L,ß9x*-* 

i,ß n \ \ n 

• ( - w ))-••«• (•*£•**•(—^ ))l 

-x'('-^r)\SMe"-
Now let I€(x) = T(x) + €2/. Notice Ic(x) is uniformly positive definite 

and so it has a 02) symmetric square root C€(x). 
Let Zt

e — (Xp Wt
c) satisfy the equations 

Xt = x0 + j * F(XS) ds, 

Wtl = wo+ fo W Wsds+ £ C<(XS) dB* 

and recall 

Wt = w0+ £ E(XS) •W,ds + f0 C(XS)dB*, 

SO 

and 

wt = *( tK+ r «,(*)*-1(*)C(xs)dB8*. 

By arguing as in the proof of Freidlin's theorem (Theorem 6.1.2 in 
Friedman [2]), one sees that for a subsequence cmlO Cc*»(x) —* C(x) uni­
formly on RJ, and letting Bm = supJC^x) - C(x)\ we get E|Zt

€« - Ẑ | 
^ A2Bm for some A2 and all XQ, U;^ 0 ^ t ^ T. Thus we have 
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LEMMA 3. 1/ Tt
€, Tt are the semigroups for Zt

€ and Zt respectively 
and <t> G C0(R^) is Lipschitz in x, w with constant K then 

| 7 > Up, w) - 7>(x, w)\ =i A2KBm. 

HereBm^O. 

LEMMA 4. Suppose for each e>0 and <j> G C^R2*7) ly^r^X*, a, 
w) —* K](Tt

€ti){^> <*> M>) uniformly in x, a, w and 0 ^ t ^ T. TTien 
Tt

n(-q<t>)(x, a, a?) —» T}(Tt<t>)(xf a, u>) uniformly in x, a, w and 0 ^ t ^ T. 

PROOF. Let <f>;. be Lipschitz C0(R
2J) functions, with Lipschitz con­

stants Kj converging to </>. Then 

|77(îtf>)(x, a, a?) - T77X*, «, a>)| 

S 2 | * - # i | + € w A 1 K ^ + A 2 K i l l l l l 

+ |Tt"»«.(i#X* a, tt>) - i»l>*(a; a, u>). 

So for any 8, first choose / so large that \\<j> — <fy|| < 8/8, then m so 
large that cwA1JCie

air ^ 8/4 and A2KjBm ^ 8/4, and finally n so large 
that the last factor is less than 8/4. 

Now let D = (<J> E C0; <f> has two continuous derivatives which van­
ish at infinity, and \w\2 \d(j>/dwk\ ^ M for all x, w, k and some M} and 
let Ac be the generator for Zt

€. 

LEMMA 5, D i s o core for A€. 

PROOF. It suffices to show Tt
€(D) CD. 

The fact that Tt (XQ, W0) is twice continuously differentiable in XQ, W0 

follows from Theorem 5.5 in Chapter 5 of Friedman [2]. 
Write 

Wtfa w0) = * ( * K + £ m)<p-\s) C< (Xs(x0)) dB8* 

= Ufa w0) + Vt'(xJ. 

For any t there exist 0 < p < 1 and A so that {Ufa, w0)\ ^ pw0 and 
F(\vt€(xo)\ > k) = A / f c 2 for a11 xo> wo> *• Therefore 

Now 
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= 2 E ^(Xt(x0), Wt<(Xo, «,<,)) - ^ (xo, w0). 

Since (ÒW\Ì/§W^(XQ, W0)\= $i;(£) and so is bounded, in order to show 
\wo\2\(^/^wj)C^^)(xo> wo)\ i s bounded it suffices to show |u>0|

2 \E(d<t>/du>^ 
(Xt(x0), Wfao, w0)\ bounded. Split the expectation into the sets on 
which IW^XQJWQ)! ^ p/2w0 and for which |W,(x0, w0)\ > p/2w0. The 
first term is bounded by 4/p2 A supa.M7|(8< /̂3u;i)(x, w)\ and the second by 
4/^mp^w\2\(dH^i)^w)\. 

To show that the first two derivatives of Tt
e4> vanish at infinity one 

uses similar arguments. 

LEMMA 6. If <t> E D, there exist <J>n E_^(An'€) so that \<f>n(x, a, w) 
— TJ<J>(X, a, w)\ —* 0 uniformly in x, a, w and \An'€<t>n(x, a, w) — TJA€<£(X, 
a, w)\ —• 0 uniformly in x, a, w. 

REMARK. The essential technique used in the proof of this lemma is 
due to Kurtz (example 1 of [7]). 

PROOF. Supposed for fixed a, <f>(x, a, w) is in D as a function of x and 
w. Then <f> E &(An>€) and 

A«-'4<x, <*,w)= 2 ( <J> ( x + — , ß, w + - L ) 
/,/8 \ \ n V n / 

+ <J>(x, j8, u>) j^ (x , a; l ß) 

+i£2 î i ^ ^ 
i n j Q(x; a, 0)#t, ft a>). 

Now, using the uniform continuity and boundedness of the first two 
derivatives of <j> and the boundedness of w^^d^/dw^.) (x, a, w) in x and 
w, together with 2nd order Taylor expansions with integral remainder 
whenever possible, we can rewrite this expression as 

A^x, a, u>) = 2 2 - | * - ( * A u ^ x , a, j8) 
i /? 0X i 

i,fc 9x, w * 9u;, ** 
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+ V ^ 2 2 ^-(x9ß>w)Fi(xfa>ß) 

i 0Wi 

+ T ê ? "S" (*' "' W) + n 2 Ç(*' a' ̂ )(*' Ä ̂  
+ Rn(x, a, a?) 

where Rn —* 0 as n —» oo uniformly in x, a, u>. Now suppose \p = Tjg, 
g E D. Then 

A»'<#c a, ID) = 2 ^ ~ (a; ^ ( x , a) 
i OXj 

i,k oxk
 K 3iü, 

+ V« 2 -^(x. wXFiix, a) - F,(*)) 

= 2 I e (* »)Fi(*)+ 2 -jp- («K -T 6- (*> ») 

2 u tiWfóWj 

+ 2 |S-(* »XF^ a) - F4(x» 

+ VS" 2 ^ - ( ^ ( F ^ a ) - ^ * ) ) 

4- Kw(a; a, w). 
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Now let ^(x, a) be defined as before so that 

2 ir(x, ayqfa a) = 0, 
a 

£ Q(x; a, ß)Vi(x, ß) = F,(x) - Ff(x, «), 

and similarly find y^x, a) so that 

2 irfc <*)Yi,(*> «) = 0, 
a 

| Ç(x;a, /})Yi,.(*, j8) = a?.(*) - a%(x, «), 

and finally find S^x, a) so that 

2 ir(x> ajfi^x, a) = 0 
a 

and 

| Ç>(x, a, ffl^x, a) 

= 2 "(*, a) ' ( Ç ( ^ a, 0toi(*> 0) - ifcfe <*)*;(*) ) 

- | (F,.(x, a, 0)T,.(X, ^) - T,.(X, a)F,.(x)). 

Notice that TJJ, yij5 and 8^ are in D as functions of x. In fact they 
have compact support since F and a2 do. Let ei be the unit vector in 
the ith direction in RJ. Define 

a,.(x, a, w) = ( g (x +-S., u; j - g(x, a>) j ^(x, a), 

fyx, a, a>) = ( g ( x,"u> + -^=- j - g(x, ID) j .̂(x, a), 

- ( g ( *> * ̂ y + g(*> «) ) • Y«(x, a), 

dy(*, a, tu) 
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- g ( x, w + -^j= J + g(x, w) J • S^x, a), 

and finally 

+ g(*> w ) J Vii** <*)> 

and let 

gn(xt a, w) = g(xt w) + 2 flite «,">) + 2 &i(*> «, u>) 
i i 

+ 2 crfx, a,w) + 2 4<*> ^ ">) + 2 *«(* «, u>). 
i,i i.j i 

Then for fixed a, gjx, a, w) is in D as a function of x, w and 

Ig^s, a, w) - t)g(x, a, a>)| — 0 

uniformly in *, a, u; and 

A".%(*,a,u>)^ 2 -|*-fc « T O 

-r-s- (*)">* -r^-+ 2 iH- (*K -er (*> w) 

= T?A€g(x, a, a?) 

uniformly in x, a, w. Here Tc(x) = T(x) + c2/. 
Thus the proof of Lemma 6 is finished. 

To finish the proof of Theorem I we have 

LEMMA 7. Under the assumptions of the theorem we have: 
F(Yt

n = ß) — 7r(X(t, x0), ß) uniformly in t0^t^T for any 10 > 0, as 
n—»oo. 

PROOF. Let 

P»(x, a; z, ß) = P(Y« = ß9 X« = x| V = *> V = «) 
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and 

7f(x, a;ß)= 2 P,*(x, a; z, ß). 
Z 

It suffices to show Tt
n(x; a, ß) -* ir(X(t, x), ß) uniformly in 10 ^ t ^ T, 

t0 > 0. We can write 

A Jn(x, a; ß) = n 2 2 W «; % y)Ç(z, y; ß) 
ut z y 

= n [ 2 F A * «; y)Q(X(t, x), y, ß) + K(x, a, t, n) ] . 

Now this last system of equations, together with the equation 

ft X(t, x) = F(X(t, x)) 

constitute a simplified version of the singularly perturbed initial value 
problem. Notice that the solutions Pt*(x; a, y) to the boundary layer 
equations 

± P*(x; a, y) = 2 H*> a, jB)Çfe ß; y) 
at ß 

are uniformly asymptotically stable uniformly in x E Q by (C3) and 
that 

K(x, a,t,n)= 2 2 *?(*; «; z, Y)[Ç>(*> Y; )S) - «X(fc x), y, iÖ)] 
* y 

converges to zero uniformly in x E fi, 0 ^ £ ^ T, as n —* oo by uniform 
continuity of Q(x, a; /?) together with convergence in probability of Xt

n 

to X(t, x) uniformly with respect to initial point x in ß. 
We may therefore apply the main theorem of [6] for bounded time 

intervals to conclude the proof. 
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