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HARVESTING STRATEGIES FOR POPULATION SYSTEMS 
FRED BRAUER 

ABSTRACT. We consider the effect of various types of harvesting 
on populations whose size is governed by a first order ordinary dif­
ferential equation. We examine two problems—the possibility of ca­
tastrophe and the maximization of the harvest. 

1. In studying the population size of some species of organisms, we 
may be led to consider the effect of harvesting (removal from the sys­
tem) according to some rule. For example, we may wish to reduce the 
total population size of a nuisance species. Another possibility is that 
the species being harvested is useful, and we may be interested in con­
trolling the size of the harvest. In such situations there are two princi­
pal concerns. One is the possibility of wiping out the species entirely, 
either by overharvesting to the point where the equilibrium population 
size is zero, or by setting up an unstable equilibrium with oscillations 
which may drive the population size to zero. This might be desirable if 
the species being harvested is a nuisance, but is certainly to be avoided 
if we are harvesting something of value and wish to continue to do so 
over a long time period. A class of examples of practical situations 
where we wish to avoid extermination of the species involves the set­
ting of quotas for hunting or fishing. 

The other aspect of harvesting which we shall examine is the ques­
tion of maximizing the yield without endangering the species. We shall 
not consider this problem from an economic point of view involving 
costs and returns, as in [5], but shall seek only the maximum safe har­
vest. 

By restricting ourselves to populations governed by a single first or­
der differential equation, we rule out some possibilities which may arise 
for more complicated models. For example, predator-prey systems ex­
hibit some behaviour which is impossible for one-dimensional systems. 
Other questions which can be answered analytically for one-dimensional 
systems can only be studied numerically for predator-prey systems. 
Some of these questions are currently being studied jointly with A. C. 
Soudack. 

2. We consider the ordinary differential equation 
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where F(y) is differentiable for y ^ 0, as a model for the size y(t) of a 
population. This assumes that the growth rate F(y(t)) of the population 
size at time t depends only on y(t), even though this neglects many fac­
tors which may be significant for real populations. Some of these fac­
tors were suggested in [2]. It is natural to assume 

F(0) = 0, 

that is, that the growth rate of the population size vanishes when the 
population size is zero. This implies that if the population size is zero 
at any time, then it remains zero for all future time. In fact, by the 
uniqueness theorem for differential equations, a solution of (1) is either 
identically zero or is always different from zero. 

We assume further that there exists a "carrying capacity" K such 
that 

(2) F(K) = 0, 

% ) > 0 [0 < y < K], F(y) < 0 [y > K]. This implies F'(K) < 0, and 
therefore that the equilibrium solution y = K of (1) is asymptotically 
stable. Also, F'(0) > 0, and therefore the equilibrium solution y = 0 of 
(1) is unstable. It follows easily that every solution of (1) with positive 
initial value tends to the limit K as t —» oo; hence the name "carrying 
capacity" for K. 

The model (1) describes the population size if there is no harvesting. 
We now consider the effect of removing members from the population 
at a time rate H(y, E) which depends on the population size and on a 
non-negative parameter E which may be regarded as a harvesting ef­
fort. We shall assume that zero effort produces no harvest for any pop­
ulation size 

(3) H(y,0) = 0, Hy(y, 0) = 0, 

that for a given effort the harvest increases with population size but its 
rate of increase decreases, 

(4) H(y, E) iE 0, HJiy, E) ü 0, HJy, E) ^ 0, 

and that for a given population size the harvest increases with effort 
but its rate of increase decreases, 

(5) HE(y,E)^0, H ^ , £ ) § 0 . 

Here, subscripts denote partial derivatives. For future reference, we 
note that since Hy is a decreasing function of y, 

(6) H(y, E) = £ Hy(z, E) dz i= yHy(y, E). 
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We assume further that H(y, E) is bounded uniformly in y on 
O ^ Î / S K for each E ì^ 0, but that H(y, E) —* oo as E —* co for each 
y > 0. However, we should point out that the two cases which have 
been studied most extensively, H(y, E) — E [1, 6] and H(y, E) = Ey [3, 
4, 5], do not satisfy all of these hypotheses. On the other hand, the 
forms most frequently hypothesized for predator response, such as 
H(y, E) = Ey/(y + A) [7] or H(y, E) = Et/(1 - e~cv) [8, 9] do satisfy 
the above hypotheses, and harvesting may be regarded as human pré­
dation. 

The population size under harvesting is described by the differential 
equation 

(7) y' = m - H(y, E). 

The equilibrium solutions of (7) are the solutions y JE) of 

(8) % J = H(y^ E) 

and an equilibrium y JE) is asymptotically stable if 

(9) F'[yJE)] < Hy[yJE), £]. 

Geometrically, this says that an equilibrium is given by an intersection 
of the curves u = F(y) and u — H(y, E), and an equilibrium y^ is 
asymptotically stable if the crossing is such that the second curve goes 
from below the first curve to above the first curve as y increases. Since 
H(y, E) i? 0 and F(y) ^ 0 only for 0 ^ y ^ K, any equilibrium y^ satis­
fies 0 = t/oo S K, The assumption H(0, E) = 0 implies that y = 0 is an 
equilibrium which is asymptotically stable if F'(0) < Hv(0, E) and un­
stable if F'(0) > Hy(0, E). Since Hy(y, 0) = 0 the equilibrium y = 0 is 
unstable for small E > 0. Under the assumptions (2), (3), (4), (5), every 
solution of (7) tends to an equilibrium as f-> co. However, if 
H(y, 0) > 0, as for constant-rate harvesting, H(y, E) = E, there may be 
no equilibrium, if H(y, E) > F(y) for all y ^ 0, in which case every so­
lution of (7) decreases monotonically to zero in finite time. This raises 
the possibility of a mathematical catastrophe—a situation where the 
limit as t —* co of a solution of (7) is a discontinuous function of E. As 
has been shown in [1], this always occurs for constant rate harvesting. 
It may also happen that as E increases, y JE) tends continuously to 
zero. Since this corresponds to an eventual collapse of the population, 
it may be described as a biological catastrophe. More precisely, we say 
that a mathematical catastrophe occurs if there is a critical effort Ec 

such that 

(10) lim y JE) > 0, y JE) = 0 [E > Ec], 
E1 Ec 
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and a biological catastrophe occurs if there is a critical effort Ec such 
that 

(11) lim yJE) = 0 . 
El Ec 

In either case (10) or (11), 

(12) F'[yJEc)] = Hv[y„(Ec), Ec] 

as well as 

(13) *lyJEc)] = H[yJEc), Ec]; 

the assumption that \imE^O0H(yf E) = oo for y > 0 implies that for suffi­
ciently large E there is no non-zero equilibrium, and thus there must be 
a catastrophe of some kind. In a practical sense, a mathematical catas­
trophe is more dangerous than a biological catastrophe since it gives no 
warning of its approach as E increases; it would be useful to have some 
criteria to predict which type of catastrophe will occur for a given 
model, or function F and a given harvesting scheme, or function H. 

A population model is said to exhibit depensation [5] if there is an 
interval 0 < y < a on which 

(14) m < yF(y). 

THEOREM 1. A population with depensation with a harvesting scheme 
which satisfies the above hypotheses (3), (4), and (5) always exhibits a 
mathematical catastrophe. 

PROOF. Let E be any effort which produces an asymptotically stable 
equilibrium yjfi) in the interval 0 < y < a in which (14) is satisfied. 
Then, because of (9), (14), and (8) 

Hv[yJE), E] ^ F'iyJE)] 

> FJyJE)] 

yJE) ' 

but this contradicts (6). Thus y^E) cannot be in the interval 0 < y < a, 
and there must be a discontinuity in yjlfi). 

If there is no depensation, a population may or may not exhibit a 
mathematical catastrophe, depending on the harvesting scheme. For 
constant-rate harvesting, H(y, E) — E (which fails to satisfy the hypoth-
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esis (3)) there is always a mathematical catastrophe [1]. For logistic 
growth, F(y) = ry(l — (y/K)), and the harvesting scheme H(y, E) = 
Ey1/2 it is easy to calculate that there is a mathematical catastrophe for 
Ec = (2/31/3)rK1/2, corresponding to yJEc) = K/3. On the other hand, 
for logistic growth and proportional harvesting, H(y, E) = Ey there is 
no mathematical catastrophe, as y JE) tends continuously to zero [5]. 

3. We wish now to consider the question of how to maximize the 
harvest in the following sense. Let y JE) be a non-zero asymptotically 
stable equilibrium of (7), so that solutions y(t) tend to y JE) as t —• oo. 
Since the rate at which members of the population are harvested at 
time t is H[y(t), E], this harvest rate tends as t —* oo to H[yJE), £]. We 
define the yield 

Y = H[yJE), E], 

the harvest rate when the system is in equilibrium. Since every solution 
of (7) tends to an equilibrium as t —•* oo, this yield is the long-term 
average harvest rate, iimT^Jl/T) f%H[y(E), E] dt. Our goal is to max­
imize y as a function of E. 

THEOREM 2. Let M be the maximum value of F(y) on 0 = y ä= K, at­
tained for y — yM. If E can be taken large enough to make y JE) — yM> 

then the value EM for which yJEM) = yM maximizes y, the maximum 
value of Y is M, and the equilibrium at yM is asymptotically stable. 

PROOF. Because of (8), when the system (7) has an equilibrium at y^, 
the yield Y is F(yO0). Thus M is the maximum possible yield, attained if 
E can be chosen to put the equilibrium at yM. Since F'(yM) = 0 and by 
assumption Hv(yM, E) > 0, it follows immediately from (9) that an equi­
librium at yM is asymptotically stable. 

Whether the maximum yield is attainable depends on the natures of 
F and H. If H(y, E) — E, the maximum yield is attainable, but only 
when the system is on the verge of catastrophe [1]. If H(y, E) = Ey, 
then y JE) decreases continuously from K to 0 as E increases, and the 
maximum yield is attained without danger of catastrophe. The essential 
content of Theorem 2 is that the maximum yield obtainable is the max­
imum rate of growth of population size, independent of the method of 
harvesting, and that this yield, since it corresponds to an asymptotically 
stable equilibrium, can be achieved in practice. 

Theorem 2 gives a theoretical answer to the question of how to max­
imize the yield. In practice, other methods of harvesting might be used 
which could conceivably produce a larger yield. For example, a prohi­
bition of harvesting when the population is low could allow the popu­
lation to build up rapidly, so that most of the time the population is 
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large and the harvest correspondingly large. Another possibility, an ex­
treme case of this, would be to allow harvesting only during a short 
"hunting season" during which a specified number of members of the 
population are removed—what might be called a bang-bang harvesting 
process. The population is then allowed to build up for the next hunt­
ing season. Such a process is best modelled by a differential equation of 
the form (1) with no harvesting term, the harvesting being taken care 
of by changing the initial conditions and re-starting the system. We will 
show in the next section that the yield cannot be increased by any such 
method. 

Another possibility would be a harvest rate which depends explicitly 
on time, H(t, y, E). For such a scheme we must define the yield as the 
long-term average harvest rate, 

Y = lim ± fj H[t, y(t), E] dt, 

where y(t) is the solution of the differential equation 

(15) y' = F(y) - H(t, y, E). 

This is required, because solutions of (15) do not necessarily tend to an 
equilibrium as t —> oo. For example, if H is periodic in t there may be 
periodic solutions. 

If y(t) is a solution of (15), integration of (15) from 0 to T gives 

J 7 H[t, y(t), E] dt = fi % W ) d t - VW + V(0). 

If y(t) is bounded for 0 ^ t < co, 

l im m = lim Ä = a 
!T-»oo T T->oo T 

and thus 

Y = lim y £ m y(t), E] dt 

= lim T foT Ft!/(£)] dt 

T-KX> 1 

= max F(y). 

Therefore a time-dependent harvest can not produce a larger yield than 
an autonomous one. 
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4. If y(t) is a solution of (1), then the time T required for y(t) to in­
crease from t/0 — H to y0 is given by 

^o du i vo~M F(u) 

obtained by separation of variables. Thus if H members are removed 
from the population when the population size is y0 and the population 
is then allowed to grow back to size t/0, the time rate of harvesting is 

T " ' J*O-H F(u) ' 

By the mean value theorem, 

"vo du H s. Vo-H F(u) F(TI) 

for some ÎJ, y0 — H < t/0, and thus the harvesting rate is 
F(TJ) ^ m a x o ^ ^ t / ) . This shows that a bang-bang harvest can not pro­
duce a greater yield than the maximum for a continuous harvest as giv­
en by Theorem 2. More generally, this argument shows that a closed 
season method of harvesting can not increase the yield because the re­
covery time is not short enough to make up for the closed season. 

This reasoning may also be used to set hunting quotas. If we specify 
a time interval 1 between hunting seasons, and a population y0 at the 
beginning of the hunt, then the permissible harvest H is given by 

<«) £ . du _ 1 

F(u) 

For example, if the population growth is logistic, f(y) = n/(l — y/K), 
evaluation of the integral in (16) leads to the formula 

H = yo(K - y0)(e
r - 1) 

î/o + (K - !/oK 

If we apply this to the sandhill crane model studied in [1], with K — 
194,600, r — 0.0987, we obtain the following relation between y0 and 
H. 

!/o 

H 

180,000 170,000 160,000 150,000 140,000 130,000 120,000 110,000 100,000 

1,390 2,200 2,900 3,480 3,960 4,330 4,590 4,750 4,800 

TABLE 1 
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This table may be compared with the results of [1] giving equilibrium 
populations for various harvest rates. 

5. A more refined description of a population system may be given 
by a predator-prey system. We think of the predator as the species in 
which we are interested and the prey as the food supply on which it 
depends. Such a system is modelled by a pair of first ordinary differen­
tial equations, which admits a richer variety of qualitative possibilities 
than a single first order equation. For example, there may be periodic 
orbits, which give oscillatory behaviour for the (predator) population 
size. There are significant differences between the one and two-dimen­
sional cases. For a predator-prey system, the maximum yield may corre­
spond to an unstable equilibrium, in which case this theoretical yield 
has no practical meaning. The proofs that time-dependent and bang-
bang harvests can not produce a greater yield are inherently one-
dimensional and cannot be adapted to predator-prey systems. The only 
apparent way to determine whether a bang-bang harvest can produce a 
larger yield is by a numerical simulation. The question remains open, 
but is currently being explored in some joint work with A. C. Soudack. 
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