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AN ELEMENTARY DERIVATION OF THE DISTRIBUTION 
OF THE MAXIMA OF BROWNIAN MEANDER 

AND BROWNIAN EXCURSION 
W. D. KAIGH 

ABSTRACT. An elementary proof is given to obtain the distribu­
tions of the maxima for the Brownian meander and Brownian excur­
sion stochastic processes. The method involves application of condi­
tional functional central limit theorems to simple random walk. 

1. Introduction. The well-known theorem of Donsker identifies 
Brownian motion on [0, 1] as the weak limit of normalized random 
walk. Recently, the stochastic processes Brownian meander and Brow­
nian excursion have been obtained through weak convergence of cer­
tain conditioned random walks by Belkin [1], Bolthausen [3], Iglehart 
[8], and Kaigh [9]. Such results are classified as functional central limit 
theorems or invariance principles and may be employed in conjunction 
wih the continuous mapping theorem to derive the asymptotic distribu­
tions of functionals of the limit process. To perform such calculations 
two techniques are generally available. One method involves a direct 
attack on the limit stochastic process itself while the other entails pas­
sage to the limit of expressions obtained for a corresponding random 
walk (usually, simple random walk). 

This note is intended primarily to illustrate the use of the second 
method above to provide the distributions of the maxima for the Brow­
nian meander and Brownian excursion. Recently, Chung [4], [5] and 
Durrett and Iglehart [6] also have obtained these distributions indepen­
dently through direct analyses of the processes themselves instead of 
employing the functional central limit theorems mentioned previously. 
We remark that although not included here, similar results concerning 
first passages, expected occupation times, and other functionals also 
may be produced through our consideration of simple random walk. 

2. Notation and preliminaries. Let (Xn : n ^ 1} be a sequence of 
i.i.d. random variables integer-valued with span 1 satisfying £Xi = 0, 
EX? = a2 < oo. Form the random walk {Sn : n ^ 0} with S0 = 0, 
Sn = Xx + • • • + Xn, n = 1, and define the random time T to be 
min{n ^ 1 : Sn = 0} ( + oo if no such n exists). 
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On C[0, 1], the space of real-valued continuous functions on the unit 
interval with the sigma field of Borei subsets generated by the suprem-
um norm, define the process Xn by XJk/n) = \Sk\/on1/2 and linearly in­
terpolated elsewhere. Let Pn

+ and Pn° respectively be the probability 
measures on C[0, 1] corresponding to the Xn process conditioned by the 
events [T > n] and [T = n]. Belkin [1] has demonstrated the weak con­
vergence of the Pn+ to Brownian meander P+ and in a similar manner 
Kaigh [9] has identified Brownian excursion P° as the weak limit of 
Pn°. In the following section we apply these results to obtain the distri­
butions of the maxima of the two processes. 

3. Distributions of the maxima of Brownian meander and Brownian 
excursion. 

THEOREM. For y > 0 

(i) lim P[ max \Sk\/on1/2 ^y\T>n] 

= P+[ max X(t) ^ y] 

1 + 2 2 (-l)*exp[-(%)2/2], 
k—l 

(ii) lim P[ max \Sk\/an1/2 ^y\T=n] 

P°[ max X(t) ^ y] 
0<t<l 

= 1 + 2 2 [1 - (2%)2] exp[- (2ky)2/2]. 
k—l 

PROOF. Consider the simple random walk (Sn : n ^ 0} defined by 
S0 = 0, Sn = Xx + • •. + Xn, n ^ 1, where (Xn : n ^ 1} are i.i.d. Ber­
noulli r.v.'s with F[Xi = ± 1] = 1/2 and let 

mn = min Sk, Mn = max Sfc, 
l^k^n l^k^n 

T = min{n ^ 1 : Sn = 0} (inf 0 = +oo). 

From pages 77-78 of Feller [7] 

P [ T > 2 n ] = P [ S 2 w = 0] 
( 1 ) P[T = 2n] = P[S2n = 0]/(2n - 1) 
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where 

F[S2n = ±2x] = ( 2 n J2~2n for 0 ^ x ^ n. 

To prove (i) we have from the definition of the stopping time T 

P [ max \Sk\ <x\T>2n] 
lSfc32n 

= 2P[0 < M2n < x; T > 2n]/P[T > 2n] 

(2) = 2P[X1 = 1; 0 < M2n < x; T > 2n]/P[T > 2n] 

r P I - K V ^ M ^ . ^ i - 1 ; 

-KS2n_1<x-l]/P[T>2n]. 

An application of the repeated reflection formula on page 78 of Bil-
lingsley [2] provides 

P [ - l < m2n_1 ^ M2n_x < x - 1; - 1 < S ^ < x - 1] 
00 

= 2 ^[2fcx - 1 < Sa,.! < (2k + l)x - 1] 
k——oo 

00 

- 2 P[ßk + l)x - 1 < Sa,.! < 2(fc + l)x - 1] 
k——oo 

where all but a finite number of terms vanish. Employing the symmetry 
of the distribution of S2n_v termwise manipulation of the series above 
gives 

P [ - l < m2n_x g M2n-1 < x - 1; - 1 < S ^ < x - 1] 

00 

= 2 {P[2fct - i < s2n_1 < (2k + i) x - l] 

- P[2fcx + 1 < S j , . ! < (2* + 1)* + 1] 

+ P[(2* + l)x + K Sa,.! < 2(k + l)x + 1] 

- P [ ( 2 f c + l ) x - K S a , _ 1 < 2 ( t + l ) x - l ] } 

= 2 {nS2 n_! = 2kx + 1] - PlSa,.! = (2fc + 1) x] 
kzzO 

+ PISa,.! = 2(fc + 1) x - 1] - PISa..! = (2k + 1) *]} 

where the second equality is valid for odd x and a similar expression 
holds for the case x even. 
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Combination of (1), (2), and (3) followed by an application of the lo­
cal central limit theorem for simple random walk given on page 81 of 
Billingsley [2] will show that if x/(2n)1/2 —* y > 0 as n —• co, then 

lim P[ max \Sk\/(2n)1/2 ^y\T>2n] 

= 2 [exp{-(2%)2/2} - exp{-[(2* + l)</]2/2} 
k—0 

+ exp{-[2(* + l)y?/2) - exp{-[(2fc + \)yf/2}] 

00 

= 1 + 2 2 (-1)* exp[-(ky)2/2]. 

The justification for interchange of limit with summation follows from 
the fact that ÎTn^E | Sn/n1/2| < +oo. 

Thus, (i) follows from the continuous mapping theorem (see [2], The­
orem 5.1) and the weak convergence of Pn

+ to P+. 
To prove (ii) we have 

P[ max |Sfc| <x\T = 2n] 
l^fc^2n 

= 2P[0 < M2n < x; T > 2n]/P[T = 2n] 

(4) = 2P[X1 = 1; 0 < M2n < x; X2n = - 1 ; T = 2n]/P[T = 2n] 

= (1/2)P[-1 < m2n_2 ^ M2n_2 < x - 1; S2n_2 = 0]/P[T = 2n]. 

Again from the repeated reflection formula and the symmetry of the 
distribution of S2n_2, after manipulation we obtain 

P[-l< m2n_2 ^ M2n_2 < x - 1; S2n_2 = 0] 

00 00 

= 2 f[S2n_2 = 2fcc] - 2 P[S2n_2 = 2(* + 1) x - 2] 
ft:r—oo ft=—oo 

= P[S2„_2 = 0] - P[S2n_2 = 2] 

(5) 

+ 2 (2P[S2n_2 = 2**] - P[S2n_2 = 2kx-2] 
k—1 

- P[S2n_2 = 2kx + 2]} 

= (l/n)P[S2B_2 = 0] 

+ ^ il i: 'w] ] p [ s-= 2 M 
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where the last equality follows from the expression for F[S2n = 2x] giv­
en in (1) and simplification. 

A combination of (1), (4), and (5) with the local central limit theorem 
produces for x/(2n)1/2 —» y > 0 as n —* oo, 

lim P[ max \Sk\/(2n)1/2 < y | T = 2n] 
n-*oo Kfc<2n 

= 1 + 2 2 [1 - (2%)2] exp[-(2%)2/2]. 

The justification for interchange of limit with summation follows 
from dominated convergence and the fact that limnE | Sn/n1/2|5 

< +oo. Hence, (ii) follows from the continuous mapping theorem and 
the fact that Pn° converges weakly to P°. 

The proof of the theorem is complete. We conclude with the remark 
that Chung [5] has verified analytically that the expressions given in (i) 
and (ii), in act, are cumulative distribution functions. 
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