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1. Introduction. Assume n and k are integers, n ^ 2 and 1 ^ k ^ n. 
Let X(n, k) = (X(l), • * \k(k)) be an ordered fc-tuple of positive in­
tegers satisfying X(l) + • • • + k(k) = n, which we call an ordered 
k-partition of n. Suppose X(n, k) is a fixed ordered fc-partition of n and 
F C 0(1) where Z C R is an interval andj > 0 is large enough so that 
the following definitions make sense. 

DEFINITION 1.1. F is said to be a X(n, k)-parameter family on J if for 
every set of k distinct points xY< x2< * • * < xk in I and every set of 
n real numbers yir there exists a un ique / G F satisfying 

(1.1) /<'>(*) = t/ir, r = 0 ,1 , • • -,X(i) - 1, i = 1, • • -, k. 

Let F(n) denote the set of all ordered fc-partitions X(n, k) of n with fc 
varying such that l â f c ^ n . I f l â r a ^ i f c i s fixed we shall define 
{X(n, fc; m)} = {^i(n,j) G P(n) : fi(n,j) is obtained from X(n, fc) by writ­
ing X(m) — 1 in the place of X(m) and inserting the integer 1 in any one 
of the k + 1 possible places in the ordered array (X(l), * * ,k(m — 1), 
X(m) - 1, X(m + 1 ) , • • -, k(k))} U {jx(n, j) G P(n) : fi(n9j) is obtained 
from X(n, k) by writing X(m) — 1 in the place of X(m) and writing 
X(i) -f 1 in the place of X(i) for any one i ^ m, leaving all the other 
X(i)'s fixed}. (In case X(m) = 1, the entry X(m) —1 = 0 is simply 
deleted so that the first of the two sets above will consist of fc-tuples 
whereas the second one will consist of (k — 1) — tuples). 

DEFINITION 1.2. F is said to be a {k(n,k;m)}-parameter family in 
case F is a jt(n, j)-parameter family for all fi(n,j) G {X(n, k; m)}. 

Suppose F is a X(n, k) and also a {X(n, k; m)}-parameter family on 
I = [a, b] and fo^F is determined by the conditions (1.1). Let 
{Xtfy- : l â j < + < » } C (ocm, xm+1) be a strictly decreasing sequence of 
real numbers such that x^ —> xm as j —> + oo (we consider in this 
paper only a strictly decreasing sequence {xmj} although similar re­
sults can be obtained for a strictly increasing sequence {xmj} C 
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(*m-i> «m) s u c n that **« "* *m as j - *+<» . ) and {cç : 1 g j < + oo } C 
R be a sequence such that cç -> t/m0 as 7 -» + oo. Also for each 7 = 1 
let fj G F be the unique function determined by 

(1-2) jS(**) = rç 
and all the conditions of (1.1) except for i = m and r = X(m) — 1. We 
will show in Theorem 2.1 that if the sequence {aj} satisfies certain 
additional convergence conditions then the sequence {f} converges 
tof0 uniformly on [a, b]. 

Thus in hypothesizing that {xmj} —» xm as j -» -I- oo we treat in this 
theorem a situation of degeneracy of boundary conditions that is not 
covered by Tornheim's convergence theorem (Theorem 5 of [5] ) for 
n-parameter families. Moreover if we have an n-th order differential 
equation of the form y{n) = f(x,y,y', • • -,y{n~l)) satisfying the as­
sumed uniqueness and existence conditions, this theorem illustrates 
how a solution to a fc-point boundary value problem can be ap­
proximated by a solution to a (k + l)-point boundary value problem 
with suitably chosen boundary values. We also give in Theorem 2.3 
an alternate set of sufficient conditions that will guarantee that f —> 
f0 as j —> + oo uniformly on [a, b]. There are several papers in the 
literature concerning k(n, fc)-parameter families or their special cases 
and [1] - [5] are a few such references. 

2. Main results. We shall introduce the following notations con­
cerning sequences of points in R X R in order to simplify the state­
ment of our main theorem. 

If {(tj ^ ) : l ^ j < + o o } C R X R is a sequence of points such 
that (tj, otj) -* (t0, c0) G fi X fi as j -^ -h oo with {tj } strictly decreas­
ing and C j £ R , i = l , , , , , f are given, then define D' otj, % = 0 ,1 , • • -, 
r recursively as follows: 

D»Oj=Oj 

Dia.EE (D«-irç _ c ._ l / ( i _ !)!)/(*. _ to). 

The following remarks which are easy consequences of the above 
definitions will be useful in the proof of our main theorem. 

REMARK 1. If lim;-_>+ „ D* otj exists and = a constant d then 
l i m ^ ooDp otj = cplp\, p = 0 ,1 , • • -, i - 1. 

REMARK 2. If t0 G (a, b) and g G Cn[a, b] is such that gip\t0) = cp, 
p = 0 ,1 , • • -, r ( g n) and g(tj) = otj, 7 = 1 then l i m , ^ XDP otj = cplp\, 
p = 0 , l , ••-,#•. 
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REMARK 3. If {(tj9ßj) : 1 S j < + oo } C R X R is such that q ^ ßj 
for a l l ; ^ 1, l i m ^ «D^ <% = lim^+ooD^ß, = Cp/p! p = 0, 1, • • -, r - 1 
and lirn^^. ooDr ĉ  and Hm;_+ooDrj3; exist, then lim;-_+ *>Dr CXJ; = 

We are now ready to state our main theorem. 

THEOREM 2.1. Let F be a X(n, k) and also a {A(n, k; m)}-parameter 
family on an interval [a, b] for some fixed integer m , l â m â l , Let 
a = xx < x2 < * • * < xk < b and yir GE Rbe arbitrary for r = 0 ,1 , • • -, 
X ( i ) - M = 1, • -,fc. Lef { ( x m j , ^ ) : l ^ j < + o o } C ( x m , x m + 1 ) X R 
be a sequence of points such that Ï) (xmj, aj) —> (xm, ym0) as j -» + oo 
with Xntf strictly decreasing (in case m = k interpret xk+l = b) and ii) 
Drctj^> ymrlr\ asj -» + oo, r = 0 ,1 , • • -, \(m) - 1. Also suppose f0 E 
F w £n# unique function determined by (1.1) and for j ^ 1, j(J G F is 
fhe unique function determined by (1.2) and aM conditions of (1.1) ex­
cept /or i = m and r = X(m) — 1. Then fj-+fo o,sj —* + oo uniformly 
on [a, fo]. 

PROOF: If the sequence {JÇ} is such that f = fj+\ for a l l ; i? g where 
q is a fixed positive integer, then we claim jÇ(x(m)_1)(xm) = t/mA(m)_i, 
j=q- Setting J5 = g for j =" qf we have by virtue of our hypothesis and 
r e m a r k 2 t h a t g ^ - ^ x j = (X(m) - l ^ l i n ^ + o o D ^ - ^ = ym A ( m )-i . 
Consequently ^ = f0,j ^ g and we are done. Now pick a sequence 
{n(i)} of positive integers so that n(l) = 1 and for each i =" %>fj = fi-i 
for i — lêj< n(ï) and^j ( i ) ^ f_v The sequence {fn(j)} clearly con­
verges uniformly if and only if the sequence {f } converges uniformly, 
so for simplicity of notation, we relabel fn{j) asjÇ, cr^j) as c^ and xmn(j) 

as x^j. Then we have f ^ fj+ x for each^' =" 1. 
Further, for each j ^ 1, f — jÇ-i-i n a s Ml)» ' ' '> M m ~~ 1)» Km) ~~ 1» 

k(m + 1), • • -,A(fc) zeros at x1? • * -,xk respectively on [a, b] and 
hence cannot have any more zeros on [a, b]. Thus jÇ — jÇ+i must keep 
a constant sign on each of the intervals (xi? xi+l), i = 0 ,1 , • • -, fc (where 
x0 = a) and consequently {jÇ} is pointwise monotone on each of the 
intervals (xh xi+i), i = 0 ,1 , • • ,k. We can further assume without 
loss of generality that fjikim)~l)(xm) ^ J/m,x(m)-i> 7 = 1 f° r if equality 
holds for some j = / then fj=fo and we can suppress f from {jÇ }. 
Now at least one of the following two cases must occur. 

Case 1: There exists an infinite number of functions f such that 

Case 2: There exists an infinite number of functions f such that 
fj^-^xm)>ymMm)-l. 
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Because of the similarity of the proofs involved we shall consider 
only the first case. In this case we claim that we can find a sub-
sequence {fJ(p)}C{fj} such that f^KxJ <fj\^-l)(xm) < • • • 
ymMm)-i- F o r l e t j ( l ) be any integer such t h a t ^ ) - 1 ) (xm) < ymMm)-i-
Then there must exist an integer j(2) >j(l) such that/^1

(!ri)~1)(xm) < 
fm)~1)(xm)<ymMm)-i' If not, for every j>j(l) we will have 
fMm)-i){Xm) <y;(x(m)-i)(Xm) < ymMm)_v This implies by virtue of our 

hypothesis on F that f(x) < J$(D (x) <fo(x) for all x, xm < x < xm + 1 

and all j >j(l). In particular q < fHi)(xmj) < f0{xm^j > j ( l ) . Con­
sequently, in view of remarks 2 and 3 we have ymMm)-i = (X(m) — 1)! 
l i m ^ - D ^ - 1 « * ^ (X(m) - 1)! l i m ^ + „ D ^ - ' j ^ , ^ ) = ^ w - D 
(xm) < t/m,\(m)-i- This contradiction proves our claim. 

For convenience of notation we shall now denote the subsequence 
ifjiP)} hY ifi} a n d set «i = - 1 + 5 ^ = i + i Mp), t = 0, 1, • • -,m - 1 
and Sf = ]Tp=m + i X(p), i= m, • - -,k (where Sm = 0). Now the se­
q u e n c e ^ } has the property that {(— 1)*$} is pointwise monotone 
increasing on (xh x i+1), i = 0 ,1 , • • -, m — 1 and {( — l)Sij5} is point-
wise monotone increasing on fe x i+1), i = ra, • • -,k. Furthermore 
{( — l)s '(/o "~ fj)} is positive on (xhxi+l), i = 0 ,1 , • • -, m — 1 and 
{(-l) s>(/o - fj)} is positive on (xi? x i+1),i = m, • • -,k. 

We now claim lim,.^ *>fj(x) = fo(x), ö = x = b. We will first show 
lin^+ooJ5k(m)~1)(*m) = J/mA(m)-l-By our choice of {jÇ} it is clear that L = 
liir^^+cog^w-1^^) ^ î/mA(m)-i- Suppose L < ymMm)-V Let g G F be 
determined by g(x(m)-1)(xm) = L and all the conditions in (1.1) except 
for i = m and r = X(m) — 1. Then jÇ(x) < g(x) < f0(x) for all x, xm < 
x < xm + 1 and all j ^ 1. In particular, oij < g(xmj) < fo(xmj) and as a 
result of remarks 2 and 3 it follows that ym*(m)-i = W m ) "~ !)'• 
limJ_,+ 00Dx(m)~1c^ ^ g(x(m)-1)(xm) < ymA(m)_1? a contradiction. Hence 

L = !/mA(m)-l-

Now suppose if possible limJ_+ »J§ (x ' ) ^ ^ò(x ' ) for some x ', xt < x ' < 
Xf+1 where t is some fixed integer 0^ t^k. Without loss of gen­
erality we can assume m ^ t^ k since the proof will be similar if 
0 § ^ m - l . So there exists an e > 0 and a subsequence of {f} 
which we again call {J^} such that \fj(x') — fo(x')\ > e. In particular 
( - l)St(fo(x ') - fj(x ')) > € for all j ^ 1. Now choose z ' G R such that 
( - l ) s < / o ( * ' ) - e / 2 > z ' > (-l)s<j$(x') + e/2 and let hEF be the 
unique function determined by h(x ' ) = z ' and all the conditions of 
(1.1) except for i = m and r = \(m) — 1. Then by our hypothesis on 
F we must have j$(x(m)_1)(*m) < h(x(m)_1)(*m) < ymMm)-i- This con­
tradicts our earlier assertion thatj5(x(m)-1)(xm) —> t/WA(m)_i as 7 -» -h oo. 
Hence limj_»+ wf(x) = /0(x), Ö g x g &. 
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Now by Dini's theorem it follows that l i rn^+ «,£(%) = fo(x), uni­
formly on [a, b]. Since from every subsequence of the original se­
quence {fj} we can extract by the above process a further subsequence 
that converges t o / 0 uniformly on [a, b], it follows that {f } converges 
to/o uniformly on [a, b]. 

This completes the proof of the theorem. 

COROLLARY 2.2. Let p(x) = 2 ^ ) - 1 (* "~ xm)rymM o,nd (xmj,<Xj) -> 
(xm, ym0) along the arc of the polynomial p(x). Let fj(x) and f0(x) be as 
defined in Theorem 2.1. Thenf(x) -+fo{x) asj-++<x> uniformly on 
[a,b]. 

In the next theorem we shall give an alternate set of sufficient con­
ditions that will ensure the uniform convergence ofjÇ to / 0 on [a, b]. 

THEOREM 2.3. Assume F,f0 and {xmj} are as in Theorem 2.1. Let 
{otj : 1 = j < + oo } C R be a sequence such that a, —» ym0 and 
(n - / o ( x ^ ) ) / ( ^ - x j * « - 1 -* 0 as j - > + oo . For eachj = 1, letf G 
F be determined as in Theorem 2.1. Then f—>fo as j -* +<*> uni­
formly on [a, b]. 

PROOF. If {f} is such that J $ = J 5 + I f° r aU 7 = 9 then we claim 
jÇ(x(m)-i)(Xm) = /0Ä("»)-i)(acm)J ê 9 for setting J$ =s g, j è 9 we have 

On taking the limit as j -» + 00 we obtain g (x(m)_1)(xm)= /0^ (m)"1 ,(xm) 
and consequently J5 = g = /o> j f = 9 a n d we are done. 

Otherwise, arguing as in the proof of Theorem 2.1, we can assume 
without loss of generality that J 5 ^ J 5 + 1 for all 7 = 1. Then for each 
7 = , fj - fJ+l has X(l), ' • -, X(ro - 1), X(ro) - 1, X(m + 1), • • -,X(k> 
zeros at xi9' • •, xfc respectively and hence cannot have any more zeros 
on [a, b] and also must keep a constant sign on each of the intervals 
(Xi,Xi+i), i = 0 , l , •••,&. Further, we can assume without loss of 
generality as in the proof of Theorem 2.1 thatj5(x(m)-1)(xm) ^ t/m,x(m)-i> 
7 = 1 . Now at least one of the following two cases must hold. 

Case 1: There exists an infinite number of functions f such that 
f.(K(m)-l)(x ) < f . 

Jj \*m} ^ i/m,A(m)-l-

Case 2; There exists an infinite number of functions f such that 
j5K»>-i>(Xm) > y ^ , , , . 

We shall consider only Case 1 since the proof for Case 2 is similar. 
We claim we can find a subsequence {jÇ(P)} C {f} such that / , .Q7 ) _ 1 ) 

(xm) </i(2?)~1)(^m) < < ymMm)-i, for let7(1) be any integer such 
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that-/m?>~1,(*">) < y'mMm)-i- Then there exists an integer;(2) >j(l) 
such imfìM-^xJ <fJ%

)-l)(xm) < ymMm)~i- If not.jorallj > j(l) 
we will have 

(A) //<m>-1)(*m)<j#1
(r,_1> ( ^ K / o ^ - ^ S m ) 

We also have 

(aj - f0(x^))l(xmj - xmy^-i = 

(J$(x(m,-1)(*m) - fo^-'KxJÌKkrn) - 1)! + o(l). 
On taking the limit as j —> + <» by virtue of our hypothesis we obtain 
that J$(x(m)_1K*m)^/o(x(m)_1)(*m) as j -> +<», a contradiction to as­
sertion (A). This proves our claim. 

For convenience of notation we shall again denote the subsequence 
ifj(p)} by {fj}. Now the sequences {f} and {f0~fj} have the 
properties of monotonicity and positiveness respectively on the in­
tervals (xh xi+l), i = 0 ,1 , • • -, k as in the proof of Theorem 2.1. Also 
from our choice of {f } it follows that l i m ^ + o o j ^ ^ - ^ m ) = / 0

( x ( m ) _ 1 ) 

(xm). The rest of the proof is similar to that of Theorem 2.1 and is 
omitted. 

This completes the proof of the theorem. 
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