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FORMALLY SELF-ADJOINT 
QUASI-DIFFERENTIAL OPERATORS* 

A.ZETTL 

Introduction. In the study of ordinary differential operators the 
class of formally self-adjoint differential expressions plays an important 
role. Such expressions generate symmetric operators in the L2 spaces, 
and hence the well developed theory of symmetric and particularly 
self-adjoint operators in Hilbert space (or more generally in Banach 
spaces) can be applied to study the spectrum of such operators, among 
other things. 

The classical definition of formal self-adjointness — see the book by 
Coddington-Levinson [3, p. 84] —is as follows: consider the nth 
order differential expression: 

(1) Ly = pn(/<»> + pn^"-1) + ••• + p0y , 

where 

(2) pi GO fori = 0,1, • • - , n , 

and the adjoint operator L + defined by 

(3) L+y = (-l)»(pn!/)<»> + (-l)«-i(p„_ l£ /)<«-D + • • • + p0y. 

The expression L is said to be formally self-adjoint if L = L+. 
It is well known —see Neumark [6] or Dunford and Schwartz [5, 

p. 1290] —that every formally self-adjoint differential expression L 
whose coefficients satisfy (2) is of the form 

[n/2] [(n-l)/2] 

(4) s ( - i ) W ) ü , + 2 *[(%ü))'-1 + (%>+1)(j)], 

where ajy bj are real. 
In particular every formally self-adjoint differential expression L 

with real coefficients satisfying (2) is of even order n = 2m and has 
the form 
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m 

(5) £ (-l)^yc/))ü) 
j=0 

with a,- real. 

For m = 1, (5) reduces to the Sturm-Liouville operator 

- ( a i ! / ' ) ' + öoy. 

On the other hand it can readily be shown, by "removing the paren­
thesis," that every expression of the form (5) with a{ €E C* is a formally 
self-adjoint expression. 

It is interesting to note that the concept of formal self-adjointness 
can be defined in a broader sense, to be specified below, which yields — 
as a special case —that the expressions (4) [(5) in the real case] are 
formally self-adjoint even if no differentiability assumptions are made 
on the coefficients ajy bj — in this case, of course, the parenthesis in the 
expressions cannot be removed and so the form must be kept intact. 

Many authors, e.g., Dunford and Schwartz [5, p. 1290], list (4) [or 
(5) in the real case] as the most general formally symmetric or self-
adjoint differential expression. 

Here we develop formally self-adjoint differential expressions much 
more general than (4) [or (5) in the real case]. Although these 
more general expressions were used by Shin in 1938 [7] they seem 
not to have been widely noticed. We give a description of formally 
self-adjoint differential expressions L in terms of the matrix F in the 
vector matrix representation Y ' = FY of the equation Ly = 0 which 
seems to us to be a natural one. Also, using the techniques of Akhiezer-
Glazman [1] and Neumark [6], we obtain the characterization of 
all self-adjoint extensions of the symmetric operators in L2(I) — 
generated by these general real formally self-adjoint differential ex­
pressions—for I a compact interval [a,b] SL complete characteriza­
tion is given in terms of two point boundary conditions at a and b — 
this characterization is completely independent of the coefficients of 
the differential expression. In the case of the interval [0, oo ) our 
characterization depends on the operator — hence on the coefficients, 
except in the case when the deficiency index is half of the order of the 
differentiation, in that case the characterization is given directly in 
terms of boundary conditions specified at the point zero only. (For 
/ = ( — oo 9 oo ) the determination of the deficiency indices can be re­
duced to the half-line case [0, oo ) by standard techniques — see 
[1, Theorem 3, p. 173] or [6, VIII, p. 184].) 

In this paper we do not attempt to give a comprehensive account of 
the use of quasi-differential expressions in the literature nor do we 
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try to give an historical view of their development. The use of various 
forms of ordinary quasi-differential expressions in the literature has 
been extensive. The interested reader is referred to the paper by J. H. 
Barrett [2] with its long list of references. 

In section one general quasi-differential expressions and their ad-
joints are developed and the Lagrange identity and Green's formula 
are obtained. Section two reviews some basic properties of general 
quasi-differential equations. In section three basic properties of dif­
ferential operators in the Hilbert space L2(I) which are defined in 
terms of differential expressions are developed for the case when 7 
is a compact interval [a, b]. In section four the characterization of all 
self-adjoint extensions of the minimal operator is given for the com­
pact interval case. Sections five and six treat the case when 7 = [0, oo ). 

1. Quasi-Differential Expressions. Just as the second order quasi-
differential operator (py')' + qy enjoys many advantages over the 
more classical y" + ry' + sy so one can formulate quasi-differential 
expressions of higher order to replace 

î / ( n ) +Pn- i î / ( n - 1 } + " • + ? # ' + ?(#. 

Among the advantages of these over the classical ones are: 
a. They are more general. 
b. A formal adjoint can be defined which has the same "form" 

as the original. 
c. Smoothness conditions on the coefficients are not needed 

in deriving the Lagrange identity — consequently the 
necessary and sufficient conditions for adjointness and in 
particular self-adjointness of two point boundary value 
problems can be stated very simply in terms of the matrices 
defining the boundary conditions only. 

We now define these quasi-differential expressions. Let 0 be any 
non-degenerate interval and let k denote a positive integer > 1. 
Suppose F = (fij) is a k X k matrix of complex valued functions 
satisfying 

(i) fij = 0 a.e. on 0 for j > i + 1 
(ii) f{j G L\a,ß) for j^i+1, a,ß<E0, and / M + 1 ft 0 a.e. 

Define Di? D*+, I and£ + by: 

D0y= y= D0
+y , 

% = l / /y + i [ (A. t f ) ' - i A'Di-iî/] , 
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DSy = llft-i^-i f(DVi(/)' - S (-l)i+>+1/*+w,*+i-i£>A!/l > 

fori = 1, • • -,k — 1, 

ly=(Dk^y)' - S ü w A - i i / , and 

i = l 

i = l 

for all t/ for which the respective right hand side exists a.e. in 0 . Here 
we are using z* to denote the complex conjugate of z. 

The notation £ + is justified by Theorem 1 below which generalizes 
the classical Lagrange identity and plays a fundamental role in the 
study of two point boundary value problems. 

THEOREM 1. For any u in the domain of I and v in the domain of 

v*lu + (-l)k+lu(H+v)*= (Zu,(-l)kJZ+v)' a.e.in 0 

where Zu,Z+v denote the column vectors (DJU), (D^v) i = 0, • • -, 
k — 1, respectively, and (, ) denotes the usual inner product in k 
dimensional Euclidean space and J = ((~-l)'8i,fc+i-j) where 8 is the 
Kronecker delta. 

PROOF. The proof consists in showing that 

v*iu= (D2+v)* r ( D k _ 3 « ) ' - 2 2 /*-2jDj- i« 1 
L j=\ J 

k —2 k —2 

+ (*Vu)*r S fk-ijDj-v] -(D0+v)* f £ fkjDj^u 1 
L j = i J L j = i J 

+ [(Do+vFD^u - (D1
+t;)*D,_2u] '. 

Then we show that if, for i G {2, • • -, k — 2}, the following identity 
holds, then it also holds with i replaced by i + 1: 

(Zy)v* = (-1)« • (A+t,)* • F (Dfc_f_ lU)' - § /fc-jjD,.!«"! 

+ (-i)* • (DV^)* • r s /fc+i-i^_lM] 

+ (-l) '-1-(Di_ac)*-r kf f^.ijDj^u] 
L j= l J 
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+ (-l)'-2-(Dì_3»)*- f Ì / H 3 - i A l « 1 + • • • 
L fc = l J 

+ (-iy-'^-(DUv)* • f S /«»i-i« 1 

+ [(D0
+t;)* • Dfc_ lU - (Di+o)* • Dk.2u + ••• 

+ ( - 1 ) ' - ' • (DVi«)* • D*-i"] '• 

Hence this identity holds for i = fc — 1 and we obtain 

t>*to= (- l ) f c -»(Dt- iü)*[(D 0 i i ) ' - / i iDo t t ] 

+ (-l)k-l(DU2v)*(f2lD0u) + (-l)k-*(Dt-3v)*f3lD0u 

+ (-l)k-'\Dt-4v)*f4lD0u 

+ • • • + (-l)(D0
+v)*fklD0u + [(Do+ü)*Dfc_lW 

- (D1
+ü)*Dfc_2u + • • • + (-l) fc-2(Dt-2t))*D1ti] ' 

= (-l)*t*(£+t>)* + (Zu , ( - l )*JZ + u) ' . 

Note that for 

0 1 

F = 

L " / f c i —/* fc2 ~-/fcfc J 

we have iy = yk + fkkyk~l + * ' ' + fkiy a n ( i ^ + *s m e n th e classical 
Lagrange adjoint of A, i.e., £ +t/ = (~l)kyk + ( -1 )*" H/fcfc!/)*"1 

+ • • * + (~"l)(/^2j/) ' + fkiy s o that theorem 1 in this case reduces 
to the classical Lagrange identity — except that we leave the bilinear 
form (, ) on the right hand side in terms of the quasi-derivatives 
Dtuy and Dt

 +v instead of u{ and v* as is usually done. In the following 
we will refer to the result of theorem 1 as the Lagrange identity. 

For convenience we introduce the notation 

[u,v] = (Zu,{-l)kJZ+v) 
fc-i 

2 (-îy^DMDt-i-^y 
i=0 

for u in the domain of £ and v in the domain of £+ . Let D denote the 
set of all functions y G L^2 such that D{y is absolutely continuous on 
every compact subinterval of 0 for i = 0, • • -, k — 1 and %y is in La2. 
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Let D+ be defined similarly with D{ replaced by D{
+. Using this 

notation we obtain as an immediate consequence of theorem 1 

COROLLARY 1. Ifu G D , t ) £ D + , a, ß G 0 , a < ß, then 

(Ai#,t>) + (~l)k+l(u,l+v) = [u,v] |f. 

Here the parentheses denote the L2
(aiß) inner product and 

[u,v] | f= [u,v](ß)~ [u,v](a). 

2. Properties of Quasi-Differential Equations. Given a function g, 
by a solution of 

(1) % = g 

we mean a function y from 0 to the complex numbers C such that 
Diy for i = 0, • • •, k — 1 is absolutely continuous on every closed 
finite subinterval and (1) is satisfied a.e. on 0. 

Similarly, given a vector (matrix) function G we define a solution of 

(2) Y' = F Y + G 

to be a vector (matrix) function Y which is absolutely continuous and 
satisfies (2) a.e. 

It follows from the definition of I in terms of the matrix F that (1) is 
equivalent to (2) where Y = (Diy) i = 0, • • -, k — 1, and G is the 
column vector [0, • • *,0,g] . By equivalence here is meant that, 
given a solution y of (1) if we form the vectors Y and G as indicated, 
then Y is a solution of (2) and conversely, for G of the indicated form if 
Y is a solution of (2) then its first component will be a solution of (1). 

Consider the matrix equation 

(3) Y '=FY. 

From the fundamental existence and uniqueness theorem it follows 
that for each u G 0 (3) has a unique solution Yu defined on 0 and 
satisfying Yu(u) = Z, where I denotes the k X k identity matrix. This 
theorem is easily proven by the Picard successive approximation tech­
nique. The reader not familiar with this is referred to [6, Satz 1, p. 
165]. Let 

(4) M(t,u) = Yu(t) for t,uG (J. 

Let / be any k X k constant matrix satisfying 

(5) / - i / * = /or / - i / * = - 7 , 

and define 
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(6) H= -J~lF*J. 

Denote the unique solution of 

(7) X ' = HX 

satisfying X(u) = Z by XM. Let 

(8) N(t,u) = Xu(t) for tyu E (J . 

THEOREM 2. For any t,u G 0 

(9) M(t,u) = J-W(u,t)J. 

PROOF. For a given u G 0 let Z(t) = J-l*M*(t,u)J*N(t,u). Then 
Z'(t) = 0 and Z(u) — I. Hence Z(t) = I which is equivalent to theorem 
2 in view of N(t, u)N(u, t) = /. This last result is a consequence of the 
fact that N(t,u) = <f>(t)<f>~l(u), where <f> is any fundamental matrix of 
X ' = HX. 

COROLLARY 2. For J = (( — l) i8g t+1_ i), where 8 is the Kronecker Ô, 

(10) Afy(t, U) = ( - l ) ' + ^ f c + 1 . M + 1.4(u, *). 

We remark that I is related to F exactly asi+ is related to H. 

THEOREM 3. Suppose the vector G is locally integrable and x0 G 0. 
If Y is a solution of (2), then 

(11) Y(t) = M(t, x0)Y(x0) + f M(t, u)G(u) du. 

Moreover for any given value of Y(x0) formula (11) defines a solution 
o/(2). 

PROOF. Check by a direct computation that (11) defines a solution 
and use the uniqueness theorem. Formula (11) is known as the varia­
tion of constants or variation of parameters formula. 

Corollaries 3 and 4 below are immediate consequences of formula 
(11) and the noted equivalence of (1) and (2). 

COROLLARY 3. For g locally integrable, the solution y of (I) satisfy­
ing Diy(x0) = cti+ifor i = 0, • • -, k — 1 is given by 

k Çt 

(12) y(t) = 2 Mu(t,x0)ai + Mlk(t,u)g(u) du. 
i - l ixo 
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COROLLARY 4. For g locally integrable the solution yof(l) satisfying 
Diy(x0) = Ofor i = 1, • • -, k — 1 is given by 

(13) y(t) = I" Mlk(t,u)g(u)du. 

Furthermore 

(14) D # ( t ) = P M i + I t f c(t , i i)g(i i)diiybfi=0, - - s f c - l . 
. /x 0 

Similarly the solution y of the adjoint equation 

(15) A + y = g 

satisfying Di+y(x0) = Oj+1 (trifft g locally integrable) can be repre­
sented by 

(16) y(*)= S Nli(t,x0)ai+ f Nlk(t,u)g(u)du. 

For a function P(t,u) of two variables we use the notation P( -, w) 
to denote the function whose value at t is P(t, u) and, similarly, P(t, • ) 
for the function whose value at w is P(£, w). We note 

Remark 1. For any u G , MH( -,u) and NH( -,ti), i = 1, • • -,fc, 
are bases for the solution spaces of£j/ = 0 and£+y = 0, respectively. 

Theorems 4 through 7 below are stated for the sake of completeness. 
The proofs of corresponding theorems given in [5] can be adapted 
readily into this context. 

THEOREM 4. Suppose / £ L'(aJS) for every a ,ß G 6, x0 G 0 , c0, 
• • -, ck_1 G C. Then ly = / with Diy(x0) = ci? i = 0, • • -, fc — 1, 
/i#s a unique solution. Furthermore, iff c{ and all the coefficients of 
9, are real, then the (unique) solution is also real. 

DEFINITION. For any set of functions t/l5 • • -,ym for which Dvyh 

p = 0, • • -, m — 1, i = 1, • • •, m exist we define the Wronskian W = 
W(?/i, * * *, ym) as follows 

W = (Wij)where u?y = A-i t / j , i, j = 1, • • -, m. 

THEOREM 5. Suppose yl5 • • - ,yk are solutions of %y = 0. (ft/!, • • -,yfc 

ore linearly dependent on 0, then W(x) = 0 /or et>en/ x G O . /f /or 
some x0 G # , W(x0) = 0, then yiy • • -, yk are linearly dependent. 
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THEOREM 6. The set of all solutions oftiy = 0 forms a k-dimensional 
vector space over C. Furthermore, if all the coefficients of I are real, 
then the set of real solutions forms a k-dimensional vector space over 
the reals. 

THEOREM 7. Suppose fŒL(a ß)for every a,ß G 0 and yx, • • -,yk 

are linearly independent solutions ofly = 0. Let x0 G g, and let 

vj= (~l)k+iW(yl9 • • - , ^ - 1 , ^ + 1 , * • ;ykW(yl9 • • ;yh). 

Then, ifly = / , there exist al9 ' • -, ak G £ such that 

y(x) = S «y**) + 2 yi(x) P *<(*)/(*) dt > 
i = l i = l x° 

for each x G 0. Moreover for any choice of the oti, the above formula 
yields a solution of%y = / . 

THEOREM 8. Suppose — o o < a < f o < o o and g = [a, b]. For any 
Of, ft i = 0, • • •, k — lin C there exists 

(a) w G D swc/i tfiaf Diw(a) = a», Dito(b) = ft, i = 0, • • -, fc — 1 
(b) z E D + «MCA that Di+z(a) = «i, D^z(b) = ft i = 0, • • -, fc - 1. 

Since theorem 8 might not qualify as a standard theorem we give 
the following proof which is adapted from [ 1]. 

PROOF (part a). Let z{, i — 0, • • -, k — 1, denote the fundamental 
set of solutions of l+y = 0 such that Dk_i_1zi(a) = 1 and all other 
quasi-derivatives are zero. L e t / G L?2 be such that 

i=0 

(There exists such an / in fact for any y{ G £, i = 0, • • -, k — 1, let 
/ = X C Ä then the determinant of the coefficients of the equations 
(fZi) = y{ is the Gram determinant |(Zj, Zj)| which is not zero.) Let 
t/ be the solution of Hy = /satisfying Dij/(fo) = ft. Then by Corollary 1 

(%,Z,.) = [y,^] È. 

Hence Xf=o (~ l)*+ i + 1D#(fl) DX^.^a) = 0, and consequently 
Diy(a) = 0, f = 0, • • -, /c — 1. We have shown the existence of a 
y Ei D with the properties Diy(a) = 0, Diy(b) = ft, i = 0, • • -, k — 1. 
Similarly we can show the existence of an x G D such that DiX(a) = a* 
and DiX(b) = 0. The function w = x + y has then property (a) of the 
theorem. The proof of part (b) is entirely similar. 
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3. General Properties of Operators Defined by Quasi-Differential 
Expressions in the Regular Case. By the regular case is meant that 
the interval 0 is closed and finite. Let 0 = [a, b]. Let 

D0 = {y G D | Diy(a) = 0 = D#(fc), i = 0, • • -, k - 1} , 

D0+ = {y G D+ | A+itffl) = 0 =Di+y(b), i = 0, • • • , * - 1}. 

Let Lo be £ restricted to D0, and let L0
+ be £+ restricted to D 0

+ . Our 
study of differential operators will take place in the context of the 
Hilbert space Ji — L^a b]. 

THEOREM 9. Suppose / E J / . Then ly — f has a solution in 
D0 if and only if fis orthogonal to every solution ofl+y = 0. 

We will give two different proofs of theorem 9; the first is adapted 
from [ 1] and the second may be new. 

FIRST PROOF. Denote the solution space of l+y = 0 by S+. Let y 
be the unique solution of %y = f satisfying D^a) = 0, i = 0, • • -, 
k — 1. From theorem 1 it follows that for every v G S + 

(f,v) = (SLy,v)= [y,v](b)= % (-l)k+i+lDiy(b)(DU_lv(b))*. 

Now if Diy(b) = 0, i = 0, • • -, k — 1, then we have immediately that 
(f s+) = 0. On the other hand, if (/, S+) = 0, then [y, v] (b) = 0 
for every Ü G S + and hence Djt/(fo) = 0, i = 0, • • -, k — 1 since the 
Dj+v(bys can be made arbitrary. 

SECOND PROOF. Again let y be the solution of Zy = f satisfying 
Diy(a) = 0, t = 0, • • -, Jfc - 1. Then by Corollary 4 

y(t)= I"' Mlk(t,u)f(u)du. 
I a 

If Diy(b) = 0, then /J Mi+hk(b, u)f{u) du = 0 and by Corollary 
2 , / i s orthogonal to Nlfc_,( •, fcj. Hence (/, S+) = 0. 

On the other hand, if (/, S+) = 0, we simply reverse our steps above 
and conclude that 

Diy(b) = 0, t = 0, • • - , f c - 1. 

From the second proof it follows immediately that L 0
_ 1 is a com­

pact operator (from its domain S + 1 onto D0). 
Denoting by RQ and RQ+ the ranges of L0 and L0

+ , and by S and 
S+ the solution space oily = 0 and£+t/ = 0, respectively, we have 
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COROLLARY 5. Ji = S+ 0 Ro and <H = S 0 fìo+. 

PROOF. The second part of the corollary is merely a restatement of 
theorem 6 and the first part is obtained by using £+ and D0

 + in place 
of £ and D0 respectively. 

THEOREM 10. Each ofD0 and D0
 + is dense in J/. 

PROOF. We prove only that D0 is dense since the argument for 
D0

 + is entirely similar. Suppose / i £ J / such that (h, v) — 0 for all 
v G D0. Let Z+y = /i. Then as a consequence of theorem 1 we have 

(£o,y) + ( - l ) * + ' («,A+y)= [e,y] \b
a = [ c , y ] ( b ) - [u, y] (a). 

Since [u, j/] |o = 0 for v G D0 we conclude that (to, y) = 0. Hence, 
h = £+t/ = 0, since t/ G S+ by the corollary to theorem 9. 

Let L, L+ denote the operators defined by the differential expres­
sions £, £+ restricted to the sets D, D+ respectively. 

THEOREM 11. (a) L0* = (~l) f cL+ , 
(b) L o + * = ( - l ) * L , 
(c) L 0 = ( - 1 ) * L + * , 
(d) L o + = ( - l ) * L * , 

where * denotes the Hilbert space adjoint. 

PROOF. We will prove only part (a) since the other parts are entirely 
similar. From the Lagrange identity 

(L0x, y) = (x, ( — l)kL+y) for every x G D0, y G D + . 

Hence ( - 1 ) * L + C L()*. 

Suppose u G Dz o*. We want to show that w £ D + and L0*w = 

(-l)kL+u. L e t £ + ü = (-l)*L0*u. By theorem 1 

(L0x,v)= (x,(-l)*L+t>), 

and by the definition of L0* 

(L0x, w) = (x, L0*w) = (x, ( - l)kL+v) for all x G D0. 

So (LoX, ti — v) = 0, and hence, by Corollary 5, u — v G S+ C D + ==> 

w G D + . Also since (L0x, w) = (x, L0*w) and (L0x, w) = (x, (— l)kL+u) 
for x G D0, we have L0*u = ( —l)feL+w. Since the adjoint of an 
operator is always closed it follows from theorem 8 that L0, L0

+ , L, L + 

are all closed. 
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4. Self-Adjoint Extensions on a Finite Interval. For this section 
we assume, in addition to our basic assumptions (i) and (ii), that F 
is real, of even order and satisfies 

( - l ) * / F * / = F w h e r e / = ( ( - l )*8 i j f c + w ) . 

This is our real formal self-adjointness assumption, i.e., £ = &+ and 
the coefficients of £ are real. Under these assumptions L0 is a sym­
metric operator with deficiency indices (fc, k). The fact that L0 is 
symmetric follows from the Lagrange identity and theorem 10, the 
deficiency indices being (k, k) is due to the fact that, on a finite interval 
[a, b], all solutions of ly — ky = 0 for all A E C are in L2

(a>b) and 
theorem 11. 

Note also that, under these conditions, any self-adjoint extension 
L' of L0 "is between" LQ and L, i.e., L0 C L ' C L; so that Lf is deter­
mined by its domain D ' . This domain can be characterized by the 
following lemma which is a consequence of the Lagrange identity. 

LEMMA 1. Suppose p G D and let D' denote the domain of a self-
adjoint extension L' of LQ. Then p G D ' if and only if [p,*l*]%= 0 
for every ^ G D ' . Furthermore given a linear manifold D',D0 C D ' C 
D, having the property of the theorem, then D ' is the domain of a self 
adjoint extension of LQ. 

We wish to characterize D ' in terms of boundary conditions. To do 
this we let r)±i denote the eigenmanifolds of L = LQ* belonging to 
+ i and use 

THEOREM 12. D = D0 © i^ 0 rj^. 

This theorem is a special case of a well known result which character­
izes the domain of the adjoint of any symmetric operator in abstract 
Hilbert space — see [6, p. 98]. 

The next theorem is also a special case of a well known fact from 
abstract Hilbert space theory — see [5, Satz 8, p. 152]. 

THEOREM 13. Let U be a unitary transformation with domain rji 
and range j)_i. Then 

D' = D 0© {*+ t/x|xGifc} 

is the domain of a self adjoint extension of LQ. Furthermore all self 
adjoint extensions of L0 have their domains generated in this manner. 

LEMMA 2. Suppose D' is the domain of any self adjoint extension 
of LQ. Then there exist wiy i = 1, • • -,/c, in D' which are linearly 
independent mod D0 and satisfy 
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(17) [Wi, wj] b
a = Ofor i,j=l,---,k 

such that D ' consists of all <p inD with the property 

(18) [V,wj]i=0jbrj=l,--;k. 

Moreover, given wiy i = 1, • • -, k, in D which are linearly independent 
mod D0 and satisfy (17), the set of all <p in D such that (18) holds is the 
domain of a self-adjoint extension ofL^. 

PROOF. Let D ' denote the domain of a self-adjoint extension of L0. 
By theorem 13 there exist w{ in D', i = 1, • • -, k, which are linearly 
independent modulo D0 such that every <p G D ' can be represented 
as <Po + 2^= i a^J0^ f° r ^o ^ Do a n d oti G d. From lemma 1 we know 
that [wi, Wj] h

a = 0 for i,j = 1, • • -, k. We now assert that D' consists 
of all <p G D which satisfy (18). Let <p G D such that [<p, o><] S = 0 
for i = 1, • • -, k. Then for any i/*0 G D0, a* G £, [<p, ijß0 + j)^=i « ^ d S 
= 0, hence [^, i\t]b

a = 0 for every i/f G D ' and by lemma 1, <pVD'. 
On the other hand, if <p G D ' , then [<p, Wi]h

a = 0 since w{Œ D' for 

Now suppose that u^ G D for i = 1, • • -, k satisfy (17) and are 
linearly independent mod D0. Define D' by (18). 

We conclude that %p are k + 1 linearly independent solutions of 
(A : B)X = 0. (Here A, B are the k X k matrices with components 
a>ip bij respectively and (A : B) denotes the k X 2k matrix whose 
first k columns are those of A and whose second k columns are those 
ofB.) 

This contradiction establishes our claim. Next we note that Dx C D '. 
Therefore D ' = D ' x . We now complete the proof by showing that 
D' satisfies the conditions of lemma 1. Let </>, \p £ D ' with <£ = 

[*> +] « = [<*>o> * £ + 2 *Ä[u><, «>,£ = 0. 

Also suppose <f> Œ D such that [0, I/J] £ = 0 for every \\$ G D'. Then 

i = l J t = l 

Since this holds for all a{ G £, we must have [<f>, w^\ b
a = 0, hence 

0 G D ' . 

We can now give the complete characterization of the domains of 
all self-adjoint extensions of L0 in terms of two-point boundary condi­
tions. 
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THEOREM 14. If D' is the domain of a self-adjoint extension of L0, 
then there exist kX k matrices A, B with the properties 

(19) the rank of the k X 2k matrix (A : B)isk 

(20) AJA*J = BJB*J where J = ( ( - l)%,k+1-j) 

such that D ' consists of all <f>inD satisfying 

(21) A4>(a) + B0(b) = 0 

with 4> being the vector (Dt<j>), i = 0, • • -, k — 1. Furthermore, given 
matrices A and B of order k having properties (19) and (20), then the 
set of all <f> in D satisfying (21) is the domain of a self-adjoint exten­
sion of L0. 

PROOF. Suppose D ' is the domain of a self-adjoint extension of L0. 
By lemma 2 there exist w{G. D ' which are linearly independent 
mod D0, satisfy (17) and are such that D ' is characterized by (18). Let 

(22) 
f o r i , j = 1, • • -,fc , 

and observe that conditions (18) become (21). Note also that 
k k 

[wuWj]h
a= 2 djpDp-iWiia) + Y KDv-iwi(b) 

P=I P=I 

k k 

= Ê (-i)po/P3<,fc+i-P- 2 ( - i )»*A + i -p . 
P + l P = I 

Hence conditions (17) reduce to (20). 
We now show that conditions (21) are linearly independent by 

showing that the rank of the k X 2k matrix (A : B) is k. Suppose that 
for some constants c{ 

k k 

2 Ci<iij = 0 = 2 cibij for j = 1, • • -, k. 

Then 

i = l i=\ 

1 = 1 
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and similarly 

0 = i (-l^CiD^jwM 
t = l 

This implies that 5)^-i CiW{ is in D0, and therefore c{ = 0 = c< for 
i = 1, • • -,k. 

We have shown that, given a self-adjoint extension of L0, its domain 
consists of all functions <p Œ D which satisfy boundary conditions of 
type (21) having properties (19) and (20). It remains to show that the 
converse holds, i.e., given matrices A, B of order k satisfying conditions 
(19) and (20), if D ' is the set of all <p 's in D such that (21) holds, then 
D ' is the domain of a self-adjoint extension of L0. 

Clearly D ' is a linear manifold containing D0 and contained in D. 
By theorem 8 we know that there exist \JO{ 6: D, i = 1, • • -, k such that 
(22) holds. To see that the linear independence of equations (21) 
implies that the u>/s are linearly independent mod D0 we need only 
to rearrange the steps in the argument for the converse statement above. 
Similarly it follows that the wis satisfy (17) and (18). We now know 
that D ' consists of all <p's in D which satisfy (18) with respect to a set 
wi9 - - -,wk in D satisfying (17) and which are linearly independent 
modulo D0. From the proof of lemma 2 we also know that dim D ' = 
k mod D0. 

Consider the set Di of all functions \jß of the form 

k 

i = l 

where I/J0 G D0 and the a^s are constants. Then Dx (Z D ' and 
dimD x = /cmodD0 . Hence DY = D'. Now observe that for any 
<pGD', [<f$]ba = O f o r a l l ^ G D ' , a n d i f ^ i s i n D s u c h t h a t [<p, $] h

a = 
0 for all i f i G D ' , then in particular <p satisfies (18) and hence <p G D\ 
so that D ' satisfies the conditions of lemma 1 and is therefore the 
domain of a self-adjoint extension of LQ. 

We close this section with some remarks. 

Remark 2. Conditions (20) are precisely those obtained in [3] by 
entirely different methods (and under an additional hypothesis on 
F) which characterize self-adjoint two point boundary value prob­
lems. 
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Remark 3. Our assumption that L0 is generated by an even order 
differential expression can be removed if we replace L0 by iL0 in the 
odd order case. 

Remark 4. In the case when L0 is generated by the differential ex­
pression (py ')' + qy where p and q are real continuous functions the 
conditions (20) reduce to det A = det B if A, B are real. 

5. The Case of One Regular and One Singular End Point. In this 
case we may assume that our interval is [0, oo ). 

Let D0 ' denote the set of all functions in D which vanish outside of 
a compact subinterval. (This compact subinterval may be different for 
different functions). Let L0 ' denote the restriction of L to D0 '. 

LEMMA 3. For y G D0 ' , z G D,we have (LQ 'y, z) = (y, ( — l)kL+z). 

PROOF. Let [a,ß] be a subinterval outside of which y vanishes. It 
follows that D{y, i = 0, ? • *,fc — 1, vanish outside [afß] and at the 
endpoints a,ß also. Hence by theorem 1 we have 

\" % ) z = ( - l ) f c \" yî{z)-
> a 'a 

The lemma follows since y and&y vanish outside [a,ß]. 

LEMMA 4. D0 ' is dense in S. 

PROOF. Suppose h G Ji with (h, D0 ') = 0. 
Let l+y — h. We show that for any subinterval À = [a,ß] of 

[0, oo )? h = 0 a.e. on A. Denote by D0 A all functions in D whose quasi-
derivatives of orders 0 to k — 1 vanish at a and ß. By theorem 1, for 
any* GD0A, 

(y ,Lox)=( - l )* (x ,L + y) 

holds on A. But (x, L+y) = (x, h) = 0 since x can be considered de­
fined on [0, oo ) with values zero outside of A. Hence, by Corollary 1, 
y is in S+ on A, and we have h = i+y = 0 a.e. on A. Since A is arbi­
trary, h = 0 a.e. and the lemma is established. 

For the remainder of this section we again assume that the dif­
ferential expression iy is formally self-adjoint, of even order, and has 
real coefficients. 

In this case it follows from the last two lemmas that L0 ' is a sym­
metric operator. Consequently it has a closure which we denote by 
L0. 

THEOREM 15. Lo* = L. 
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PROOF. By lemma 3 , L C L o ' * = L0*. We want to show that L0* C 
L, i.e., DLf* = DL= D andLo*^ = Lift for ifj G D. Let ^ G DL Q*. 

There exists I/J0 G D such that £t/f0 = L0*^. Let a > 0 and choose a 
g G L^o oo) which vanishes outside of [0, a] and which is orthogonal 
to the solution space of %y = 0 on [0 ,a] . By theorem 9 there exist 
V? such that lip — g and D^(0) = 0 = Di<p(a), i = 0, • • -, fc — 1. 
Extend <p by letting it be zero at all £ where t > a. We have <p Œ DL> 
and (g, <//) = (L0<p, i/0 = (<p, Li/>) = (<p, L0*^). Also (g, ip0) = (L0<p, tjr0) 
= (<p, L^o) = (<P, ̂ o*^)- Hence (g, 0 - ^ 0 ) = °> and, by Corollary 1, 
ifß — \jj0 is in the solution space of £y = 0 on the interval [0, a]. Since 
this holds for all a > 0, ifj — i^0 is a solution on [0, oo ). Hence \fj G D 
and Li// = L^ 0 = L0*i^. 

Jtemarfc 5. H> G DLo, then Dt<p(0) = 0, i = 0, • • -, k - 1. 

PROOF. Let a > 0 and let i// G D such that i/f (£) = 0 for t â a. 
By the previous theorem t/> G DLo* , hence (L0<p, ^) = (̂ >, Lo*t/f). 
By theorem 1 

Hence [<p, ̂ ] o = 0 which implies [<p, ifj] (0) = 0. Since the value 
of Diifß can be chosen arbitrarily, the result follows. 

Since the coefficients of £ are real, the deficiency numbers of LQ are 
equal. 

Furthermore we have 

THEOREM 16. The deficiency index mo/Lç satisfies fc/2 ^ mie k. 

PROOF. The right inequality follows from the previous theorem. 
For the proof of the left inequality we use theorem 12, i.e., that 

D = DLO* = D0 e m © v-v 
Since the deficiency spaces r)±i are the eigenmanifolds of L0* = L 

belonging to + f, it follows that 

dmrfy = d i m ^ = m. 

From the above representation of D we can infer that the maximum 
number of elements in D which are linearly independent mod D0 = 
Df is 2m. We now show that there exist k elements in D which are 
linearly independent mod D0. Let (p{ G D, i = 1, • • -,k such that 
det (Di-i<pj(0)) j4 0. One way to show that such <p/s exist would be to 
choose a > 0, let A = [0, a]. Then by theorem 8 we can choose 
functions (p{ in DA such that we can assign arbitrary values to 
Di<Pj '(0), and we have Di<pj(a) = 0. Then let 
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^ ) = Ì 0 for*>«. 
Suppose (p = 2«=i W* ^ A)- Then by the remark following theorem 
15, 2**-i ciDi(0) = 0, j = 0, • • -, Jfc - 1. Hence det (Dj_liPi(0)) / 0 
implies Ci = 0, i = 1, • • -, k. We have shown that k ^ 2ra, hence 
fc/2 g m. 

6. Self-Adjoint Extensions on the Half-Line. Throughout this sec­
tion we retain the assumption that our interval 0 is [0, oo ) and that F 
is real, of even order k and satisfies 

( - 1 ) * / F * / = F for J = ( ( - 1 ) V + W ) , 

i.e., the differential expression £y is of even order, formally self-adjoint, 
with real coefficients. 

Since we are working on the interval [0, oo ) we cannot claim that 
the deficiency spaces j)±i have dimension k. However we do know that 
they have the same dimension (since the coefficients of£ are real), say 
m, and by theorem 16 we know that W 2 ^ m â k. 

We now wish to characterize the domains of all self-adjoint exten­
sions of L0, as we did in section 4 in the case of a finite interval. First 
note that for u, v G. D, linv>ao[w, t;] o exists because the integrals 
JôuQLv) and îov(&u) exist. Let [u,v] o = \imt^„[u,v]l. N e x * 
note that the proof of lemma 2 is valid in our present context. We 
state the corresponding result as 

LEMMA 5. Let the deficiency indices of L0 be (m, m). Suppose D ' 
is the domain of a self adjoint extension of L0. Then there exist wh 

i = 1, • • *,m in D ' which are linearly independent mod D0 and 
satisfy 

[wh Wj] S = 0 , for i,j = 1, • • -, m , 

such that D' consists of all <p G D with the property [<p, w{] Q = 0 for 
i = 1, • • -,m. Conversely, given WiŒD, i = 1, • • ,m which are 
linearly independent mod D0 and satisfy [whw3] o = 0 for i,j = 1, 
• • -,ra; if D' = {<p G D \ [<p,Wi] % = 0 for i = 1, • • -, m},thenD' is 
the domain of a self adjoint extension ofL0. 

The conditions [<p, w^\ Q = 0 for i = 1, • • -, m of lemma 5 can be 
considered abstract boundary conditions. They depend on the functions 
Wi which depend on L and hence on the coefficients of the differential 
expression Zy. We can remove this dependence on the coefficients if 
the deficiency index m = fc/2. First we state 
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LEMMA 6. Suppose the deficiency indices of L0 are (m,m) 
where m = kl2. Then for any (p,ty Œ Dive have [<p, */>] (°° ) = 0. 

PROOF. Just as in the proof of theorem 16 we choose i j i jED for 
i = 1, • • *, k such that the i/f/s are linearly independent mod D0 and 
satisfy, for some a > 0, Djifi^a) = 0 for j = 0, • • -, k — 1, i = 1, • • -, k; 
and ijj^t) = 0 for t > a. From theorem 12 and the fact that m = k/2 
we may conclude that 

dim D = k mod D0. 

Let (p, ifj G D. There exists <p0 G D0 and constants a* G C such that 
<p = </vX*t=i Gi^i- Therefore 

[*,,</,] (oo)= [*>0, * ] ( « ) + £ <*[*,,*](«>) = [<po*](«>) 

= [*o,*] S = 0 . 

LEMMA 7. Suppose the deficiency indices of L0 are (m, m) with 
m = fc/2. If D' is the domain of a self-adjoint extension of L0? then 
there exist w{EiDf, i = 1, • • #,m which are linearly independent 
mod D0 and satisfy 

(23) [a;,, t^] (0) = 0, /or i, j = 1, • • -, m, 

5wc/i £foa£ D ' consists of all functions <p G D which satisfy 

(24) k,u>«](0) = Ofori = 1, • • -,m. 

Conversely, given w{ G D, i = 1, • -, m, which are linearly inde­
pendent mod D0 and satisfy (23), fnen £/ie se£ o/aZZ <p €z D such that 
(24) nokfc is £/t£ domain of a self-adjoint extension ofL0. 

PROOF. Lemma 7 is an immediate consequence of lemmas 5 and 6. 

THEOREM 17. Suppose the deficiency indices of L0 are (m, m) with 
m = k/2. Let Abe an m X k matrix of rank m such that 

(25) AJkA*Jm = 0, [Jp = ((-1)%J,+1_J)] , 

then the set of all <p G D with the property 

(26) A<p(0) = 0,for <p = ( D # ) , 

is the domain of a self-adjoint extension of L0. Furthermore, given 
such a self-adjoint extension, there exists a matrix A satisfying (25), 
having rank m, such that its domain consists of all <p G D satisfying 
(26). 
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PROOF. We prove the furthermore statement first. Let D' denote 
the domain of a self-adjoint extension of L0. By lemma 7 there exist 
wh i = 1, • • -, m in D which are linearly independent mod D0, 
satisfy (23) such that D ' is determined by (24). Let 

(27) Oij = (-ly+^KDk-fiDifP)), i = 1, • • % m j = 1, • • -, k. 

Then for <p G D, 0 = [<p, t^] (0) = 

£ (-l)fc+*+iD^(0)Dfc_ i_1t5 i(0), j = 1, • • -,ro , 

becomes A<p(0) = 0. In this terminology conditions (23) are 

0 = [wi9Wj](0) = 2 (-l^'D^D^^Wj 

p=0 

p=0 

fc-1 
= S ( - ^ j Ä / c - p + i fori,j= 1, • • -,m. 

p = i 

These are exactly the conditions 
A/fcA*/m = 0. 

The fact that the rank of A is m follows from the w/s being linearly 
independent mod D0 in exactly the same way as the corresponding 
result in section 4 followed. 

On the other hand, suppose a matrix A is given with the properties 
of the theorem. We define D ' as the set of all (f G D such that Atp(0) = 
0 and show that D ' is the domain of a self-adjoint extension of L0. To 
do this choose wi9 i = 1, • • -, m in D satisfying (27). Then (25) implies 
(23), and (26) becomes (24). The fact that the rank of A is m implies 
that wiy i = 1, • • •, m, are linearly independent mod D0 can be estab­
lished just as the corresponding result in connection with theorem 
14 was. The conclusion follows from lemma 7. 

Remark. The condition ( - l ) * / F * / = F where / = ( ( - l ^ô i j+ i - j ) 
is the general formal self-adjointness criterion mentioned in the intro­
duction. Any linear operator SLy which has a vector matrix representa­
tion Y' = FY where the matrix F satisfies the above condition is 
formally self-adjoint. This self-adjointness condition on the matrix F 
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means that F is invariant under the composition of the following three 
operations: "flips" about the secondary diagonal, conjugation, multiply-
ingfijbyi-iy^K 

We now mention some examples. 
1. Consider k = 2, fn = (ib0)la1 + c, fl2 = —llal9 f2i = 

(b0
2 — a0al)lal,f22 = (ib0ldi) — c where a0, a1? b0 and c are real func­

tions. The second order formally self-adjoint operator £ corresponding 
to this 2 X 2 matrix F = (fij) is: 

iy = [ — avy' + (ib0 + a^y] ' + (ib0 — a^y' + (a0 + «iC2)t/. 

For fo0 = 0 we get a second order formally self-adjoint operator with 
real coefficients: iy = [— axy' + alcy\ ' — axcy' + (a0 H- aYc2)y. If 
a2 and c are differentiable this real operator reduces to: 

ly = ( - a i * / ' ) ' + [(a\c)' + «o + ^c2]?/. 

Finally we note that c = 0 yields the Sturm-Liouville operator: 

ly= - ( a i t / ' ) ' + ßoJ/. 

2. For /c = 3 and F = (f{j) with /^ real the (anti) self-adjoint-
ness criteria are fn = - / 3 3 , / 1 2 = / 2 3 , f21 = /3 2 , / 2 2 = 0, / 3 1 = 0. 
The differential expression £ generated by this matrix F is given by 

ly = {i / /1 2[ i / /1 2( j / ' - / „ « , ) ] ' -fay}' -f21IMy' -fny) 

+ fjfi2i[ilfl2iy'-fuy)]'-f2iy}. 

The case fu — 0 reduces to Barrett's "canonical form" for real third 
order formally self-adjoint operators [2, p. 435]. The term anti-self-
adjoint is sometimes used in the odd order case. As previously men­
tioned in remark 3 the operator L0 in the odd order case is not sym­
metric (it is anti-symmetric), but ÌLQ is symmetric. 

3. For k = 4, the form of the matrix F satisfying the self-adjointness 
criterion (~l)kJF *J = F, in the real case, is: 

F = 

fn, 
f2l, 
U 
/ « , 

/ l 2 , 

/22> 

732 > 

- Ì 3 1 , 

o, 
fz3, 

/22> 

/ 2 1 , 

0 

0 

/ l 2 

" / I 

The case when ^ = 0 for i -f j even reduces to Barrett's "canonical 
form" for the fourth order self-adjoint case [2, p. 475]. The special 
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case with fl2 = 1, f23 = 1/r, f32 = p, f4l = -q and all other fy = 0 
yields the operator 

% = [(ry")'-py']' + qy 

which is often listed as the most general fourth order formally self-
adjoint differential operator. 

The author wishes to thank referee No. 1 for example 1 and several 
suggestions which, in our opinion, have improved the exposition of the 
paper. Also, we wish to acknowledge our indebtedness to the late John 
Barrett — the development of these general quasi-differential expres­
sions was inspired to a considerable extent by his work in the third 
and fourth order cases. 
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