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NUMERICAL APPROXIMATION FOR 2m TH ORDER 
DIFFERENTIAL SYSTEMS VIA SPLINES 

JOHN GREGORY AND FRANKLIN RICHARDS 

1. Introduction. In [1] an approximation theory for elliptic forms 
on Hilbert spaces was given. The principal results were concerned 
with inequalities involving the signature s(cr) and the nullity n(a) 
of the form J(x; a) defined on ^ ( a ) , where a is a member of the 
metric space (2,p) and <s4(o") denotes a closed subspace of a Hilbert 
space Jl. These results were later applied to second order differential 
systems ( [2] ). 

In this paper we consider elliptic forms whose associated Euler 
equations are self adjoint, 2ra th order ordinary differential equations 
in p dependent variables. It is shown that the inequalities hold for 
the approximation of arcs (whose component functions xa(t) satisfy 
xa E C m - 1 , xa

{m~l) is absolutely continuous, and xa
{m) G L2) by 2m th 

order splines. Thus the approximation is by finite dimensional prob
lems. The indices s(a) and n(a) are shown to be given by the num
ber of negative and zeros eigenvalues of a symmetric matrix. A descrip
tion is given for the application of these procedures to the numerical 
approximation of eigenvalue problems in this setting. 

Splines are used in this paper in two ways. On the abstract level, 
their well known approximation properties simplify the "proofs" 
needed to show that the approximating hypothesis of [1] is satisfied. 
On the applied level it is shown that splines are the right approxi
mating elements. It is interesting to observe that the "chain is com
plete", if we view splines as solutions to fixed end point problems in 
the calculus of variations. 

It is clear that ideas and results of this paper may be applied to a 
wide variety of problems; for example to eigenvalue or focal point 
problems associated with linear self adjoint systems of ordinary or 
partial differential equations. In addition these results can be related 
to problems in optimal control theory as well as the calculus of varia
tions. In a later work the results of this paper will be applied to 
numerical solution of oscillation points for 2m th order differential 
systems. 

Section 2 contains the ideas from [1] which are needed in this 
paper. In Section 3 we define the fundamental quadratic form and 
Hilbert space, and the approximating forms and spaces. Section 4 
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contains the necessary properties of splines, proofs that the approxi
mating hypothesis hold, and finally the fundamental inequalities 
(Theorems 12 and 13). Section 5 shows that the approximating indices 
s(a) and n(cr) may be obtained as the number of negative and 
zero eigenvalues of a real, symmetric, sparse matrix. Finally Section 6 
shows that general compact eigenvalue problem can be "solved" by 
our approximation methods. Theorem 16 shows that the k th eigen
value is a continuous function of the approximation parameter a. 

2. Preliminaries. We now state the approximation hypothesis given 
in [1]. These hypotheses are contained in conditions (1) and (2). In 
this paper Jr will denote a Hilbert space with inner product (x,y) 
and norm ||x|| = (x, x)1/2. Strong convergence will be denoted by 
xq => x0 and weak convergence by xq —» x0. The bilinear forms Q(x, y) 
in this paper are assumed to be bounded and symmetric. The asso
ciated quadratic form is given by Ç(x)= Q(x, x). 

Let 2 be a metric space with metric p. A sequence {o>} in X con
verges to a0 in X, written ar—»<70, if l im^oop^, a0) = 0. For 
each a in X let Jr{&) be a closed subspace of ^4 such that 

(la) if o> -» (To, xr in c#(crr), xr —> y0 then y0 is in <^r(a0); 
(lb) if x0 is in <̂ 4(c70) and € > 0 there exists ô > 0 such that 

whenever p(cr, a0) < 8 there exists xa in Jt((r) satisfying 
||*o - * J < €. 

For each a in X let J(x; a) be a quadratic form defined on CA(<T) 

with /(x, y; a) the associated bilinear form. For r = 0 ,1 , 2, • • • let 
xr be in <^-(ar), yr in Jt{ar) such that: if xr—>x0, yr=>y0 and 
ar —» cr0 then 

(2a) limr_oc/(xr, yr; ar) = /(x0, y0; <r0); 
(2b) lim^ocinf J(xr; <rr) è /(x0; a0); and 
(2c) limr^O0J(xr; crr) = J(x0; cr0) implies xr =>x0. 

The form J(x) is elliptic on Jt if conditions (2b) and (2c) hold with 
J(x) replacing J(x;cr) and cA replacing <Jt{&). The signature (index) 
of Q(x) on a subspace ß of ^4 is the dimension of a maximal, linear 
subclass C of ß such that x ^ 0 in C implies Q(x) < 0. 

The nullity of Q(x) on !B is the dimension of the space !B0 = 
{x in !B | Ç)(x, y) = 0 for all t/ in S } . In this paper we denote the index 
and nullity of J(x;a) on Jr(&) by S(<J) and n(<j) respectively. 
Let ra(cr) = 5(a) + n(a). 

Theorems 1 to 4 have been given in [ 1]. 

THEOREM 1. Assume conditions (la), (2b), and (2c) hold. Then for 
any a0 in X there exists 8 > 0 such thatp(a0, or) < 8 implies 
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(3) s(a) + n(a) S s(a0) + n(a0). 

THEOREM 2. Assume conditions (lb) and (2a) hold. Then for any 
(T0 in X there exists 6 > 0 such thatp(a0, <J) < 8 implies 

(4) s(a0) g S(<T). 

Combining Theorems 1 and 2 we obtain 

THEOREM 3. Assume conditions (1) and (2) hold. Then for any or0 

in X there exists 8 > 0 such ihatp(<j,cr0) < 8 implies 

(5) s(a0) g 5(a) ^ s(a) + n(a) ^ s(a0) + n(a0). 

COROLLARY 4. Assume 8 > 0 /wzs foeen chosen such that p(a ,a 0) 
< ô implies inequality (5) noZds. 77ien ifp(<T,<T0) < 8 we have 

(6a) n(a) S n(a0), 

(6b) n(ar) = n(a0) implies s(cr) = S(<T0) and m(a) = m(cr0), and 

(7) n(<7o) = 0 implies 5(a) = «(or0) and n(<r) = 0. 

3. The Forms J(x; a) and the Spaces <^-(cr). In this paper A will 
denote the totality of arcs x in (£, xl7 • • -, xp) space defined by a set of 
p real valued functions x : xa(t), (0 g t ^ 1; a = 1, • • -, p) such that 
xa(t) is of class Cm _ 1 ; xa

(m-1)(£) is absolutely continuous; xa
{m)(t) is 

square integrable. In the remainder of this section a denotes a param
eter with values 1,2, • • *,p; q a parameter with values 0, • • *,rn — 1; 
superscripts denote the order of differentiation; and repeated indices 
are assume summed. The inner product is given by 

(x, y) = xa
(^(0);/a^(0) + [ Xa(m)(t)ya

im}(t) dt, (m not summed) 

with corresponding norm given by ||x||2 = (x, x). 
Let X denote the set of real numbers a = 1/n (n = 1,2, 3, • • •) and 

zero. The metric on £ is the absolute value function. Let ^4(0) = cA. 
To construct £#(&) for <j = 1/n define the partition 7r(cr) 
= {kin I k = 0, 1, • • -, n}. The space <A{&) is the space of spline 
functions with knots at 7r(cr), which shall be described in Theorem 
5. The space is a p(n + 1) dimensional space. 

The fundamental (real) bilinear form is given by 

(9) J(x, y) = H(x, y) + f̂  R'a
j
ß(t)xJ\t)y ß U)(t) dt 

where 
H(x,y) = Aa

fc,V>((%,<*>(0) + B U I ï ^ O ^ f ^ l ) 
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AJ = Al
ßa, Clß = Cj* and B ^ are constant matrices; R£ß(t) = R$a(t) 

are (for purposes of simplicity) continuous functions on 0 ^ t = 1; 
and the inequality 

(10) RmaW)<t>a<t>ß ^ W*<t>ß 

holds almost everywhere on 0 ^ t ^ 1, for every </> = (01? • • ',<f)p) in 
Ep, and some h > 0. In the above a,/3 = 1, • • -, p; fc, £ = 0, 
m — 1; i,j = 0, • • -,m. 

The fundamental quadratic form is 

(11) /(x; 0) = J(x) = H(x, x) + [* R > K , ( i > ( * ) V j ) « dt. 

For cr = l/n(n = 1,2, 3, • • •) we now define the quadratic form 
J(x;<r) for x in ^ ( a ) . Thus let R%a(t) = RÌj(fe/n) if * E'[fc/n, 
(fc + l)/n) and R ^ ( l ) = ^ ( ( n - l)/n) for a,j3 = 1, • • - ,p; t j = 
0, • • -,m. Finally set 

(12) /(*; a) = H(x, x) + £ RÌ i (*k , ( f , ( 'K °'W * 

where x = [xx(t), • • ',xp(i)]9 x(t) E ^4(a). 

4. Splines and Inequalities. In this section we show that conditions 
(1) and (2) hold for the spaces <A(<T) and forms J(x;a) defined in 
Section 3. We first state the necessary results from the theory of 
Splines which we need. 

By a spline function of degree 2m — 1 (or order 2m), having knots 
at 7r(l/n), we mean a function S(t) in C2m_2(— °°, °° ) with the property 
S(t) E F2 m_! (a polynomial of degree at most 2m — 1) in each of the 
intervals ( - oo ? 0), (0,1/n), • • -, ((n - l)/n, 1), (1, °° ). Let m ^ n + 1 
and denote by 22m(n)> those spline functions of degree 2m — 1 which 
reduce to an element of Pm_i in each of the intervals (— °°,0) and 
(1, oo ). The last condition implies S(u>(0) = S<Ü>(1) = 0 for v = m, 
• • -, 2m — 2. Theorems 5 to 7 are given in [6]. 

THEOREM 5. If t/0, • • •, yn are real numbers there exists a unique 
S(t) E 22m(ft) such that S(fe/n) = yk (k = 0, * • -, n). 

THEOREM 6. Let f(t) E J\- (with p = 1), and suppose S(t) is the 
unique element of £2™^) such that S(kln) = f(kln), (k = 0, • • -, n). 

(a) //«(*) E 22m(tt) tf*en 

J 1 [*<">(*) - f <">(*)] 2 dt è fX [ Sw(0 - fim\t)] 2 dt, 

it>i£h equality if and only ifs(t) — S(t) E Pm_i. 
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(b) r (fm\t))2dt^ r (s(™\t))2dt, 
./ o > o 

with equality if and only iff(t) = S(t) in [0 ,1] . 

THEOREM 7. Let f(t) and Sn(t) G 22m(n) satisfy (for each n such 
that m S n + 1) the hypothesis in Theorem 6. Then 

(a) lim f1 [SnW(t) - /(m)(*)] 2 cfc = 0, 

(b) For each v = 0 ,1 , • • -, m — 1 

lim Sn
(t))(£) = fv\t) uniformly on [0,1] , and 

n->°° 

(c) lim f1 (Sn^\t))2 dt = f1 (fto)(t))*dt 

The following result which characterizes weak and strong conver
gence in <A = <=4(0) is found in [5]. Let a — 1, • • •, p; fc = 0, • • -, 
m — 1, then: 

THEOREM 8. The relation xq = [xqi(t),xq2(t), * * ',xqp(i)] converges 
strongly to x0 = [x0l(t), x02(t), • • -, x0p(t)], denoted by xq =>Xo> ZioZds 
if and onfy i/,ybr each a and &, x$(0) -> x$(0) and x£\t)-+xfâKt) 
in the mean of order two. Similarly xq converges weakly to x0, denoted 
by xq-*x0, holds if and only if for each a and k, x$(0)—> x£\0) 
and xjj™\t)—* x$q\t) weakly in the class of Lebesgue summable 
square functions. In either case for each a and k„ x$(t)-* x$(t) 
uniformly on 0 ^ t â 1. 

We now show that conditions (1) and (2) hold in light of the 
theorems on splines. Let x0 in <A(0) = J\- be given. For a = 1/n; 
n = 1, 2, 3, • • • let x^t) be the unique element of X2m(n) s u c n that 
xvj(t) = ^Oi(̂ ) f° r * £fl"(cr) and j = 1, • • -,p, described in Theorem 6. 
Let xjt) = [xai(t), xa2(t), ' ', x^t)]. Condition (lb) now holds from 
Theorem 8. 

THEOREM 9. Assume for each a = 1/n (n = 1,2, 3, • • •) that xa is 
the arc constructed above which agrees with the arc x0 in^?(0) =^4 
at the points TT((T). Then xa => x0. Thus condition (lb) holds. 

Since 

Ik - *o||2 = tó'(o) - 4i(0)] [^(0) - it (o)] + 

[ [*£{*) - %i(t)] [C\t) - x&Xt)] dt, 
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(where a = 1, • • -, p; q = 0, • • -, m — 1; a and q summed; m not 
summed) the result follows from parts (a) and (b) of Theorem 7. 

THEOREM 10. Condition (la) holds. 

Since <A(&) is a subspace of <A = ^4(0) for each a = 1/n, the result 
follows from the weak completeness of Hilbert spaces. 

THEOREM 11. If we define J(x; 0) = J(x) thenj(x; a) defined on c4(a) 
and given by (12) satisfies condition (2). 

For (2a) assume xr, yr in c#(ar), xr-+ x0, y0 =*> j / 0
 a n d crr = 1/r—> 0. 

Let J(x, y; cr) be the bilinear form associated with J(x; a) , then 
\J(xr,yr;<rr) - / ( x 0 , i/o)I = \J(xr> yr;or) - K*r> yr)\ + U f o , yr) - J(*o, yo)l-
The second difference becomes arbitrarily small as J(x, y) is an elliptic 
form on Jt. The first difference is bounded by 

£ [fl£(t) - J&(t)] £ (%*(*) <*' ^ M^(a)||xf|| ||y,|| =i M2^(a), 

where t/>(o-) = 2 sup {\BÌJ
0(t) — Rüsa(£)|}, a n ( i the supremum is taken 

for t in [0,1] ; i, j = 0, • • -, m; a, ß = 1, * * -, p. Thus the first 
difference tends to zero as a —> 0 by the continuity of RlJß (t) and the fact 
that both weak and strong convergence imply boundedness. 

For (2b) assume xr—> x0 and note that J(xr; <jr) — J(x0) = J(xr; ar) — 
Jfo) + Jfo) - Jfo))- A s above |Jfo;<rr) - J(xr)\ ^ M3\fß(ar) and can 
be made arbitrarily small. The result now follows as J(x) is elliptic 
and hence weakly lower semicontinuous. 

For (2c) suppose xr —» x0 and J(xr; ar) —» J(x0). We note that 

| / fo ;a r ) - J(x0)\ ^ | Ufo;*,) - Jfo) | - \J(x0) - J(xr)\ |. 

As above [Jfo; ar) - J fo) | -> 0 so that Jfo> ->Jfo))- But J(x) is 
elliptic so that xr=> x0. This completes the proof. 

THEOREM 12. Let J(x) be given by (11). Fora = 1/n (n = 1,2, • • •) 
let J(x; a) be defined on cA(a) and given by (12). Let s(a) and n(a) 
be the index and nullity ofJ(x;a) on cA(cr) and s(0) and n(0) be the 
index and nullity ofJ(x) on J{. Then there exists 8 > 0 such that when
ever \a\< 8 

(13) s(0) ^ s(a) ^ s(cr) + n(a) ^ «(0) + n(0). 

This result follows by Theorems 3, 9,10 and 11. 
In many types of problems, such as eigenvalue problems, focal point 

problems, or normal oscillation problems the nullity n(0) = 0 except 
at a "finite number of points". In this case we have 



APPROXIMATION OF SYSTEMS VIA SPLINES 113 

COROLLARY 13. Assume the hypothesis and notation of Theorem 12 
and that n(0) = 0. Then there exists a 8 > 0 such that whenever 
\<T\ < owe have 

(14) s(a) = s(0) and n(a) = 0. 

5. The Finite Dimensional Problem. In this section we will show that 
the indices s(a) and n(a) are the number of negative and zero 
eigenvalues of a real symmetric matrix. In a later paper we will apply 
the methods of this section to find oscillation points for 2m ih order 
differential equations. 

Let a,ß = 1, • • -, p; i,j = 0, • • -, m — 1; k,l = 0, • • •, n; and € = 
(a - l)(n + 1) + (Jfc + 1); n = (ß - l)(n + 1) + (I + 1). Repeated 
indices are summed unless otherwise indicated. 

L e t z = [%i(t), ' ' \zp(t)] be a fixed vec to r ing . We now construct an 
approximate vector x = [x^t), • • ',xp(t)] in <z/f(a). Assume as above 
the cAh component function xa(t) is given by €akyk(t) where yk(t) is a 
basis element of the spline space X2m(n) described in Theorem 5. We 
note that ^<«(0) = £,*«/* (i)(0) -* z/>(0) and xj^l) = &*!frw(l)-».' 
z„(i)(l)-

From (12) we have 

J(x;a)=H(x)+ jl
o R%JJtW%t)x^\t)dt 

= A i i W W ^ ^ O ) + 2B^y*«>(0)^!/*ü ,( l) 

+ ^ 4 * ^ ( 1 ) ^ «>(1) + £ R^LJß^Wy^Kt) dt 

where 

># = Aäyfc«'(0)ytü)(0) + 2BÌJ,y*«»(0)yt «»(l) 

+ c#yik<«yi«>(i) 
1 

If we set re = 4*, r „ = ^ j , , and der) = X*| we have 

(15) /(*; a) = <u*)r.r„ , 
fore,?} = 1, • • *,p(n + 1). 
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We note that the matrix (der)(a)) is symmetric. For p = 1 and m = 1 
we obtain a tri diagonal matrix for zero boundary data. For the general 
problem with zero boundary data we note that a different class of 
interpolating splines have support on at most 2m intervals. Hence our 
matrix will appear in diagonal form, each diagonal of length at most 
4m — 1, and "separated" from the next diagonal by length n. Thus the 
matrix is sparse (a preponderance of zeros) and existing computor 
techniques may be used to find the number of negative and zero eigen
values of this real symmetric matrix. 

THEOREM 14. The indices s(a) and n(a) are respectively the number 
of negative and zero eigenvalues of the p(n + 1) X p(n + 1) matrix 

(4.»). 
6. The Associated Eigenvalue Problem. We will briefly indicate 

how the above results may be applied to compact eigenvalue problems. 
Let J(x) be given by (11). The most general compact form in our 
setting is the form 

(16) K(x) = H(x) + P RV(t)xW(t)xW(t) dt, 
' o 

where 

H(x) = %ixa*\0)y^K0) + 2 B £ V ( 0 ) V ( 1 ) + CkJxa*(l)xß*(l). 

The barred matrices described in (16) satisfy exactly the same condi
tions as the unbarred matrices for J(x) in (9) and (11) except that in 
equation (16), 0 ^ i + j < 2m. That is except for the xjm)yß

im) term, 
J(x) given in (11) is a compact quadratic form. We also assume that 
K(x) ^ 0, x in eft- implies J(x) > 0. References [1] and [3] explain 
in detail the relationship between our problem and the eigenvalue 
problem for linear, compact, self-adjoint operators. 
_Set A Ì ^ ( t ) = ^ ( W n ) if * is in [kin, (k + l)/n) and S ^ ( l ) = 
R^ß((n — l)/n) where 0 S i + j < 2m. Then we may define 

K(x;a) =/?(*)+ £ B&AWKtWKt) dt. 

Let M = E1 X X be the metric space with metric d given by d(/i,1? /x2) 
= |X2 — Ai| + |o"2 — <T\\ where & = (A^o*) in M. Let K(x; 0) = K(x). 
For each real A define 

(17) L(x; /x) = J(x; or) - \K(x; a) , 

on the space Jt-(yi) = C#(<T) where /LL = (k, a). 
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We note that the results given above in the / , a notation hold in the 
L, fi notation (see Reference [1]). For example, if we define s(fi) 
= s(k, a) and n(fi) = n(X, a) to be the index and nullity of L(x; fi) on 
Jr(fi) = C#(<T), then Theorem 12 becomes 

THEOREM 15. Letk0 in El be given. Let M = E1 X X, fi = (X, a) in 
M, L(x; fi) be defined on ^f(fi) = ^4(a) and given by (17). Let fio 
= (X0,0) in M and s(fi),n(fi) be the index and nullity of L(x; fi) on 
cA(fi) = <A(&). Then there exists a 8 > 0 sucft £/ia£ whenever | a | < 8 

(18) «(/io) g s(fi) g *(/*) + n(fi) ^ «(/io) + n(Mo). 

The result follows by an extension of Theorem 3 (see Reference [1] ). 
Proceeding analogously to equation (15) we obtain 

(19) L(x; fi) = L(x; X, a) = e€,(X, <7)reI\ 

where €,i7 = 1> ' ' '>p(ft + 1). 
We note that the matrix (eCT?(X, a)) is a linear function of X, and hence 

is easily computed for each X and fixed o\ It is also symmetric and 
sometimes sparse and has the properties described for (d€V(a)). 

The following definition gives the relationship between our indices 
and the definition of eigenvalues. It is equivalent to the usual definition 
for linear, compact, self adjoint operators on a Hilbert space. 

Let cr0 in 2 be given. A real numberX0 is an eigenvalue (characteristic 
value) of J(x; cr0) relative to K(x; cr0) on cA(a0) if n(Xo, cr0) 7̂  0. 
The number n(Xo, <r0) is its multiplicity. An eigenvalue X0 will be 
counted the number of times equal to its multiplicity. If Xo is an eigen
value and x0 jé 0 in <A(a0) such that J(x0> y; a0) = X0K(x0, y; a0) 
for all y in c4(ar0) then x0 is an eigenvector corresponding to Xo-

Setting ar0 = 0, Theorem 15 relates the eigenvalues for the finite 
dimension <j-problem to the eigenvalue of J(x) relative to the com
pact form K(x) on eft. Continuity of the nth eigenvalue follows by 
Theorem 15 since n(X, 0) = 0 except at the eigenvalues of J(x) relative 
to K(x). It is a well known result, that the set A = {X in E1 | n(X, 0) ^ 0} 
had no finite cluster point. Let X* be such that L(x; X*, 0) is positive 
definite. Let Xfc(o-) (k = 0, ± 1, ± 2 , • • •) denote the (k + 1) st eigen
value greater than X* if k è 0 and the £th eigenvalue (£ = — fc) less 
thanX*iffc<0. Then 

COROLLARY 16. Ifthekth eigenvalue\k(a)(k = 0, ± 1 , ± 2 , • • •) exists 
for cr = 0 it exists in a neighborhood of a = 0 and is a continuous 
function of a. 
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