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A NECESSARY AND SUFFICIENT CONDITION FOR THE
OSCILLATION OF SOME LINEAR SECOND ORDER
DIFFERENTIAL EQUATIONS

D. WILLETT

1. Introduction. The ordinary differential equation
(L) Y+ plily =0

is called oscillatory if solutions have an infinite number of zeros in
[a, ©) and disconjugate if no solution has more than one zero in
[a, ©). The problem of oscillation for (1.1) has a long history, which
can be surveyed by referring to [2]. In [1] we proved that if the
integral of p is not “too negative™a notion which we make precise in
§3—then (1.1) is disconjugate, if and only if, the integral inequality

(1.2) v()Z P + | " va(s)ds

has a solution ¥ € C(a, ©). Here, P is an averaged integral of p,
which means

() PO = [ pls)ds

if the integral in (1.3) exists as an improper integral. We also showed
in [1] that (1.1) is disconjugate, if and only if, an integral inequality
of the form

(14) v(t) = Qt) + j " E( sp(s)ds

has a solution » € C(a, ©). Here, Q and E are nonnegative functions
depending upon P.

In §2 of this note we give a necessary and sufficient condition in
terms of nonnegative P and Q for the existence of a solution to (1.4).
In §3 we apply this result to the oscillation problem for (1.1) to obtain
a necessary and sufficient condition for the disconjugacy of (1.1).
Since (1.2) is of the same general form as (1.4), we also formulate a
necessary and sufficient condition for the disconjugacy of (1.1), by
using (1.2), provided P = 0.
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2. Analysis of the integral equation. Assume that Q(t) and
E(t, s) are nonnegative continuous functions on [a, ®) and [a, ®)
X [a, »), respectively.

Let

QB =00, Q= | Et9)Qsds,
@.1)

0ut) = [ Bt 50u i) [Quri9) +

n-2
2 3 Ouls) Js,
k=0
n=23, """
Thus,
0=Q,=>, n=01--"-.

Tueorem 2.1. Inequality (1.4) has a solution v € C(a, «), if and

only if,

(2.2) i(_)k(t)<oo, a<t< o,
k=0

Proor. Assume that (1.4) has a solution v. Since E(t, s)v2(s) = 0,
clearly

v(t) = Q(t) = Qo(t), a<t< o,

It follows inductively that

M:
£
S
]
=
=
Q
A
A
8

v(t) =

This is because

implies

v2§<k§0(_)k>

by the nonnegativity of Qx. Hence,
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v(it) = Q(t) + Jj E(t,s) [kgo Ox(s) ] ds
=0+ | B { [:2;: ks | + Qut(s) + 20u(s 2; Quts) } ds

© n—1 p
=0ot)+ [ Et,s) | S 0us)] ds+ Quirt)
t k=0

n+l

= kgo Ox(t) .

Hence, the series Zfonk(t) is bounded above and must converge.
Conversely, suppose that (2.2) holds. Then Q(t), k=0, 1, - -,

exists and is nonnegative for a < t < . Consider the successive
approximations

vo(t) = Q(t),
(2.3) v
v(t) = Q)+ [ Bt 9)viae)ds, =1,
We will show by inductign that v,(¢) exists fora < ¢ < o and
(2.4) va(t) = D Ok(?), n=0,1,---.
k=0

Clearly (2.4) holds for n= 0. Suppose (2.4) holds for n =0,
+++, m. Then v,.(t) is defined for a < t < ©, because of (2.2)
and (2.4), and

Vmer() = vm(®) = [ E(t,5)vm(s) = i (9 ds
= | B9 [n(s) = ¥mos(6)] [7m(s) + ¥mor(s)]ds
= 7 Et90ns) [ S 0w+ outs) Jas
k=0 k=0

= [T Be 9w [0n)+27S Quls) as
k=0
= Quei®),
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which establishes (2.4) for n=m + 1. Hence, (2.4) holds for all
values of n by the induction principle.
Since the series Zk 0Qx converges monotonically, we conclude that

v0= 3 Q)= Q0+ lim [ B ap.2s)ds

= Q)+ | G spas)ds

and so (2.4) is satisfied by the function »(t).
In the latter case, we have actually proven the stronger result that
(2.1) implies that the integral equation

(25) we) = Q) + | E(t spas)ds
has a solution v € C(a, » ).

3. On the oscillation of y’ + py = 0. Let

&= {f:fmeasurable on [a, ®),f=0, Jm fls)ds

- 1,
0},

8= {r€ 8 1moup ([0 [ [ [ prnan] "as) >0}

Bo= fre @ im [[ro ] [ [[roe]

Ap= A 0)= | [f(f)j plo da]dr/j:ﬂf)df

We say that a function p € C[a, ®) has an averaged integral P = Py
with respect to § if there exists f € § such that, for each t € [a, ®),
lim Agy(s, t), as s— o, existsin [ — o, ] and

(3.1) P(t) = lim Ag(s, t) .
For a discussion of averaged integrals and their relationship to oscil-

lation see §§4 and 5 of [2]. Briefly, if the limit in (3.1) exists for one
value of ¢, say t = b, it exists for all values of ¢ and

P(t) = PAb) — j; p(s)ds, a=bh, t<o.

This is easy to show from the definition of Py and the fact that

f”f: oo,
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Tueorem 3.1. Assume that 3g € §, such that

(3.2) lim inf Agy(i, @) > — oo .

t—

Then, y" + py = 0 is disconjugate on [a, ), if and only if IFE &,
such that

(33) P(t) = lim Ag(s,t), a=t<o,

exists and is finite and

o)< », a<t<w,
k=0

where Q (t) is defined by (2.1) with
E(t, s) =exp (2 j X P(T)df) ,
(3.4)
o(t) = f :° P2(s)E(t, 5)ds .
Tueorem 3.2. Assume 1f € o such that

(3.6) P(t) = lim Ap(s,t), a=t< o,
exists with
3.7) 0=SPt)< >, a=t< o,

Then,y" + py = 0 is disconjugate, if and only if,

YOot)<», a<t<o,
k=0
where Qx(t) is defined by (2.1) with E= 1 and Q = P.

CoroLLARY 3.1. Assume that

(3.8) P(t) = lim f t plr)dr

exists fora=t< © and P=0. Let

Pot) = Pt),  Pult)= [ Po)ds,

o n—-2
P.(t) = L P,._,(s)[ Po_y(s) + 220 Pk(s)]ds, n=2,-
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Then, the equation y" + py = 0 is oscillatory, if and only if, there
exists n = 0 such that Po(t) = © or 3, _oP,(t) = ©,a=t< ».

CoroLrary 3.2 (WiLLeTT [1]). Assume that p has a finite averaged
integral P with respect to § o, and let E and Q be given by (3.4) and
(3.5) for this P. If

(39 Q<® and | T QUE, s = Q) aSt<ew,
theny" + py = 0 is disconjugate. Conversely, if

Q= o, or
(3.10)

|7 CEG sz (1 + QU aSt<w,

for some constant e > 0, theny” + py = 0 is oscillatory.

Proor orF Tueorem 3.1. Suppose that y” + py = 0 is disconjugate
on [a, ). Then 1 a positive solution y on (@, ®), and v = y'y~!
satisfies

(3.11) v'=—p-—v2,
Furthermore, (3.2) implies by Lemmas 2.1 and 2.2 of [1, p. 181] that

Iwu2<w

and Ag(s, t) approaches a finite limit, as s— «, for each f € To and
all t € (a, ©). As amatter of fact (cf. (2.12), p. 184 of [1]),

o

lim Afs,t) = v(t) = vs)ds.

s> o t

Thus, if fis as in (3.3), we have that

(3.12) W) =Pt + | vis)ds, a<t<o.

t

Let
ult) = j , v2(s)ds ,

so that u'(t) = —v2(t). Substituting (3.12) for v%(t), multiplying by
E(t, s), and integrating, we conclude
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t)
u(t) = w()E 0) + [} PS)EC s)ds

+ f :‘ u?(s)E(t, 5)ds .

Hence,

u(t) 2 j " Ps)E(t, s)ds + j " w¥(s)E(t, s)ds
(3.13) ! '

= Q) + j:’ w?(s)E(t, s)ds .

Theorem 2.1 now implies that

(3.14) SOl <®, a<t<m.
k=0

Conversely, suppose that (3.14) holds, where the Qy are defined by
(2.1) with Q, P, and E given as in Theorem 3.1. Then Theorem 2.1
implies that (3.13) has a solution u € C(a, ©). It is now easy to show

w(e)= PO + Q) + [ E(t, shu2(s)ds

satisfies
v'E —p—12,

which is a well-known sufficient condition for disconjugacy. Actually
Theorem 2.1 implies that (3.13) with equality has a solution for u. For
such a solution, w = P + u satisfies w’ = —p —w? This was shown
in [1, p. 186].

Proor oF THEorReM 3.2. The proof of this theorem is similar to the
previous proof except that we can stop and start with (3.12) instead of
(3.13).

Proor oF CororLrary 3.1. Corollary 3.1 follows directly from
Theorem 3.2, since the existence of the limit in (3.8) implies

lim , P(r)dr = limAg(s, ), a=t< .

Proor oF CoroLLary 3.2. The key ideas in the proof of Corollary
3.2 remain the same as the direct proof given in [1, p. 185]. The only
difference is that Theorem 3.1 can be used here to reduce some of the
initial steps.
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Assume (3.9) holds and that Q, are defined by (2.1). One can show
by induction that the numbers a, given inductively by

aw=1 a=1+da 4 n=12 -,
satisfy

M:

x=aQ, n=01--

k=0

and
a, =2, n=0,1, --.

Hence, Dk-0Qk is an increasing sequence bounded above by 20Q.
This means that it converges and y” + py = 0 is disconjugate by
Theorem 3.1.

Now, assume that (3.10) holds and Q, are again defined by (2.1).
Then we can show by induction that the numbers a,, given inductively

by
a =1, an =1+ (1 + €)az_,/4, n=12 ---

satisfy
n
EnganQ, n=031,'..’
k=0
and
a,1o as nto
Hence,

k=0
and Theorem 3.1 implies that 4" + py = 0 is oscillatory.

It is worth remarking that a term such as P,(t) in _Corollary 3.1
satisfies P,(t) = o, if and only if, P,(t) = «, where P, is defined
inductively as follows:

= - » rnl 2

Py = PO, Put)= [T [ S P ] Tds  m=12-

t k=0
Of course, if P,(t) <  for all values of n, the convergence of

N m—oPa(t) is not related to the convergence of N —oPa(t). As a matter
of fact, 3 m—oPa(t) always diverges if P # 0.
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