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ABSTRACT. This paper investigates the existence of ex-
treme solutions of the three point boundary value problem for
a class of second order integro-differential equations of mixed
type. By using the method of upper and lower solutions and
monotone iterative technique, we establish the existence re-
sults of extreme solutions. An example is also provided to
illustrate the efficiency of the obtained results.

1. Introduction. Theory of integro-differential equations in the
field of modern applied mathematics has made considerable headway,
because all the structure of its emergence has deep physical background
and realistic mathematical model (see [1, 2]). One of the ideas in the
study of certain higher order boundary value problems for differential
equations is to reduce them to boundary value problems for lower
order integro-differential equations [3, 4]. During the past years, many
authors have paid attention to the research of three point boundary
value problems for second order differential equations because of its
potential applications, see, for example, [1, 5-7, 16]. In [8, 9], J.J.
Nieto and R. Rodriguez-Lopez introduced a new concept of lower and
upper solutions, they consider the periodic boundary value problems
for the following first order functional differential equation

(1.1)
{

u′(t) = g(t, u(t), u(θ(t))), t ∈ [0, T ],
u(0) = u(T ).
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Similar method has also already succeeded in employing to nonlinear
impulsive integro-differential equations [10].

Motivated by [8-10], we study the existence of solution for a class
of second order integro-differential equation of mixed type subject
to nonlocal boundary conditions. More specifically, we consider the
following three-point boundary value problem

(1.2)
{−u′′(t) = f(t, u(t), [Tu](t), [Su](t)), t ∈ J = [0, 1],

u(0) = 0, u(1) = au(η) − λ,

where f ∈ C(J × R3, R), 0 < a ≤ 1, 0 < η < 1, λ ≥ 0,

[Tu](t) =
∫ t

0

K(t, s)u(s)ds, [Su](t) =
∫ 1

0

H(t, s)u(s)ds,

K ∈ C(D, R+), D = {(t, s) ∈ J × J : t ≥ s}, H ∈ C(J × J, R+), R+ =
[0, +∞).

The special case [Tu](t) = [Su](t) = 0 and λ = 0 of the above problem
so called nonlocal boundary value problems of ODE, was initiated by
Il’in and Moiseev [11]. Recently, several papers have been devoted
to the study of nonlocal boundary value problems of ODE, see [12-
15]. Nonlocal boundary value problems can usually accurately describe
a lot of important physics phenomena and mathematical models, for
example, in view of error of actual measurement and relative factor
disturbance, Robin boundary value condition that u(0) = u′(1) = 0 can
been revised to u(0) = 0, u(1) = u(ρ) where ρ is a constant such that
|1−ρ| is sufficient small. To our knowledge, few paper paid attention to
nonlocal boundary value problems for the integro-differential equations.

In this paper, we are concerned with the existence of extreme solu-
tions for equation (1.2). The paper is organized as follows. In Section
2, we establish several comparison principles. In section 3, we first in-
troduce a new concept of lower and upper solutions, and then give a
proof for the existence theorem related to a linear problem associated
to equation (1.2). In Section 4, by using the method of upper and lower
solutions and monotone iterative technique, we obtain the existence of
extreme solutions for equation (1.2). Finally, an example is provided
to verity the required assumptions.
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2. A comparison principle. In the following, we denote

c(t) =
sin(πt)

a sin(πη)
, r = π2,

k0 = max{K(t, s) : (t, s) ∈ D} ≥ 0,

h0 = max{H(t, s) : (t, s) ∈ J × J} ≥ 0.

We now present the main results of this section.

Theorem 2.1. Assume that u ∈ E = C2(J, R) satisfies

(2.1)
{−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) ≤ 0, t ∈ J,

u(0) ≤ 0, u(1) ≤ au(η) − ρ,

where 0 ≤ a ≤ 1, 0 < η < 1, ρ ≥ 0, constants M > 0, N ≥ 0, L ≥ 0
such that

(2.2) M + Nk0 + Lh0 ≤ 2.

Then u(t) ≤ 0 for t ∈ J .

Proof. Suppose, to the contrary, that u(t) > 0 for some t ∈ J . Then
from the boundary conditions, we have that there exists t∗ ∈ (0, 1) such
that

(2.3) u0 = u(t∗) = max
t∈J

u(t) > 0,

(2.4) u′(t∗) = 0, u′′(t∗) ≤ 0.

We consider the following two possible cases:

(1) u(t) ≥ 0 for all t ∈ J ;

(2) there exist t1, t2 ∈ J such that u(t1) > 0 and u(t2) < 0.

case (1) (2.1) implies that u(0) = 0 and u′′(t) ≥ 0 for t ∈ J . From
u(0) = 0 and u(t) ≥ 0 for t ∈ J , we get that u′(0) ≥ 0. Therefore,
u′(t) ≥ u′(0) ≥ 0. It follows that u(1) = maxt∈J u(t) > 0.

If a = 1, then u(1) ≤ u(η) ≤ u(1). It follows that u(t) ≡ c > 0(c
is a constant) for t ∈ [η, 1] and ρ = 0. Let t ∈ [η, 1], from the first
inequality of (2.1), we obtain that

0 < Mc ≤ Mc + N [Tu](t) + L[Su](t) ≤ u′′(t) = 0.

This is a contradiction.
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If 0 < a < 1, then it is easy to obtain that u(η) > u(1), which
contradicts u(1) = maxt∈J u(t).

If a = 0, then u(1) ≤ 0, which contradicts u(1) > 0.

case (2) Let t∗ ∈ J such that u(t∗) = mint∈J u(t) < 0.

If t∗ < t∗, from the first inequality of (2.1), we have

(2.5) u′′(t) ≥ (M +Nk0t+Lh0)u(t∗) ≥ (M +Nk0+Lh0)u(t∗), t ∈ J.

Integrating the above inequality from s(t∗ ≤ s ≤ t∗) to t∗, we obtain

−u′(s) ≥ (t∗ − s)(M + Nk0 + Lh0)u(t∗), t∗ ≤ s ≤ t∗,

and then integrate from t∗ to t∗, we get

−u(t∗) < u(t∗) − u(t∗) ≤
∫ t∗

t∗
(s − t∗)(M + Nk0 + h0)u(t∗)ds

= −M + Nk0 + Lh0

2
u(t∗)(t∗ − t∗)2

≤ −M + Nk0 + Lh0

2
u(t∗).

Hence
u(t∗)(2 − M − Nk0 − Lh0) > 0.

This is a contradiction.

If t∗ > t∗, Integrating inequality (2.5) from t∗(t∗ ≤ s ≤ t∗) to s, we
obtain

u′(s) ≥ (s − t∗)(M + Nk0 + Lh0)u(t∗), t∗ ≤ s ≤ t∗,

and then integrating again from t∗ to t∗, we get

u(t∗) − u(t∗) ≥ M + Nk0 + Lh0

2
u(t∗)(t∗ − t∗)2,

therefore

−u(t∗) < u(t∗) − u(t∗) ≤ −M + Nk0 + Lh0

2
u(t∗)(t∗ − t∗)2

≤ −M + Nk0 + Lh0

2
u(t∗).
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Hence
u(t∗)(2 − M − Nk0 − Lh0) > 0.

This is also a contradiction. The proof is complete.

Corollary 2.1. Assume that u ∈ E satisfies⎧⎨
⎩

−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t)
+[(M + r)c(t) + N [Tc](t) + L[Sc](t)](u(1) − au(η) + ρ) ≤ 0, t ∈ J,

u(0) ≤ 0, u(1) > au(η) − ρ,

where 0 < a ≤ 1, 0 < η < 1, ρ ≥ 0, constants M > 0, N ≥ 0, L ≥ 0
satisfying (2.2), then u(t) ≤ 0 for t ∈ J .

Proof. Put

y(t) = u(t) + c(t)(u(1) − au(η) + ρ), t ∈ J,

then y(t) ≥ u(t) for all t ∈ J . Noting that y′′(t) = u′′(t)− rc(t)(u(1)−
au(η) + ρ), t ∈ J, we have

−y′′(t) + My(t) + N [Ty](t) + L[Sy](t)
= −u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) + [(M + r)c(t)

+ N [Tc](t) + L[Sc](t)](u(1) − au(η) + ρ)
≤ 0,

y(0) = u(0) ≤ 0,

ay(η) − ρ = au(η) + ac(η)(u(1) − au(η) + ρ) − ρ = u(1) = y(1).

Hence by Theorem 2.1, y(t) ≤ 0 for all t ∈ J , which implies that
u(t) ≤ 0 for t ∈ J . This ends the proof.

3. Linear problem.

Theorem 3.1. Let σ ∈ C(J), 0 < a ≤ 1, 0 < η < 1, λ ≥ 0,
constants M > 0, N ≥ 0, L ≥ 0 satisfy (2.2). Consider the problem

(3.1)
{−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) = σ(t), t ∈ J,

u(0) = 0, u(1) = au(η) − λ.
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Suppose that there exist α, β ∈ E such that

(h1) α ≤ β on J .

(h2){−α′′(t) + Mα(t) + N [Tα](t) + L[Sα](t) ≤ σ(t) − a∗(t), t ∈ J,

α(0) ≤ 0,

where

a∗(t) =

⎧⎨
⎩

0, α(1) ≤ aα(η) − λ,

((r + M)c(t) + N [Tc](t) + L[Sc](t))(α(1) − aα(η)
+λ), α(1) > aα(η) − λ.

(h3){−β′′(t) + Mβ(t) + N [Tβ](t) + L[Sβ](t) ≥ σ(t) + b∗(t), t ∈ J,

β(0) ≥ 0, .

where

b∗(t) =

⎧⎨
⎩

0, β(1) ≥ aβ(η) − λ,

((M + r)c(t) + N [Tc](t) + L[Sc](t))(aβ(η) − β(1) − λ),
β(1) < aβ(η) − λ..

Then, there exists a unique solution u to problem (3.1). Moreover,
α ≤ u ≤ β.

Proof. We first show that the solution of equation (3.1) is unique.
Let u1, u2 be the solution of (3.1) and set v = u1 − u2. Thus

{−v′′(t) + Mv(t) + N [Tv](t) + L[Sv](t) = 0, t ∈ J,

v(0) = 0, v(1) = av(η).

By Theorem 2.1(the special case of ρ = 0), we have that v ≤ 0 for
t ∈ J , that is, u1 ≤ u2 on J . Similarly, one can obtain u2 ≤ u1 on J .
Hence u1 = u2.

Next, we prove that if u is a solution of equation (3.1), then α ≤ u ≤
β. Let m = α − u.
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If α(1) ≤ aα(η) − λ, then a∗(t) = 0 on J . So we have

{−m′′(t) + Mm(t) + N [Tm](t) + L[Sm](t) ≤ 0, t ∈ J,

m(0) ≤ 0, m(1) ≤ am(η).

By Theorem 2.1, we have that m = α − u ≤ 0 on J .

If α(1) > aα(η) − λ, then a∗(t) = ((r + M)c(t) + N [Tc](t) +
L[Sc](t))(α(1) − aα(η) + λ)). Thus

−m′′(t) + Mm(t) + N [Tm](t) + L[Sm](t)
= −α′′(t) + Mα(t) + N [Tα](t) + L[Sα](t)

+ u′′(t) − Mu(t) − N [Tu](t) − L[Su](t)
≤ σ(t) − a∗(t) − σ(t)
= −a∗(t)
= −((r + M)c(t) + N [Tc](t) + L[Sc](t))(m(1) − am(η)).

It is easy to see that m(0) ≤ 0, m(1) > am(η). By Corollary 2.1, we
have that m = α − u ≤ 0 on J . Analogously, u ≤ β on J .

Finally, we show that equation (3.1) has a solution by five steps as
follows.

Step 1 Let

ᾱ(t) =
{

α(t), α(1) ≤ aα(η) − λ,

α(t) + c(t)[α(1) − aα(η) + λ], α(1) > aα(η) − λ..

β̄(t) =
{

β(t), β(1) ≥ aβ(η) − λ,

β(t) − c(t)[aβ(η) − β(1) − λ], β(1) < aβ(η) − λ.

We shall show that ᾱ, β̄ are the lower and upper solutions of (3.1)
respectively, and

(3.2) α ≤ ᾱ ≤ β̄ ≤ β, for t ∈ J.

Obviously, α(0) = ᾱ(0), α(1) = ᾱ(1), β(0) = β̄(0), β(1) = β̄(1) and

aᾱ(η) − λ =
{

aα(η) − λ, α(1) ≤ aα(η) − λ,

α(1), α(1) > aα(η) − λ.
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aβ̄(η) − λ =
{

aβ(η) − λ, β(1) ≥ aβ(η) − λ,

β(1), β(1) < aβ(η) − λ.

Hence

ᾱ(0) ≤ 0, ᾱ(1) ≤ aᾱ(η) − λ,(3.3)
β̄(0) ≥ 0, β̄(1) ≥ aβ̄(η) − λ.(3.4)

If α(1) ≤ aα(η) − λ, then α = ᾱ on J . So

−ᾱ′′(t) + Mᾱ(t) + N [T ᾱ](t) + L[Sᾱ](t) ≤ σ(t), t ∈ J.

If α(1) > aα(η) − λ, then ᾱ(t) = α(t) + c(t)[α(1) − aα(η) + λ]. Thus

−ᾱ′′(t) + Mᾱ(t) + N [T ᾱ](t) + L[Sᾱ](t)
= −α′′(t) + Mα(t) + N [Tα](t) + L[Sα](t)

+ ((M + r)c(t) + N [Tc](t) + L[Sc](t))(α(1) − aα(η) + λ)
≤ σ(t).

Combining the above two cases and (3.3), we see that ᾱ is a lower
solution of (3.1). Similarly, β̄ is an upper solution of (3.1).

It is easy to see that α ≤ ᾱ, β̄ ≤ β on J . We show that ᾱ ≤ β̄ on J .
We need to consider the following four cases.

Case 1 α(1) ≤ aα(η) − λ and β(1) ≥ aβ(η) − λ.

Case 2 α(1) ≤ aα(η) − λ and β(1) < aβ(η) − λ.

Case 3 α(1) > aα(η) − λ and β(1) ≥ aβ(η) − λ.

Case 4 α(1) > aα(η) − λ and β(1) < aβ(η) − λ.

Here we only consider Case 4, other cases are similar and so the proof
is omitted. Let m = ᾱ − β̄ for t ∈ J , then m(0) ≤ 0, m(1) ≤ am(η)
and

−m′′(t) + Mm(t) + N [Tm](t) + L[Sm](t)
= −ᾱ′′(t) + Mᾱ(t) + N [T ᾱ](t) + L[Sᾱ](t)

+ β̄′′(t) − Mβ̄(t) − N [T β̄](t) − L[Sβ̄](t)
= −α′′(t) + Mα(t) + N [Tα](t) + L[Sα](t) + a∗(t) + β′′(t)
− Mβ(t) − N [Tβ](t) − L[Sβ](t) − b∗(t)

≤ σ(t) − σ(t) = 0.
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By Theorem 2.1, we obtain that m ≤ 0 on J , that is, ᾱ ≤ β̄ on J . Thus
(3.2) holds.

Step 2 We consider the equation

(3.5)
{−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) = σ(t), t ∈ J,

u(0) = 0, u(1) = μ.

Next, we show that equation (3.5) has a unique solution u(t, μ).

It is easy to check that equation (3.5) is equivalent to the integral
equation

u(t) = μt +
∫ 1

0

G(t, s)[σ(s) − Mu(s) − N [Tu](s)− L[Su](s)]ds

where

G(t, s) =
{

t(1 − s), 0 ≤ t ≤ s ≤ 1,

s(1 − t), 0 ≤ s ≤ t ≤ 1.

Define a mapping A : C(J) → C(J) by

Au(t) = μt +
∫ 1

0

G(t, s)[σ(s) − Mu(s) − N [Tu](s) − L[Su](s)]ds.

For any x, y ∈ C(J), we have

(Ax)(t) − (Ay)(t)

=
∫ 1

0

G(t, s)[M(y(s) − x(s)) + N [T (y − x)](s) + L[S(y − x)](s)]ds.

Noting that maxt∈J

∫ 1

0 G(t, s)ds = 1/8, by (2.2), we obtain

max
t∈J

|(Ax)(t) − (Ay)(t)| ≤ (M + Nk0 + Lh0)max
t∈J

|x(t) − y(t)|

max
t∈J

∫ 1

0

G(t, s)ds ≤ 1
4

max
t∈J

|x(t) − y(t)|,

and so
|Ax − Ay|0 ≤ 1

4
|x − y|0.
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It shows that A : C(J) → C(J) is a contraction mapping. Thus there
exists a u ∈ C(J) such that Au = u. The equation (3.5) has a unique
solution.

Step 3 We show that for any t ∈ J , the unique solution u(t, μ) of
(3.5) is continuous in μ. Let u(t, μ1), u(t, μ2) be the solution of
(3.6){−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) = σ(t), t ∈ J,

u(0) = 0, u(1) = μ1

and
(3.7){−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t) = σ(t), t ∈ J,

u(0) = 0, u(1) = μ2,

respectively. Then

(3.8) u(t, μi) = μit

+
∫ 1

0

G(t, s)[σ(s) − Mu(s, μi) − N [Tu](s, μi) − L[Su](s, μi)]ds,

i = 1, 2.

From (3.8), we have

max
t∈J

|u(t, μ1) − u(t, μ2)| ≤ (M + Nk0 + Lh0)max
t∈J

|u(t, μ1) − u(t, μ2)|

max
t∈J

∫ 1

0

G(t, s)ds+ | μ1 − μ2 |

=
M + Nk0 + Lh0

8
max
t∈J

|u(t, μ1) − u(t, μ2)|
+ | μ1 − μ2 | .

Hence

max
t∈J

|u(t, μ1) − u(t, μ2)| ≤ 8
8 − M − Nk0 − Lh0

| μ1 − μ2 | .

Step 4 We show that

(3.9) ᾱ(t) ≤ u(t, μ) ≤ β̄(t)
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for any t ∈ J and μ ∈ [aᾱ(η) − λ, aβ̄(η) − λ], where u(t, μ) is unique
solution of (3.5).

Let m(t) = ᾱ(t)−u(t, μ). From μ ∈ [aᾱ(η)−λ, aβ̄(η)−λ] and (3.3),
we have that m(1) = ᾱ(1) − μ ≤ aᾱ(η) − λ − μ ≤ 0, m(0) = ᾱ(0) ≤ 0,
and

−m′′(t) + Mm(t) + N [Tm](t) + L[Sm](t)
= −ᾱ′′(t) + Mᾱ(t)

+ N [T ᾱ](t) + L[Sᾱ](t) + u′′(t, μ) − Mu(t, μ) − N [Tu](t, μ)
− L[Su](t, μ) ≤ σ(t) − σ(t) = 0.

By Theorem 2.1, we obtain that m ≤ 0 on J , that is, ᾱ(t) ≤ u(t, μ) on
J . Similarly, u(t, λ) ≤ β̄(t) on J .

Step 5 Let

D = [aᾱ(η) − λ, aβ̄(η) − λ], P (μ) = au(η, μ) − λ,

where u(t, μ) is unique solution of (3.5). From step 4, we have

P (D) ⊂ D.

Since D is a compact convex set and P is continuous, it follows by
Schaefer,s fixed point theorem that P has a fixed point μ0 in D such
that au(η, μ0)− λ = μ0. Obviously, u(t, μ0) is unique solution of (3.1).
This ends the proof.

4. Main results. In this section, we first give the following
definition.

Definition 4.1. A function α ∈ E is called a lower solution of
equation (1.2) if{−α′′(t) ≤ f(t, α(t), [Tα](t), [Sα](t)) − a(t), t ∈ J,

α(0) ≤ 0,

where

a(t) =

⎧⎨
⎩

0, α(1) ≤ aα(η) − λ,

((M + r)c(t) + N [Tc](t) + L[Sc](t))(α(1) − aα(η) + λ),
α(1) > aα(η) − λ.
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Definition 4.2. A function β ∈ E is called an upper solution of
equation (1.2) if{−β′′(t) ≥ f(t, β(t), [Tβ](t), [Sβ](t)) + b(t), t ∈ J,

β(0) ≥ 0,

where

b(t) =

⎧⎨
⎩

0, β(1) ≥ aβ(η) − λ,

((M + r)c(t) + N [Tc](t) + L[Sc](t))(aβ(η) − β(1) − λ),
β(1) < aβ(η) − λ.

We note that the above a(t) and b(t) are respectively a∗(t) and b∗(t)
defined as in Theorem 3.1. Here, the reason is that we introduce
a(t) and b(t) for the nonlinear problem (1.2), while a∗(t) and b∗(t)
are introduced for the linear problem (3.1).

Our main result is the following theorem.

Theorem 4.1. Suppose that 0 < a ≤ 1, 0 < η < 1, λ ≥ 0 and the
following conditions are satisfied

(i) α, β are lower and upper solutions for boundary value problem
(1.2) respectively, α(t) ≤ β(t) on J .

(ii) The constants M > 0, N ≥ 0, L ≥ 0 in the Definition 4.1 and
4.2 satisfy (2.2) and

f(t, x, y, z) − f(t, x̄, ȳ, z̄) ≥ −M(x − x̄) − N(y − ȳ) − L(z − z̄),

for α(t) ≤ x̄ ≤ x ≤ β(t), [Tα](t) ≤ ȳ ≤ y ≤ [Tβ](t)), [Sα](t) ≤ z̄ ≤
z ≤ [Sβ](t)), t ∈ J .

Then, there exist monotone sequences {αn}, {βn} with α0 = α, β0 =
β such that limn→∞ αn(t) = e(t), limn→∞ βn(t) = r(t) uniformly
on J , and e, r are the minimal and the maximal solutions of (1.2)
respectively, such that

α0 ≤ α1 ≤ α2 ≤ · · ·αn ≤ e ≤ x ≤ r ≤ βn ≤ · · · ≤ β2 ≤ β1 ≤ β0

on J , where x is any solution of (1.2) such that α(t) ≤ x(t) ≤ β(t) on
J .
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Proof. Let [α, β] = {u ∈ E : α(t) ≤ u(t) ≤ β(t), t ∈ J}. For any
γ ∈ [α, β], we consider the equation

(4.1)

⎧⎪⎪⎨
⎪⎪⎩

−u′′(t) + Mu(t) + N [Tu](t) + L[Su](t)
= f(t, γ(t), [Tγ](t), [Sγ](t)) + Mγ(t) + N [Tγ](t) + L[Sγ](t),

t ∈ J,

u(0) = 0, u(1) = au(η) − λ.

Since α is a lower solution of (1.2), from (ii), we have that

−α′′(t) + Mα(t) + N [Tα](t) + L[Sα](t)
≤ f(t, α(t), [Tα](t), [Sα](t)) + Mα(t) + N [Tα](t)

+ L[Sα](t) − a(t)
≤ f(t, γ(t), [Tγ](t), [Sγ](t))
+ Mγ(t) + N [Tγ](t) + L[Sγ](t) − a∗(t)α(0) ≤ 0.

Similarly, we have that

−β′′(t) + Mβ(t) + N [Tβ](t) + L[Sβ](t)
≥ f(t, γ(t), [Tγ](t), [Sγ](t))

+ Mγ(t) + N [Tγ](t) + L[Sγ](t) + b∗(t)β(0) ≥ 0,

where a∗, b∗ are defined in Theorem 3.1.

By Theorem 3.1, the equation (4.1) has a unique solution u ∈ E. We
define an operator A by u = Aγ, then A is an operator from [α, β] to
E.

We shall show that

(a) α0 ≤ Aα0, Aβ0 ≤ β0.

(b) A is nondecreasing in [α0, β0].

To prove (a), let p = α0 −α1, where α1 = Aα0. We finish (a) by two
cases.

Case 1. α0(1) ≤ aα0(η) − λ. Since α0 is a lower solution of (1.2),
then we have

(4.2) −α′′
0 (t) ≤ f(t, α(t), [Tα0](t), [Sα0](t)) − a(t),
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where a(t) = 0. Hence, for t ∈ J , we get

−p′′(t) + Mp(t) + N [Tp](t) + L[Sp](t)
= −α′′

0(t) + α′′
1 (t) + Mα0(t) − Mα1(t) + N [Tα0](t)

− N [Tα1](t) + L[Sα0](t) − L[Sα1](t)
≤ f(t, α0(t), [Tα0](t), [Sα0](t)) − f(t, α0(t), [Tα0](t), [Sα0](t))
= 0.

It is easy to verify that

p(0) ≤ 0, p(1) ≤ ap(η).

By Theorem 2.1, p(t) ≤ 0, which implies α0 ≤ Aα0.

Case 2. α0(1) > aα0(η) − λ, which implies that (4.2) holds for

a(t) = [(M + r)c(t) + N [Tc](t) + L[Sc](t)](α0(1) − aα0(η) + λ).

Hence, p(0) ≤ 0, p(1) > ap(η) − λ and

−p′′(t) + Mp(t) + N [Tp](t) + L[Sp](t)
= −α′′

0(t)+α′′
1 (t) + Mα0(t)−Mα1(t) + N [Tα0](t) − N [Tα1](t)

+ L[Sα0](t) − L[Sα1](t)
≤ f(t, α0(t), [Tα0](t), [Sα0](t)) − a(t)
− f(t, α0(t), [Tα0](t), [Sα0](t))

= −a(t)= −((M + r)c(t) + N [Tc](t)+ L[Sc](t))(p(1) − ap(η)).

It follows by Corollary 2.1 that p(t) ≤ 0, which implies α0 ≤ Aα0.
Similarly, Aβ0 ≤ β0.

To prove (b). We show that Aμ1 ≤ Aμ2 if α0 ≤ μ1 ≤ μ2 ≤ β0.

Let μ∗
1 = Aμ1, μ∗

2 = Aμ2 and p = μ∗
1 − μ∗

2, then by (ii), we have

−p′′(t) + Mp(t) + N [Tp](t) + L[Sp](t)
= f(t, μ1(t), [Tμ1](t), [Sμ1](t)) + Mμ1(t) + N [Tμ1](t)

+ L[Sμ1](t) − f(t, μ2(t), [Tμ2](t), [Sμ2](t)) − Mμ2(t)
− N [Tμ2](t) − L[Sμ2](t)

≤ 0.
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And
p(0) = 0, p(1) = ap(η).

By Theorem 2.1, p(t) ≤ 0, which implies Aμ1 ≤ Aμ2. Define the
sequences {αn}, {βn} with α0 = α, β0 = β such that αn+1 =
Aαn, βn+1 = Aβn for n = 0, 1, 2, . . . . From (a) and (b), we have

α0 ≤ α1 ≤ α2 ≤ · · ·αn ≤ βn ≤ · · · ≤ β2 ≤ β1 ≤ β0

on t ∈ J , and each αn, βn ∈ E satisfies⎧⎪⎪⎨
⎪⎪⎩

−α′′
n(t) + Mαn(t) + N [Tαn](t) + L[αn](t)

= f(t, αn−1(t), [Tαn−1](t), [Sαn−1](t))
+Mαn−1(t) + N [Tαn−1](t) + L[Sαn−1](t), t ∈ J,

αn(0) = 0, αn(1) = aαn(η) − λ.⎧⎪⎪⎨
⎪⎪⎩

−β′′
n(t) + Mβn(t) + N [Tβn](t) + L[Sβn](t)

= f(t, βn−1(t), [Tβn−1](t), [Sβn−1](t))
+Mβn−1(t) + N [Tβn−1](t) + L[Sβn−1](t), t ∈ J,

βn(0) = 0, βn(1) = aβn(η) − λ.

Therefore there exist e, r such that lim
n→∞ αn(t) = e(t), lim

n→∞ βn(t) =

r(t) uniformly on J . Clearly, e, r are solutions of (1.2).

Finally, we prove that if x ∈ [α0, β0] is any solution of (1.2), then
e(t) ≤ x(t) ≤ r(t) on J . To this end, we assume, without loss of
generality, that αn(t) ≤ x(t) ≤ βn(t) for some n, since α0(t) ≤ x(t) ≤
β0(t). From property (b), we can get

αn+1(t) ≤ x(t) ≤ βn+1(t), t ∈ J.

Hence we can conclude that

αk(t) ≤ x(t) ≤ βk(t), for all k ≥ n.

Passing to the limit as k → ∞, we obtain e(t) ≤ x(t) ≤ r(t), t ∈ J.
This ends the proof.

Example 4.1. Consider the following equation{
−x′′(t) = 1

2 (1 − x) +
∫ 1

0
sx(s)ds

x(0) = 0, x(1) = x(3
4 ) − 1

2 .
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It is clear that α = −1−5t is a lower solution of (4.2). Let M = 1/2, L =
0, then f(t, u, v) = 1

2 (1 − u) +
∫ 1

0 v(s)ds satisfies (ii) of Theorem 4.1.
Next we show that β = t − 2t2 is a upper solution of (4.2).

Obviously β(0) = 0, β(1) = −1 < β(3
4 ) − 1

2 = − 7
8 and

−β′′(t) = 4 ≥ f(t, β(t), [Sβ](t)) + b(t)

=
1
2
(1 − t − 2t2) +

∫ 1

0

t(t − 2t2)dt +
1
8
(M + π2)

sin(πt)
sin(3

4π)
.

By Theorem 4.1, (4.2) has at least a solution x(t) ∈ [α, β]. Moreover,
we get from (4.2) that x(t) satisfies

2x′′′(t) − x′(t) = 0.
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