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STABILIZABILITY OF INTEGRODIFFERENTIAL 
PARABOLIC EQUATIONS 

GIUSEPPE DA PRATO AND ALESSANDRA LUNARDI 

ABSTRACT. We consider the stabilizability problem for 
an abstract parabolic integrodifferential equation. Under suit
able assumptions, we give a necessary and sufficient condition 
for stabilizability, generalizing the well known Hautus condi
tion. Then we apply the abstract result to parabolic integro
differential equations in bounded domains. 

Introduction. We consider a parabolic integrodifferential equation 
in general Banach space X: 

(0.1) u'(t) = Au(t)+ K{t-s)u{s)ds + $f(s), t > 0,u(0) = n0. 
Jo 

Here A : D(A) —• X generates an analytic semigroup, and K : 
[0,+oo[ —• L(D(A),X) is a Laplace transformable function. $ G 
L(Y,X), where F is a Banach space. Other assumptions are made 
in order that a spectrum determining condition holds and that the 
theory developed in [2] is applicable. 

Roughly speaking, the "resolvent set" in integrodifferential equations 
of this kind is the set of all Ào G C such that the function À —» 
(À — A — If (À)) -1 either is well defined or has an analytic extension at 
Ào (K is the Laplace transform of the function K). Its complementary 
set a is the "spectrum" for problem (0.1). 

If sup{ReA : À G er} < 0, then the free system (with / = 0) 
is exponentially stable: all the solutions decay exponentially to 0 as 
t —• -hoo. If sup {Re A : A G ( j } > 0 , we consider the following problem: 
find conditions on $ ensuring that, for each initial value ^o, there exists 
/ such that the solution u of (0.1) converges asymptotically to zero 
(preferably exponentially, and in the graph norm of 4̂) as t —• +oo. 
If this happens, system (0.1) is said to be stabilizable. We are also 
interested in the exponential decay of Cu, where the "observation 
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operator" C is a bounded linear operator from D{A) to another Banach 
space Z. 

In [2] we studied asymptotic behavior of the solutions of (0.1). Using 
some results from that paper, we give here a necessary and sufficient 
condition for system (0.1) to be stabilizable. Our condition reduces to 
the well known Hautus condition [4] in the case where K = 0 and X 
is finite dimensional. 

The result is applicable to a large class of parabolic integro
differential equations and systems. In §3 we study in detail a parabolic 
integrodifferential equation with a completely monotone kernel, and 
the heat equation in the so called materials of fading memory type. 

Although there is a wide literature concerning stabilizability in or
dinary and parabolic differential equations (see, e.g., [10, 7] and the 
references quoted there), not much is known in the integrodifferential 
case, even if X is finite dimensional. 

Feedback stabilizability may be recovered (at least, in the case where 
X is a Hilbert space) by arguments from general control theory, pro
vided one is able to solve suitable integrodifferential Riccati equations. 
We refer to [3] for the relation between feedback stabilizability and 
solvability of the Riccati equation relevant to hereditary ordinary dif
ferential systems. 

1. Nota t ion and preliminaries. Let X be a complex Banach 
space, with norm || • ||, and let A : D(A) —• X generate an analytic 
semigroup in X. D(A) is endowed with the graph norm. Let K : 
[0,+oo[ —• L(D(A),X) be a measurable function such that 

(i) there is a OJQ G R such that t -> e~"otK(t) G 
L\%+<x>[-MD{A)>X))y 

(ii) for each x G D(A), the Laplace transform 
K(-)x is analytically extendible to a sector S = {A G 
C : A / w , |arg(A - o;)| < 0}, where u G R,0 G 
]7r/2,7r[; 

(iii) there are ß G]0, 1], c > 0, such that | |A^(-)a: | | < 
CII^| |D(A) f° r each A G S and x G D(A). 
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Under assumption (1.1) it is possible to construct an analytic re
solvent operator R(t) € L(X,D(A)),t > 0, for problem (0.1). In [1, 
6] we showed that, for every locally a-Hölder continuous function <j) : 
[0, +oo[ —> X and every uQ € D(A), problem (0.1) has a unique classical 
solution u e C([0,+oo[ ;X) nC^jOj+oof ;X) D C(]0,+oo[ ;D(A)), 
given by the representation formula 

(1.2) u{t) = R(t)uo + I R(t- s)(/)(s)dsì t > 0. 
Jo 

If <j> is merely continuous, then u belongs to C([0, +oo[ ; X) and is the 
unique strong solution of problem (0.1). 

To treat asymptotic behavior as t —> -f oo, we introduce a class of 
exponentially decaying (or bounded) functions: for UJ > 0,0 < a < 1, 
and any Banach space B, set 
(1.3) 

Cw([0,+oo[ ;B) = {ue C([0,+oo[ ;B) : sup||u(t)ewt | | f l < +oo}, 
t>o 

lkllcw([o,+oo[,B) = sup | |w(t)e^| |ß ; 

(1.4) 
C2([0, +oc[ ; B) = {u G Cw([0, +oo[ ; B) : 

sup ||ti(*)ewt - u(s)eU8\\B{t - s)~a < -hoc}, 
t>s>0 

||w||cs([o,+oo[,B) = sup ||u(*)ewf \\B 
t>0 

+ sup \\u{t)eut-u(8)eu*\\B(t-s)-a. 
t>s>0 

We give now some results generalizing the known ones [4] concerning 
asymptotic behavior of the solutions of differential equations in Banach 
spaces. We fix, once and for all, a maximal analytic extension of K(-) 
(still denoted by K(-)) and denote by Q its domain of definition. Set 

Po = {\en:3(\-A-k(\))-1} 
F(X) = (X-A- K{\))~1 for A G p0; 

(1.6) 
p = po U {A e C : À is an isolated removable singularity of F(-)}, 
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F(A) = lim F(z);\ e p\p0. 

z—+\ 

The generalized spectrum a is defined by 

(1.7) a = C\p. 
In [2] we studied the behavior of F(-) near simple poles. Now we 

consider poles of any order. We recall that, in the case K = 0, the 
poles of F(X) = R(X, A) are the eigenvalues of A having finite ascent. 

If Ao is a pole of'F(-) of order rao, we set, for A close to Ao, 

oc m o - 1 

(1.8) F(X) = Yl 5»(A - Ao)" + Ë <3«(A - Ao)~"_1 

where 

2 « JciXa.e) 
Qn = 7T-- F{\){\ - x0)

nd\, 
(1.9) ^ ( W ) 

Sn = ^-I F{\){\-\0y
n-\ 

2 ™ JC(\n.e) 

ldX. 
>C(\„,e) 

Here C(Ao,e) is the circle centered at Ao with sufficiently small radius 
£>0. 

It is convenient to introduce the operators 

1 r " ï r 1 pXotfn 
(1.10) Rx0{t) = — eMF{X)dX = Y* — r - ^ » ' * e R 

2™ yC(Ao.O ^ n ! 

We assume that there is u > 0 such that 

(1.11) a n { A € C : R e A = -u;} = 0 

and set 
(1.12) 
a+(uj) = oTl{A £ C : Re A > -w};cr_(u;) = a n {A € C :ReA < -u} 

The resolvent operator R(t) may be splitted into the sum R(t) = 
R+(t) + KL(t), where 
(1.13) 

R»(t) = r^r / eAtF(A)dA, * € R; J£(«) = R(t) - Rl{t), t > 0 
2-ÏÏI J1 

KL(0) = 1 - R%(0) 
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and 7 is any Jordan curve, oriented counterclockwise, contained in the 
right half plane {À G C : Re À > —u} surrounding c+(u;). It is not 
difficult to show (see [2]) that, for each sufficiently small e > 0, there 
is a c{e) > 0 such that 

(i) \\RZ(t)\\nx) + \\tAR"_(t)\\L{x) <c(e)e-("+e>',* > 0; 

(ii) | | A Ä - ( t ) - ^ - ( 5 ) | | L ( x ) < c ( e ) e - ( ^ ) f ( l / S - 1A), 

(1.14) t > s > 0; 

(iii) \\R%(t)\\L{XMA)) < C(e)e<w+C>«; t < 0. 

From now on we assume 

<r+(u;) = {Ai, • • • , ATV}, where, for each j = 1, • • • , iV, 

Xj is a pole of F(-) of order mj 

In this case we have 

N 

(1.16) R^(t) = ̂ 2RXj(t), teK. 
i=i 

PROPOSITION 1.1. Lei (1.1) and (1.15) hold, and let <j) €^ ( [0 ,+oo[ ; 
X),UQ G ^(^4). Then the function u given by (1.2) belongs to 
Cu>([0,+oo[ \X) if and only if 

r+oo 
(1.17) R%(t)u0 = - R%{t - s)<t>(s)ds, t > 0. 

Jo 

If (1.17) /io/ds, and, m addition, (ß belongs to C^QO, +oo[ ; X) for some 
a E]0, 1[, then u belongs to C£([a,-foo[ ;D(A)) for every a > 0; in 
particular, 

(1.18) sup ||n(t)eu;t||£>(i4) < -foo for each a > 0. 
t>a 

PROOF. The proposition was shown in [2, Theorem 2.10] in the case 
K £ Lx([0, +oo[ ; L(D(A)i X)) and u = 0. We now show the statement 
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in the general case. We set u(t) = v(t) + z(t), with 

rt r+oo 

v(t) = RZ(t)u0 + R"{t - s)(ß(s)ds - R%(t- s)(ß(s)dsi t > 0, 

= R+(t)u0 + / K+(t - s)</>(s)ds, t > 0. 
Jo 

z(t) 

Using estimates (1.14)(i),(iii), it is not difficult to see that v belongs to 
Co,([0, +oo[ ;X) so that u belongs to (^([0, +oo[ ;X) if and only if z 
does. Thanks to (1.10), (1.16) we have 

Z^ = Yl È eXjttnVjn, t > 0, 
j=zl n=0 

where yjn G D(A). Since ReA^ > —UJ for each j and the func
tions t —> eXjttn are linearly independent, then z does not belong to 
Co,([0, +oo[ ;X) unless it vanishes, i.e., unless (1.17) holds. 

If (1.17) holds, and, in addition, (j) belongs to C£([0, +oo[ ;X) for 
some a G ]0,1[ , then, using estimates (1.14)(ii),(iii), one can show 
that u = v belongs to C£([a, +oo[ ; D(A)) for every a > 0: the proof is 
similar to the corresponding one in [2, Theorem 2.10] and it is omitted. 
D 

2. Stabilizability in abstract integrodifferential equations. 
We consider here stabilizability for system (0.1). Due to Proposition 
1.1, the problem is not trivial if 

(2.1) a n { A e C : R e A > O } ^ 0 . 

We fix UJ satisfying (1.11). For the sake of simplicity, .we consider first 
the case where (T+(UJ) consists of simple poles of F ( ) . 

THEOREM 2.1. Let (1.1), ( l . l l ) hold; assume that cr+(uj) consists of 
N simple poles A i , . . . ,A^ of F(-), and that the respective residues Qj 
at A = Xj are finite rank operators. Then the following statements are 
equivalent: 

(i) For every UQ € D(A) there exists f e C^QO,+oo[ ;F ) such that 
the function u given by (1.2) belongs to C^QO, +oo[ ; X) ; 
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(ii) For every j = 1 , . . . , TV, Range Q* n ker$* = {0}. 

/ / either of the above equivalent conditions holds, then, for every UQ G 
X, there exists f G C£([0,+oo[ ; Y) such that the function u given by 
(1.2) belongs to C£([a,+oo[ \D{A)) for each a > 0. 

PROOF. Thanks to Proposition 1.1, condition (i) is equivalent to the 
following: for each ito G D(A) there exists / G Cw([0, H-oo[ ;Y) such 
that 

r + oo 

(2.2) R%{t)u0 = - / R%{t - s)$f{s)ds, t > 0, 
Jo 

Due to formulas (1.10) and (1.16), (2.2) holds if and only if 

(2.3) QjUo = / e-x*'Qj*f(8)ds, j = l,...,N, 
Jo 

i.e., setting 

r:C„{[0,+oc[;Y)^XN, Q : X - Xn 

( r+oo p+oc \ 

y e - A l 8 Qi*/ ( Ä )d« , . . . , J e-x»sQN$f(s)ds J 

Qî/ = (QI2 / , - - - ,QN3/ )> 

we have T / = Qito- In other words, (i) holds if and only if 

(2.5) Range T D Range Q. 

By assumption, both ranges of T and Q are finite dimensional, hence 
closed. Therefore (2.5) holds if and only if 

(2.6) kerQ* D kerF*. 

Hence, we have to show that (2.6) is equivalent to (ii). 

As easily seen, kerr* consists of all iV-tuples (# î , . . . ,x*N) G (X*)N 

such that f 0
+ ~ £ f = 1 e - A ' s ( / ( s ) , $ * Q * x p d s = 0 for each / G 
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Cu,([0, +oo[ ;Y). Since the functions t —• eXjt are linearly indepen
dent, this means that ^*Q^x*- — 0 for every j = 1 , . . . , N. Moreover, 

we have Q*(x\,... ,x*N) = Y^j=iQ^xj- Therefore, (2.6) is equivalent 
to 

N 

(2.7) $*Q*x* = 0 Vi = 1 , . . . , TV =» Yl Q*JX*3 = °> 

which, in its turn is obviously equivalent to (ii). Concerning the last 
statement of the proposition, it is sufficient to remark that, if either (i) 
or (ii) holds, then, arguing as in the first part of the proof, one can show 
that the mapping A : C£([0,+oo[ ;Y) -* XN,Af = T/ , is such that 
Range A D Range Q. The statement follows then from Proposition 1.1. 
D 

REMARK 2.2. We showed in [2, Proposition 1.6] that, if A0 € 0 is a 
simple pole of F(-), then Range Q0 = ker(A0 -A — K(X0)). Therefore, 
in this case condition (ii) of Theorem 2.1 is very similar to the Hautus 
condition [4] concerning ordinary differential equations, and reduces to 
it if K = 0 and X is finite dimensional. D 

Let us consider now the general case. 

THEOREM 2.3. Let (1.1), (1.11), (1.15) hold, and assume that the 
residues Qjn of F(-) at X = Xj are finite rank operators. Then the 
following statements are equivalent: 

(i) For every UQ € D(A) there exists f G C^QO, +oo[ ;Y) such that 
the function u given by (1.2) belongs to Co,([0, +oo[ ;X)] 

(ii) For every j = 1 , . . . , JV, h = 0 , . . . , raj, Range Q*-h nker$* = {0}. 

If either of the above equivalent conditions holds, then for every uo € X, 
there exists f € C£([0, +oo[ ; Y) such that the function u given by (1.2) 
belongs to C£;([a, +oo[ ; D(A)) for each a > 0. 

PROOF. The idea of the proof is the same as the one of Theorem 
2.1. In this case, thanks to formulas (1.10), (1.16), condition (2.2) is 



STABILIZABILITY 289 

equivalent to 

N rrij-l 

j = \ n=0 

N m r l m r l 

- E E E e A j S / e-^(-s)k-"QJin*f(s)ds. 
j = l n=0 k=n n' J° 

(2-8) J = 1 " = ° , , 

Since the functions £ —• eXjttn are linearly independent, (2.8) is 
equivalent to T / = Quo, where 

N 

r:Cu([0,+oo[;Y)-+XK, Q : X ^ XK, K = J2mi 

) j = l,...,JV; n=O r . . ,mj - l 

$2/ == {Qj,n2/}j=l,...,AT; n=0, . . . ,mj-1 • 

Therefore, (i) holds if and only if Range T D Range Q. By assumption, 
the ranges of F and Q are finite dimensional so that (i) holds if and 
only if 

(2.9) kerQ* D kerr*. 

For each (x* J ^ i , . . . , ^ ; ^ , . . . ^ - ! € (X*)K, we have 

r*(a?^)i=i,...,iV;fc=o,...,mi-i(/) 
N mj-lmj-l-k + 0 0 A s , xfe 

= -EE E / , SJ {f(s),**Qik+hx*,k+h)ds 
i= i fc=o h=o • /o *• 

AT ro.,-1 

<9*K/,)i=i,...,Af;h=o m,-i(v) = E E (y>QlhXj,h) 
j = l h=0 
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so that 
(2.10) 

Ì rrij — 1 

h=k 

j = l,...,N;k = 0,...,m,j - 1 

= U*U)i=i,..,i*;h*o,...,mi-i e (x*f : **Q*ft**„ = o, 
j = lì...,N;h = 0,...,mj-l} 

(2.11) 

(x;ffc)i=if...,jV;fc=o,..fmi-i e ( * * ) * : £ £ Q;ffc*;ifc = o l 
j=l h=0 J 

We can now show that (2.9) is equivalent to (ii). It is easy to see 
that (ii) implies (2.9). Conversely, assume that (2.9) holds, and 
let y* e ker$*Q*o/lo for some j0 ,ft0 . Set x*jh = 6joMy*. Then 
3>*Q* hx* h = 0 for each j = 1 , . . . , AT, h = 0 , . . . , rrij — 1, so that, by 

assumption (2.9), we have 0 = ^ 7 = i Er io" 1 Q*j,hxU = Q*h,hX = °-
Therefore, for each jo, ho, we have kerQ^o /lo D ker<J>*Q ô,h0

 a n d (n) 
holds. 

The last part of the proof follows as in Theorem 2.1. D 

In the applications it is sometimes useful to establish exponential 
decay for Cu(t), where C is a linear bounded operator from D(A) to 
a Banach space Z. Obviously, if ||M(£)||D(A) decays exponentially as 
t —• co, then ||Cn(£)||z does also. On the other hand, conditions (ii) 
of Theorems 2.1 and 2.3 may be too restrictive if one is interested only 
in the asymptotic behavior of Cu. However, arguing exactly as in the 
proof of Theorem 2.2, one can show 

THEOREM 2.4. Let C <E L(D(A),Z), let (1.1), (1.11), (1.15) hold, 
and assume that the residues Qjyn of F(-) at X = Xj are finite rank 
operators. Then the following statements are equivalent: 

(i) For every uo € X there exists f G C£([0,+oo[ ;Y) such that the 
function Cu, where u is given by (1.2), belongs to Cu,([a, +oo[ ; Z) for 
each a > 0; 
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(ii) For every j = 1 , . . . , TV, h = 0 , . . . , rrij, RangeQ* hC* D ker<l>* 
{0}. 

3. Examples and applications. 

3.1. The case where K(t) = k(t)A. We consider here the special 
equation 

(3.1) u'(t) = Au(t) + bu(t) + A / k(t-s)u(s)ds + $f(s), u{0) = u0, 
Jo 

where A generates an analytic semigroup, b G R and k : [0, +oo[ —• R 
is such that 

« f c e L ^ + o o f ) ; 

(ii) for each x G D(A) the Laplace transform k(X) is an
alytically extendible to a sector S = {À G C : À / w; 

(3.2) larS (^ — v)\ < 0} where u G R and 0 G ]7T/2; 7T[ ; 

(iii) there are 0 < ß < 1 and c > 0 such that |A^fe(A)| < c 
for each À G 5. 

In this case 

(3.3) po = {A G n : k(X) ? - 1 , (A - 6)/(fc(A) + 1) G /9(A)} 

F(A) = (A - A - b - k(X)A)-1 

fe(A) + i U(A) + r / 

To apply Theorems 2.1 and 2.3 we need to know the poles of F(-) 
and the respective residues. The following proposition gives a charac
terization of the poles of F(-) contained in fi. 

PROPOSITION 3.1. A0 G fi\{&} is a pole of F(-) of order m if and 
only if setting 

(3.5) *(A) = (A - b)/(k{\) + 1), 
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then 

(i) fe(Ao) + - 1 ; 
(ii) z0 = 0(AO) 25 a po/e of R(-,A) of A of order 

\ m ' n > 1 [i.e., an eigenvalue with ascent ß); 

(iii) A —• <j){\) — 0(Ao) has a zero of order h at 
A = Ao and \xh = m. 

Ifb belongs to Q, and k(b) ^ — 1, then Ao = b is a pole of F(-) of order 
m if and only if (3.6)(ii),(iii) hold. Moreover, 

(3.7) Qn = Y.Ck^A-z^kp^ 
fc=0 

where 

ckn = ^- I (A - Ao)n(0(A) - zQ)-k-\k{\) + l ) " 1 ^ 

and 

/C(ao,c) 

Ä(^, A)dz. 

Ifb belongs to Q., and k(b) = — l,fc'(6) ^ 0, £/ien Ao = b is a pole of 
F(-) of order 1 if and only if \/k'{b) belongs to p(A). In this case we 
have 

(3.8) Q0 = J— R(J— , A 

It is a pole of order m > 1 if and only if l/k'(b) is a pole of #(•, A) of 
order fx > 1, A -» 0(A) — l/k'(b) has a zero of order h at \ = b, and 
fih = m — 1. 

J/ò belongs to Q and k(b) = — 1, fc'(b) = 0, £/ien Ao = 6 is either a pole 
of F(-) of order 1 or an essential singularity. In the case that Ao = b 
is a pole of F(-) of order 1 we have 

(3.9) Qo = I. 
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In particular, if D(A) ^ X, and k(b) = — l/kf(b) = 0, then \Q — b is 
not a pole of F(-). 

PROOF. The proposition was proved in [2, Proposition 5.3] in the 
case m = 1. We consider here the general case. 

Let Ao G ft be any pole of F(-) of order m. There is a neighborhood 
U of Ao such that £/\{Ao} is contained in po and 

(i) (A - Ao)F(A) - (k(X) + l)AF(X) = I 

(3.10) (Ü) F(A)(A - Ao) - F(X){k(\) +1)A = I on D(A), 

so that 

(3.11) (A - Ao)m(A - b)F(\) - (A - Ao)m(fc(A) + 1)AF(\) 

= (A-A 0 ) m I , A€C/\{A0}. 

Letting A —> Ao in (3.11), we find 

(3.12) [(Ao - 6) - (fc(Ào) 4- l ) 4 Q m - i = 0, 

where Qm-i ^ 0 by assumption. Now there are two possibilities: either 

(a) fe(Ao) 4 1 ^ 0, or 

(b) fe(Ao) 4-1 = 0 and A0 = b. 

Moreover, for every A G É/\{Ao}, (3.4) holds. 

Let us consider case (a). Since the functions A —> l/(k{\) 4 1) and 
A —» 4>(\) are holomorphic in U, then zo = </>(Ao) is an isolated element 
of cr(A). Therefore, for every z close to ZQ, 

R(z,A)=Y,(-VnSZ+1(z-z0r 

(3.13) "=° 

+ Yl(A-z0)
n(z-zor

n-1PZo, 
n=0 

where 

(3.14) PZ0 = ^- ! R(z,A)dz, SZ0 = lim (1 - PZ(l)R(z, A). 
2™ JC(zQ,e) z^za 
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Replacing (3.13) in (3.4) we get 

1 f °° 

m-rt *W + 1 l » = o 
(3.15) x . 

n=0 ) 

Since Ào is a pole of F of order ra, it follows that there exists / I E N 
such that (A - zo)nPZQ — 0, for every n > \x, and (A - z^Y~lPZQ ^ 0. 
Consequently, Ao is a zero of </>(•) — ZQ of order h — m/ß. Formula (3.7) 
follows now easily, recalling (1.9). 

Let u§ consider case (b). If k'(b) ^ 0 and m > 1, the situation 
is similar to the previous one: actually, we have zo=limA-»b0(A) = 
\/k'(b). Then ZQ is an eigenvalue of A, and, multiplying both members 
of (3.10)(i) by (A - 6)m_1,we find that 6 is a zero of (ß(-) - zo of order 
h = (ra — l)//x. 

If k'(b) ^ 0 and ra = 1, from equalities (3.10) with Ao = fr, we get, 
letting A - • fc, (1 - k'(b)A)Qo = I, Qo(l - k'(b)A) = I on D(A). This 
implies Qo 7̂  0 and that (1 — k'(b)A) is invertible, with inverse QQ. In 
particular, ZQ belongs to the resolvent set of A and 

(3.16) Qo = l/fc,(6)Ä(l/fe,(6),>4). 

In the case where k'(b) = 0, we get ra = 1 and Q0 = I; actually, 
if m were greater than 1, multiplying both members of (3.10)(i) by 
(A — 6 ) m _ 1 and letting A —> 6, we would get Qm_i = 0. Hence ra = 1, 
and letting A —> b in (3.10)(i), we obtain Qo = I- This is clearly 
impossible if D(A) ^ X. 

Conversely, if Ao G Q is such that (3.6) holds, then (3.13) becomes 
oo ß — 1 

(3.17) Ä ( M ) = ^(-i)»52"o
+i(^-^or+E(^-^)"(2-^)-n-1pz„ 

n=0 n=0 

for every z close to 2Q- Plugging (3.17) into (3.4), 

1 I °° 

+ ^ - Z o r ( ^ ( A ) - ^ o ) - n - 1 ^ o [ 
n=0 J 
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so that Ao is a pole of F of order m = ph. 

Let A0 = 6 and k(b) = - 1 . Then (A0 - 6)1 - (1 + k(b))A = 0, so that 
ò does not belong to po- Since 6 E fì, it is not a removable singularity 
of F(-) (see [2, Lemma 1.3]). Therefore, b does not belong to p. 

If, in addition, k'(b) ^ 0 and l/k'(b) G p{Ä), from (3.4) we get easily 
that b is a simple pole of F(-), and (3.8) holds. On the other hand, 
if k'{b) / 0 and l/k'(b) is a pole of R{-,A) of order p > 1,6 is a zero 
of order h of the function A —* 0(A) — \/k'(b) so that, using equality 
(3.18) (with ZQ = \im\^i, (j)(\) = l/fc'(6)), we find that 6 is a pole of 
F(-) of order m = ph + 1. 

Finally let A0 = 6,fe(6) = -l,fe'(6) = 0. From equality (3.10)(i) it 
follows that either 6 is a pole of F(-) of order 1, or it is an essential 
singularity. D 

In many applications the function k is a completely monotone kernel, 
i.e., 

(3.19) k(t) = / e"*^(dÇ), t > 0, 
Jo 

where p is a positive Borei measure (see [10, Chapter 4] for equivalent 
definitions and properties). We also assume 

(3.20) (i) jf«<+»; W jf^<+~ 

for some /? e]0,1[. Condition (3.20)(i) means that k belongs to L1 

([0,+oo[) and implies that (3.2)(ii) holds; condition (3.20)(ii) implies 
that (3.2)(iii) holds. Moreover, k(X) has a maximal analytic extension 
in the domain 0 = C\{—supp/x}, given by 

(3.21) kiX) = £°°^, A e a 

(see [2, Lemma 5.4]). 

PROPOSITION 3.2. Let k be defined by (3.19) and satisfy (3.20). 
Assume, in addition, 
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(i) O0supp/i ; 

(ii) ZQ G <J(A) is not a pole of R(-,A), A0 G (j>~1(zo) => ReA0 < 0; 

(iii) zo G cr(A) is a pole of R(-y A), dim Range P2o = +00, Ao G 
cß-^zo) ^ R e A o < 0 . 

Then either {A G a : ReA > 0} = 0 or {A G a : ReA > 0} = 
{Ai, . . . , Aw}, where, for each j = 1 , . . . , TV, Xj is a pole of F(-) such 
that all the corresponding residues of any order are finite rank operators. 
Moreover, if 4>(\j) is a simple pole of R(-,A) and (j)'(Xj) / 0, then Xj 
is a simple pole o/F(-). 

PROOF. Thanks to Proposition 5.6 of [2], we have {A G a : ReA > 
0} = {A G O : ReA > 0,fe(Ao) + 1 ^ O,0(A) G a (A)}. Therefore, by 
assumptions (ii), (iii), if Ao G a and ReAo > 0, then ZQ = (f>(Xo) is a 
pole of R(-,A), and dim Range Pzo < +00. Proposition 3.1 implies 
now that Ao is a pole of F(-), and dim Range Qn = 0 for each n. Since 
{A G a : ReA > 0} is closed, bounded (see [1, 6]) and consists of poles, 
then it is finite. D 

REMARK 3.3. Under the assumptions of Proposition 3.2, there exists 
e > 0 such that the strip {A G C : -e < ReA < 0} is contained in p. 
Therefore Theorem 2.2 is applicable with any u G]0, e[. D 

EXAMPLE 3.4. Consider the integrodifferential equation 

ut(t, x) = Aw(£, x) -f bu(t, x) + / k(t - s)Au(s, x)ds 
Jo 

K 

(3.22) +5^fc, /*(V)}0fc(aO, t>0ixeUi 
k=l 

w(0,x) = u^x), x G fi, 

u(t,x) = 0, t > 0, x G dQ, 

where Q is a bounded open set in R n with C2 boundary dfl, and 
0h,/i = 1, . . . , / /" are linearly independent continuous functions. We 
have set (0,7) = fQ (f)(x)/y(x)dx. The nonzero kernel k satisfies the 
assumptions of Proposition 3.2. 
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We choose 

(3.23) X = C(fi), ^ ) = { 9 e n p > 1 ^ ) : A ( / G l , ^ = 0}, 

Ag = Ag. 

As it is well known, A generates an analytic semigroup in X (see [9]), 
and its spectrum consists of a sequence of real negative semi-simple 
eigenvalues —Çj,j G N, with l imj^ + 0 0 Q; = +oo and Q < (j+i for each 
j . In order to apply Theorems 2.1, 2.2, we have to describe the set 
{A G G : Re A > 0}. From Proposition 3.2 we know that {A G a : Re A > 
0} = UjeN(j+, where <r+ = {A G C : Re A > 0,(A-6)/(fc(A) + l) = -Q} 
is finite. We set, for each j G N , 

(3.24) rrij = min I x + £j + Q / [x + £]~ V ( ^ ) : x G [0; 6] > 

Aj; = | (x; </) : 0 < x < 6/2; 0 | + ° ° Ç/[(x + 0 * + î / 2 ] f « = 1 | 

nj=mwhx + Çj+Cjf t/[(xH)2WMdÇ):(x,y)eAS if A, ^ 0. 

PROPOSITION 3.5. Le£ & satisfy the assumptions of Proposition 3.2. 
T/ien £/ie following statements hold: 

(i) / / ra j < b, then at ^ 0 and consists of simple poles of F(-). 

(ii) / / ra j = 6 and Çj + Çj / 0 °° £~ V(^£) > >̂ ^en cr+ contains a real 

not simple pole. If Q + Q JQ °° £~ 1/x(dO = 6, i/ien (7+ contains a real 

pole which is simple if and only if (j f0 °° £~2ß(d£) ^ 1. In both cases, 

the other elements of crt are simple poles. 

(iii) / / raj > b and Aj ^ 0, rij < ò, then cr+ ^ 0, anrf it consists of 
simple poles. 

(iv) Ifvfij > b and either Aj = 0 or Aj ^ 0 and Uj > b, then a* = 0. 

PROOF. From Proposition 3.2 we know that cr+ is a finite set for every 
j G N and that it coincides with the set of solutions with nonnegative 
real part of the equation 

(3.25) A - 6 + Ci(l + fc(A)) = 0. 
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Since (j is a simple pole of Ä(-,-4), all the solutions À of (3.25) are 
simple poles of F(-) provided 

(3.26) fc'(A) ^ - 1 / 0 -

Setting À = x + iy, equation (3.25) is equivalent to the system 

r+°° x + £ 

Let us consider the real solutions of (3.25) (y = 0 in (3.27)). The first 
equation of (3.27) becomes 

(3.28) G(x)=x + 0 + 0 / [x + £]"V(dO) = &• 
./o 

Obviously, all the possible nonnegative solutions of (3.28) belong to 
[0,b]. 

If rrij > 6, equation (3.28) has no solutions. 

If rrij < ft, since G is strictly convex, there are precisely two solutions 
£1,2:2 provided G(0) > 6, and a unique solution x% provided G(0) < b. 
From the strict convexity of G it follows that G'(xi) — 1 — Qk'(xi) ^ 
0, i = 1,2,3, so (3.26) holds. 

If rrij = 6, there is a unique solution x. If G(0) > fr, then 0 < x < b 
and x is not a simple pole of F(-). If G(0) = 6, then of = 0, and it is a 
simple pole if and only if 

0 / rV(de) ï 1. 
./o 

Let us consider now the solutions of (3.27) with y ^ 0: they have to 
be found in the set Aj. Aj is void for every j > jo, where jo is the 
smallest positive integer such that 

/»+00 

e» / r V # ) > 1. 
./o 
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If Aj ^ 0 and rtj < 6, there are at least two solutions (x, ±y) of 
(3.27) which correspond to a couple of complex conjugate solutions 
À,À of (3.25). Condition (3.26) holds both at À and at À: actually, the 
imaginary parts of A/(A) and of fc'(A) vanish if and only if y = 0, and 
our assumption now is y ^ 0. D 

Proposition 3.5 gives, in particular, a necessary and sufficient condi
tion in order that {À G a : Re À > 0} = 0: actually, from Proposition 
3.5, it follows that, for every j G N, we have cr+ = 0 if and only if 
rrij > b and either Aj = 0 or Aj ^ 0 and rtj < b (this condition is 
satisfied, in particular, if 6 <: Ci)-

If {A G a : Re A > 0} = 0, then the free system is exponentially 
stable, hence it is trivially stabilizable (it is sufficient to choose /& = 0 
for each k). The stabilizability problem is significant if the free system 
is not asymptotically stable, i.e., if af ^ 0 for some j . In this case we 
set 

(3.29) J = {j € N : a+ ? 0}, 

and, for each j G J, we choose any basis {^i, • • •, ipNj} of ker((j — A), 

PROPOSITION 3.6. Let k satisfy the assumptions of Proposition 3.2, 
and let J ^ 0, with mj / ò for each j e J. Then system (3.2) is 
stabilizable if and only if for each j G J, the rank of the matrix 

(3.30) [Ahk] = [(iph,<t>k)}h=i,...,Nj;k=i,...,K 

isNj. 

PROOF. From Proposition 3.5 it follows that, for every j G J,o~j~ 
consists of simple poles of F(-) different from b so that Theorem 2.1 is 
applicable. From Proposition 3.1 (with m = 1), we get that, for each 
Ao G (7j", we have </>'(Ao) / 0 (the function 0 is defined in (3.5)), and 
the residue Q of F at A = Ao is (ft(\Q))~1 Pj, where Pj is a projection 
on the eigenspace of A corresponding to the eigenvalue ( j . Therefore 
Range Q* = Range P* = ker((j-A*). Hence condition (ii) of Theorem 
2.1 may be reformulated as 

(3.31) Vj G J, ker(Cj - A") H ker$* = {0}. 
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As is easily seen, ker((j — A*) is spanned by the linear function
a l ipl,h — l , . . . , iVj , where ipl(g) = (#,iph}- Therefore $*: ker((^— 
A*) —> (Rfc)* = Hk may be represented, with respect to the basis 
{^ï, • . . , iß%. }» ^y th e matrix [Ahk]- Hence, 3>* is injective on ker((pA*) 
if and only if Nj > k and the rank of [Ahk] is Nj. ü 

3.2. The heat equation with memory. We consider now the heat 
equation in materials of "fading memory" type, introduced by Nunziato 
in [8]: 

(.43.32) b0ut{t,x) + d/dt l ß(t - s)u(s,x)ds 
Jo 

— CoAu(t,x) - / j(t — s)Au(s,x)ds + <£(£,x), t > 0 , x G f l , 
JO 

u(Q,x) = UQ(X), x G O, 

Bu(t,x) = 0, t>0,xedu, 

where either Bu — u or Bu = du/dn. Q is a bounded open set in R n 

with C2 boundary dSi, ?/(£, x) is the temperature of the point x G f ì a t 
the time £, the constants ÒQ,CO are positive, and <j> is the heat supply, 
which we assume to be of the type 

(3.33) </>(t,x) = ($h(t))(x), t>0,xe H, 

where h is a function (to be determined) from [0, +oo[ to a Banach space 
F , $ belongs to L(F,X), and X is either U>(ÇÏ) or C(fi). The kernels 
/?,7 are measurable positive functions (usually, linear combinations of 
exponential functions with positive coefficients) satisfying 

(3.34) c0- i(s)ds > 0. 
Jo 

We assume here that ß and 7 are completely monotone kernels, with 

(3.35) 7( t) = / e-utn{du), ß(t) = / e-,,"t;(dw)> * > 0, 
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where /i, v are positive Borei measures with 

(3.36) supp/x, suppv C ]o, +oo[ , a > 0. 

We denote by 7(A),/3(A) the analytic extensions of the Laplace trans
forms of 7 and ß respectively to C\(—supp/i), C\(—suppv). 

We showed in [7] that equation (3.32) may be rewritten as an 
evolution equation in the space X in the form (0.1), with 

(3.37) A : D(A) = {<j) e X : A0 e X,Bf = 0} -+ X; 

(Af)(x) = bv1[coA<l)(x)-ß(0)(t>(x)} 

(K(t)<j>){x) = b^[-ß'(t)cj>(x) - 7(t)A#*)]> t > 0, 

f(t) = b^h(t), t > 0. 

In fact, we considered in [7] only the case X = C(D), but the same 
arguments can be carried out in the case X = LP(Q,). We showed also 
that 

(3.38) po = JA 6 C : co - 7(A) * 0, ^ f f * -A»} 

and 

(3.39) F{X) = -J^—R(X^+^\A)t XeP0, 

where {—An} is the (decreasing) sequence of the eigenvalues of A. 
Hence (see [7, Proposition 3.1]), 

(S 40Ì JA G -R A > 0 i - ! " m t^ ie C a s e ^U ~ Ui 

\ ' ' * ' ' — \ {0} in the case Bu = du/dn 

and 

(3.41) sup{Re A : A € <r, Re A < 0} < 0. 
In particular, system (3.32) is asymptotically stable in the case of 

the Dirichlet boundary condition. However, one may ask whether it is 
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possible to get ||u(t)||x < ce ut, with u arbitrary. A partial answer 
may be found in Proposition 3.7. To state Proposition 3.7, we set 

(3.42) U = {xe] -a,0[: y(x) = - c 0 } . 

The set U may be possibly void. It is easy to see that all the solutions 
of the equation y(x) = —Co are real and negative. 

PROPOSITION 3.7. Let u e ]0,a[ be such that 

A(6o + /?(A)) 
Co - 7(A) 

^ -A n Vn E N,VA with ReA = -v, 

and 
-u > supU ifll ^ 0. 

Then the following statements are equivalent: 

(i) For every UQ G D(A) there exists h G Cu,([0, +oo[ ; Y ) such that 
the solution u of (3.32) belongs to Cw([0,+co[ ]X); 

(ii) For every A £ C with Re À > u we have 

k e r ( A ( Ò Q ^ ) ) - ^ ) n k e r ^ ^ { 0 ^ 
V c0-7(A) / 

If any of the equivalent above conditions holds, then, for every UQ G X, 
there exists h E C2([0,+oo[ ;Y) such that the solution u of (3.32) 
belongs to C£;([a, +oo[ ; D(A)) for each a > 0. 

PROOF. Let us check the assumptions of Theorem 2.2. Here, A gener
ates an analytic semigroup and K belongs to Lx([0, +QO[ ; L(D(A), X)) 
thanks to assumption (3.36). The set 0+(u>) consists of all the zeros 
with real part greater than —a; of the functions 

(3.43) ^(A) = ^ L ± M _ A n , neN. 
co - 7(A) 

Since l im n_+ 0 0 — An = - co , then o+(a;) is finite. Moreover, if it is 
not empty, it consists of poles of F(-) due to (3.39): actually, for each 
n € N, 1/ißn is holomorphic, so that is has only finite order zeros, and 
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the eigenvalues of A are semisimple. If Ao is a zero of order m of ipn, 
then we have 

lim (A - Ao)mF(A) = ^ o p 

^ (c0-7(Ao))Vim)(Ao) 

where Pn is a projection on the eigenspace of A corresponding to the 
eigenvalue An: 

Pn = W~ I R{z,A)dz. 
27TZ Jc(\n,e) 

Therefore Ao is a pole of F(-) of order ra, with Qm = m\boPn/ 
(c0 -7(A0))^im)(Ao). Consequently, RangeQ^ = RangeP^ = ker(An -
A*). The statement follows now applying Theorem 2.1. D 

In the case of the Neumann boundary condition, the free system is 
not asymptotically stable because Ai = 0 , so that 0 belongs to a. But 
0 is a zero of order 1 of ^ i because /3(0) > 0, so that it is a simple pole 
of F(-) (see the proof of Proposition 3.7). Since the eigenspace of A* 
with eigenvalue 0 is spanned by the measure 

M*(0) — (measfì) 1 / 4>(x)dx, 
Jn 

applying Proposition 3.7 we get that system (3.32) with the Neumann 
boundary condition is stabilizable if and only if $*(/!*) ^ 0. In 
particular, if 

< J > : R ^ X , *(») = »£(•), 

where £ € X, then system (3.32) is stabilizable if and only if /z*£ ^ 0, 
i.e., the mean value of £ is not zero. 

In the applications, one is often interested in observing the value 
of the temperature u only at some points x\,... ,XH € Cl. Then we 
consider the linear operator 

C : C(Ü) - R " , C(j> = (0 (* i ) , . . . , 4>(xH)). 

By Theorem 2.4, for each no G C(fì), there is / such that Cn(t, •) 
decays exponentially in the sup norm if and only if kerA*C* fi ker$* = 
{0}. In our case, A*C*(x{,... ,x*H) = £ f = i * / X > where ßl(<t>) = 
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A(j)(xh)' Therefore Range A*C* is spanned by the measures //£,/& = 
1 , . . . ,# , and ker^*C* ft ker$* = {0} means that $ X ^ 0 for 
each h = l,...,/f. In particular, if 3> is as before, then we have 
ker^*C* H ker$* = {0} if and only if AÇ(xh) ^ 0 for each h = l,...,H. 
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