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ON A GENERALIZED INTEGRAL 
EQUATION WHICH ORIGINATES 

FROM A PROBLEM IN DIFFUSION THEORY 

M.T. MCGREGOR 

1. Introduction. Let Bx(s) be a reflecting Brownian motion on 
(0, oo) with ^ ( 0 ) = x. Let r + be the first time, s, that the sojourn 
time of (l,oo), for Bx up to time s, exceeds the sojourn time of [0,1] 
up to time s, and define Y+ = BX(T~*~). In [2] it was established that, 
for 0 < x < 1, the probability density of F+ is II(x, y) in the sense that 
PX (F+ e (1 + y, 1 + y + dy)) = II(x, y) dy, where II satisfies 

(1) / (cosh 6 cos Qy + sinh 6 sin öi/)II(x, y) dy = cosh ox, 9 > 0. 

For further discussion of this remarkable result and additional refer
ences see [1]. 

In [2] the closed form solution to the above problem is obtained by 
ad hoc methods in the form . 

cosh ^7n/(sinh ^nycos \irx)* 
(2) U(x,y) = 

\/2(sinh2 \ny + cos2 k x ) 

A constructive proof of this result was given in [3] by using Laplace 
transform methods to show that the associated integral equation 

(3) / (sin (~ +0\e-°y + sin (J- - e)e0y)u(x,y)dy = v^coshflx, 

where x and 6 are complex, admits a solution II(x,2/) in convolution 
form, namely, 

(4) n(*,y) = y ^ r G ^ - ^ , 
jQ ^/(sinh \irv) 

where 
(5) 

\PK(\ i i~3 /2 r i i~ 3 / 2 i 
G(x, r ) = G(x, - r ) = -̂ — < cosh -TT(X+T) + cosh -7r(x-r) > 
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Furthermore, by setting a = e*yl2, b = -e ^Z 2 , p = e*xl2 and 
q = e-™12 in 

rfiv / ^ = 2 /aiz + òx 1/2 
1 j 7 (ai/+ ò)1/2(pl/ +«7)3/2 (aç-ftpJVpi/H-qf/ ' 

it was shown in [3] that ïl(x, y), as given by (4) and (5), may be written 
as 

cosh ^7n/(sinh \ity cosh ^irx)1/2 

\/2(sinh2 7̂T?/ + cosh2 \irx) 

Equation (1) is the special case of (3) obtained by replacing 6 and x by 
iO and ix respectively. Consequently, (2) was obtained as a solution of 
(1) by taking ix in place of x. 

In this paper we consider, for x and 6 complex, the integral equation 

(7) / (sin(a7T + 0)e~ey + sin(o;7r - 0)e9y)U(xi y) dy = y/2 cosh Ox, 
Jo 

where a is real. Clearly, a = 1/4 gives (3). The procedures used in [3] 
will be modified to obtain solutions Il(x,2/) = n a(x, t / ) of (7). Due to 
the periodicity of the sine function a can be restricted to a half-open 
interval of length 2; we choose — 1 < a < 1, and if a = ß + 1 with 
— 1 < ß < 0 then a may be further restricted to 0 < a < 1. It would 
appear that the four cases 0 < a < 1/2, a = 0, a — 1/2,1/2 < a < 1 
should be dealt with separately. We begin with the case 0 < a < 1/2. 

2. The case 0 < a < 1/2. Let x and 6 be complex with - 1 < 
Imx < 1 and — air < reO < a7r, 0 < a < 1/2; the conditions on 
x,0 and a are sufficient to guarantee that the various integrals exist 
and for the gamma and beta functions to be defined. Observe that if 
0 < a < 1/2 then the analogues of (4) and (5) are, respectively, 

(8) n^^^ff'Vy 
J0 (sinh ±TTi>)2a 

and 

(9) 

Ü 1 - i2a-2 r 1 -i2a-2N 

cosh -7T(X+T)\ + cosh-7r(x-r) >, 
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where K{a) = T ^ - ^ / T t l - 2a) and L(a) = 22fT(2 - 2a)/8v
/2. The 

coefficients K(a) and L(a) are chosen in this way to yield (4) and (5) 
when a = 1/4. Furthermore, by setting a = eny/2, b = —e~*y/2, p — 
e™/2 and q = e"™/2 in 

(10) / 
(av + b)2a(pv + q)2-2f* ~ (1 - 2a)(aq - bp) \pv + q) 

(which is (6) when a — 1/4), one can evaluate the convolution (8) to 
get 

cosh^7rt/(sinh^7r2/)1-2a(cosh^7rx)2tt 

(11) n(a?, y) = ^ 2 , 2 1 x ' 
V2(sinh |7T2/ + cosh ^TTX) 

If n(x, i/) is given by (8) and (9) then it will be convenient to set 
0 ( ^ 0 ) = C[ll(x,y)](0), and if G{X,T) = Ga(x,r) is given by (9) then 
let G(x,0) = C[G(X,T)}(9) and proceed to establish the identity 

(12) G(z,0) + G(:r,-0) = ( ^ 

We begin by showing that 

/-«\ ^ / /is ^r/ x̂ ~w x /°° cosh or dr 
(13) G(*, 0) + G ( a j , - * ) = 2L(«) y ^ [ c o s h è 7 r ( , + r ) ] 2 - 2 a -

Clearly, 

G(x, 0) + G(ar, -0) = 2 cosh 0rG(x, r) dr, 

and substituting for G(x,r) from (9) readily produces (13). To com
plete the proof of (12) we show that the right-hand sides of (12) and 
(13) are equal. Beginning with the well-known beta function formula 

r°° v™-1 dv 
B(m,n)= / 7- :—— (Rem > 0,Rera > 0), 

set e2u = v to get, with m = 1 — a + 5 and n = 1 - a — s, 

/ ( c o s h n ) 2 - = 2 l-"B(l-a + ,,l-a-). 
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From this one can deduce that 

/

oo 2st f]f 

, J * 2n = 2 1 - 2 o e - 2 " B ( l - a + s,l-a-a), 
.«, [C0sh(z + t)]2-2« 

and replacing s by —s gives, on adding the two formulae, 

r ^sh2stdt = 2 l _ 2 „ c o s h _ _ _ 
y^^tcosh^+t)]2-2- v ' 

Replacing z by irx/2,t = 7rr/2,s = 0/7T, we need only some well-
known properties of the beta and gamma functions together with 
L(a) = 22aT(2 - 2a)/SV2 to complete the proof of (12). 

With n(x, 9) = C[H(x, y)}(9) our integral equation (7) takes the form 

(14) sin(oj7r + 0)0(x, 9) + sin(a7r - 0)Ü(x, -9) = \Ì2 cosh 9x. 

We proceed to show that this Wiener-Hopf identity is satisfied by 

(15) Û(x,9) = -r{1
 2_ G(x,9)B(a + ^ , 1 - 2a ) . 

Substituting into the left-hand side of (14) for n(a:, 9) and n(x, — 9), 
from (15), gives 

r ( 1
 2_ 2 Q ) (sin(air + 9)G(x, 9)B(a + - , 1 - 2a) 

+ sin(a*- - 9)G{x, -9)ß(a - - , 1 - 2 a ) ) 

" ( 

sin(a7r + 6>)r(a + f)G(x,6>) sin(a7r - fl)r(a - f )G(x, -6>)N 

r ( l - a + f ) + r ( l - a - f ) , 

With 2; = a + 0/7T and z = a — 0/7T in r ( z ) r ( l — 2) = 7r/sin7T2:, the 
left-hand side of (14) may be reduced to 

27r (G(x,9) + G(x,-9)) 
0 \ ' r ( l - a + f ) r ( l - a - f ) 
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Using (12) this becomes y/2 cosh 0x, and we have shown that (14) is 
satisfied by n(x, 6) as given in (15). To establish (15), apply the Laplace 
transform to the convolution (8) to get 

fi(x, 0) = K(a)G(x, 9)C [( sinh ÌTTI/) "**] (0), 

and it only remains to prove that 

r/ 1 \ ~2cn / Q \ 
(16) £ U sinh -Tri/] (0) = 22a7T-1J?(a -f - , 1 - 2aJ. 

To obtain (16), simply set e~ni/ = u in the Laplace integral to get 

— f'u^-^ii-ur^du, 
* Jo 

which is the required beta function integral. It is now clear that the 
convolution (8) satisfies our integral equation (7). 

3. Evaluation of the convolution. To evaluate the convolution 
(8), set y — v — — r to get 

(17) U(Xìy) = -K(a) f 
Jo 

-y G(x,r)dr 

[sinh \n(y + r))2a ' 

and, if we substitute in for G(X,T) from (9), there are two integrals to 
determine. Let X = nx/2, Y = ny/2 and consider 

I(X • Y ) - F 
JO 

dt 
[sinh(r + *)]2"[cosh(X 4- t)]2~2a ' 

with e2t = v this becomes 

\'^=[ dv 
2 " v " ' " ' Jx {eYu - e~Y)2<*{exv + e-

x)2~2<* ' 

and (10) with a — e y , b = - e ~ y , p = ex and q = e~x gives 
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Replacing X by —X and adding gives 

l(T(XV\±T( XYW- ~ COSh Y C O s h X ( S i n h Y Y~2a 

- ( J(X, Y) + / ( - X , Y)) - ( i _ 2 ö ) ( s i n h 2 Y + c o s h 2 x ) ^ ^ ^ ) , 

and setting r = 2t/7r in our integral (17) gives, on using K(a)L(a) — 
TT(1 - 2a)/4>/2, 

„ , x ( l - 2 a ) r T / l 1 \ T / 1 1 M 

which is (11). 

4. The case a = 0. In this case (7) reduces to 
/»OO 

— sin6 / 2sinhöi/II(x,y)dy = v2coshOx, 
Jo 

and, with 0 replaced by i0, this becomes 

ÛLsinWx,2/)rfy=^^-
From a study of Fourier sine transforms, 

i cos Ox dO [Ï [°° sin fly c 
• sinh 0 

which may be written as 

n( *y) = ifiL 
1 r°° (sin 0(x + 2/) - sin 0(x - j/))d0 

sinh0 

It is well-known that if |Ima| < 1 then 

1 
0 0 s i n a 0 d 0 7T , Û7T 

= — tanh —-, 
sinh0 2 

and consequently 

n(x, y) = | tanh -ir{x + y) - tanh -TT(X - t/)}/2v /2 

sinh^7rycosh|7ry 

v^(sinh 7̂T2/ -f- cosh |7nr) ' 
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which is (11) when a = 0. 

5. The case a = 1/2. Here our integral equation (7) reduces to 

/»OO 

cos 0 2 cosh 6yYl(x, y) dy — \/2 cosh 0x, 
Jo 

and, with 6 replaced by z#, this becomes 

Fourier cosine transform theory then gives 

cos Oy cos Ox d6 nfert-i/ïjf ^/îr cosh 0 

which may be written as 

• y ) = ^ / 
n(x,y) = 

1 f°° (cos 0(a; + ?/) + cos 0{x - y)) dO 

cosh0 

It is known that if |Ima| < 1 then 

[°° cos aOdO 7T , arc 
/ r-7T~ — —sech —-, 

J0 cosh 6 2 2 
and hence 

n(x, ?/) = I sech -7r(x + y) + sech 

COSh ^7TXCOSh ^7H/ 

>/2(sinh2 ^Try + cosh2 ^7rx) ' 

which is (11) when a = 1/2. 

6. The case 1/2 < a < 1. We shall now demonstrate that the 
solution $(x,y) = $a(x,y) of the equation 

/»OO 

(18) / (sin(a7T + 0)e~ey + sin(a7r - 6)e9y)^ot{x, y) dy = \/2 coshflx, 
JO 
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when 1/2 < a < 1, is simply 

&ct(x,y) = -n i - . a (x ,2 / ) , 

where Il(x,y) = ITa(:r, ?/) is given in (11). To see this set a = 1 — ß 
with 0 < ß < 1/2; (18) then takes the form 

/»OO 

/ (sin(/?7T - 0)e~6y + sin(/?7r + 0)e8y)<$>a(x, y) dy = \/2cosh(9x, 

which may be written as 

(19) sin(/?7T - ö)* a(x, 0) + sin(/?7T + 0)*a(ar, -0) = \/2cosh(9x 

with the usual notation. At this point we extend the definition of 
n(x, y) to C x R by insisting that 

n(a;,2/) = n(x, -j/) = n(-x,2/) = IL(-x, -y), 

which may be achieved by replacing sinh7rî//2 by sinh 7r|2/|/2 in the 
numerator of (11). A comparison of (19) and (14) shows that <&a(x, 0) = 
Tlß(x, —0) solves (19). To complete the analysis we need a result which 
relates f(0) = C[f(t)](0) and /(—0), where — a < Re0 < a. I conjecture 
that if / is continuous on R and f(t) ~ e-al*l as \t\ —• oo and if 
f(0) = C[f(t)](0) is defined and analytic in the strip — a < Re0 < a, 
then, by using analytic continuation, 

f(-9) = C[-f(-t)](0). 

In a private communication, R.R. London has proved a special case of 
this result. As a consequence, our solution $a(x,y) of (19) in the case 
1/2 < a < 1 is 

*a(zi y) = -Tlß{x, -y) = - r i i _ a ( x , -y) 

cosh ^7n/(sinh ^7r|2/|)2a~1(cosh \-Kx)2~2ot 

\/2(sinh2 \-Ky -f cosh2 \KX) 

which completes the last of the four cases. 
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7. A probabilistic corollary. From the analysis of §2 with x 
replaced by ix and 0 < x < 1 we have that 

cosh ^7n/(sinh |7ry)1-2tt(cos \itx)2a 

U(x,y) = U^x.y) = ^= ^1 ì— 
v2(sinh ^iry + cos2 ^7nr) 

solves the integral equation 

/»OO 

(20) / (sm(air + 0)e-°y+sm(air-O)eey)Il(x,y)dy = y/2cosh{i0x) 
Jo 

when |Re0| < an and 0 < a < 1/2. For |Re0| < aw the integral 
on the left-hand side of (20) is uniformly and absolutely convergent 
and represents a regular function of 0 in |Re0| < air. However, the 
right-hand side of (20) is an entire function of 0, and in |0| < air 
we can expand each side in a power series about 0 = 0 and equate 
corresponding powers of 0. Clearly, the left-hand side of (20) is 

i °° n2n poo 

^ E ? ^ ï / (e^(i-y)2n-e-^(-t-y)2n)n(x,y)dy, 

and, equating coefficients of 02n, n = 0 ,1 ,2 , . . . , in (20), yields 
/ •OO 

V2(ix)2n = 2 Im / eitt7r(z - 2/)2nn(x, y) dy. 

Hence 
V2(-l)nx2n = 2 Im{e i a i rE(i - F+ + l ) 2 n } , 

or, for n = 0 ,1 ,2 ,3 , . . . , 

( - l ) - x 2 - = E { V^sin [air - 2/itan-1 ( p + ^ y ) ) ' (<^+ - *)2 + l ) n } -
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