
JOURNAL OF INTEGRAL EQUATIONS 
AND APPLICATIONS 
Volume 2, Number 1, Winter 1989 

A COMPREHENSIVE APPROACH TO THE 
APPROXIMATE SOLUTION OF SINGULAR 

INTEGRAL EQUATIONS OVER THE ARC (-1,1) 

DAVID ELLIOTT1 

ABSTRACT. Both a collocation and a Galerkin method are 
described for the approximate solution of the complete singu
lar integral equation, with Cauchy principal value integral, 
defined on the arc ( — 1,1). Algorithms are described for all 
values of the index and an analysis of the discrete equations 
is given for each case. The approach is based on polynomial 
approximation over the arc ( — 1,1) and depends, in particular, 
upon the use of the Chebyshev polynomials of the first kind 
in the range space. The paper concludes with a convergence 
analysis which gives very satisfactory results. One surprising 
feature of the method is that except in the determination of 
the fundamental function, there is no need to evaluate any 
Cauchy principal value integrals. Furthermore, the method is 
not restricted to the particular cases of either constant or real 
coefficients and so is of wide applicability. 

1. Introduction. In this paper singular integral equations of the 
form 

(1.1) M0 + A> = / , 

are considered where, if we let 

<>•»> W) - ÌA / ' ^ 
7T J_x T-t 

for t G ( — 1,1), the integral being taken as the Cauchy principal value, 
then 

(1.3) M<f>(t) = a(t)<i>(t) + T(b0)(t) 

and 

(1.4) K<j>(t) = / k(t,T)(/)(T)dT. 
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Assume that the complex-valued functions a, 6, / and k are given and 
we require 4> or, in the present context, approximations to (j). Then 
look for (j) in the space of functions which is denoted by H{p\,p2) 
where 1 < pi,p2 < oo. Such a function is Holder continuous on the 
open interval ( — 1,1) but is pi-integrable at the end point —1 and p2-
integrable at the other end point +1 . The functions a and b are Holder 
continuous on [—1,1] and we shall put conditions on k and / as required 
below. 

There has been much written in the past few decades on approximate 
solutions to (1.1)-(1.4); for two recent reviews see Golberg [3] and 
Venturino [10]. Generally M has been defined as 

(1.5) M<j> = a<l) + bT(i> 

but, as shown below, it is more convenient here to choose M as defined 
by (1.3). Many approximate methods for solving singular integral 
equations have exploited the property that when a and b are real, 
the operator M generates two sets of orthogonal polynomials. These 
polynomials have been used for both Galerkin and collocation methods 
to give approximate solutions. The theory is mathematically elegant 
although it has imposed upon it a further restriction that b be a 
polynomial. The two sets of orthogonal polynomials turn out to be 
generalized Jacobi polynomials and their computation, in particular 
the calculation of their zeros and Christoffel numbers, has been a 
problem. In special cases, when the three term recurrence relation 
satisfied by these polynomials is known explicitly, the computation 
is straightforward. But when the recurrence relation is not known 
analytically it is much more difficult. In any case it has not been at 
all clear how to generalize these ideas to the case when a and b are 
complex-valued. Although the theory of singular integral equations 
allows a and b to be complex, these computational techniques appear 
to fail completely. Motivated by these considerations the author has 
been reviewing the usual approaches to the approximate solution of 
these equations. This paper is the outcome of these deliberations. One 
consequence has been to make a minor change, as noted above, to 
the definition of M. For completeness some of the theory of these 
equations is restated in §2, together with some other results which 
shall be needed later. In §3 we consider a Galerkin method based on 
polynomial approximation. First in §3.1 the dominant equation only is 
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considered and then, in §3.2, the complete equation. All values of the 
index K are allowed, although we must consider separately the two cases 
of K > 1 and K < 0. In §4 a similar analysis for a collocation method 
is shown. Both the Galerkin and collocation methods are based on 
the use of Chebyshev polynomials of the first kind. As a consequence, 
the discretization of the dominant operator gives rise in all cases to 
matrices whose properties are readily determined. This considerably 
simplifies the computational problems. Another interesting aspect of 
these methods is that, other than when evaluating the fundamental 
function Z, there is no need to evaluate either exactly or approximately 
any Cauchy principal value integrals. We do, however, need to evaluate 
improper integrals and these may best be done by using appropriate 
adaptive quadrature schemes. In §5 we give an error analysis which 
embraces both methods described in §3 and §4. The upper bounds 
turn out to be very satisfactory and demonstrate convergence for many 
functions / and k. 

Because of its length we give no numerical results, but hope to repair 
this omission in a later paper. 

2. Theory. Only a summary of results is given. For more informa
tion the reader is referred to the classic treatise of Muskhelishvili [7] 
(but see also Elliott [2]). For t G [-1,1] define 

(2.1) r2(t) = a2{t) + b2(t) 

and assume throughout that r does not vanish on [—1,1]. A function 
6, which must be continuous on [—1,1], is defined so that 

(2.2) exp{±iiT0{t)} = (a{t) T ib(t))/r{t), 

where the upper and lower signs go together. The fundamental function 
Z is defined on ( — 1,1) by 

(2.3) Z(t) = (1 + t)ni (1 - t)n> exp{7r(T0)(<)}, 

where n\ and U2 are integers. These are determined by requiring that 
Z G H(pi,P2), where 1 < P\,P2 < oo, and 1/Z G /H(q\ìq2) where 
1/pi -f 1/qi = 1,2 = 1,2. If Re0( —1) is an integer then choose 

(2.4) ni =Re0(- l ) 
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and similarly for 122 if Re 0(1) is an integer. However when neither is 
an integer look for n\ and ri2 such that 

(2.5a) {Re0(-1) - 1/pi} < m < 1 + {Reô(- l ) - I/pi} 

and 

(2.56) -{Reô( l ) + I/P2} <n2<l- {Re0(1) + l/p2}. 

The index n(pi,P2) of M in the space Ti (pi,P2) is defined by 

(2.6) K(PI,P2) = -(ni + w2). 

(Note that in the above analysis Muskhelishvili generally chooses p\ — 
P2 — 1). Consider now the deleted complex plane; that is the complex 
plane C with the interval [—1,1] deleted. The canonical function X(z) 
for z G C \[—1,1] is defined by 

(2.7) X(^) = (l + z ) n i ( l - z ) n 2 e x p . J 7" °^dT {/: 
From the Sokhotski-Plemelj formulae we find that for t G ( — 1,1) 

(2.8) X±(t) = exp{±Ì7rO(t)}Z(t). 

Now consider the solution of the dominant equation M<p = / . It can 
be shown that for 1 < p±,p2 < co, M maps the space Ti(pi,P2) into 
itself, so that we first assume that / is a given element out of Ti (pi,P2) 
for 1 < pi,P2 < oo. The operator M1 is defined by 

(2.9) M'f = (Z/r){(af/rZ) - T(fb/rZ)}. 

For K > 1, the general solution of M(j) = / is given by 

(2.10) 0 = M 7 + ( ^ A ) P K - I , 

where PK_i denotes an arbitrary polynomial of degree < (K — 1). On 
the other hand, when K < 0 the solution of M4> = / , if it exists, is 
unique and is given by 

(2.11) 4> = M'f. 
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Existence is guaranteed if / satisfies the —K consistency conditions 

We should note that only when n — 0 is M1 the inverse of M and in this 
case the solution of M(j> = / exists and is unique for all / G H (pi,P2)-

Now we introduce the principal part of a function defined in the 
complex plane C . Suppose that the Laurent expansion of a function / 
about the point at infinity is given by 

TV 

(2-13) /(*)= J2 fjzJ> / " # ° -

Then the prinicpal part of / at any point z$ G C is denoted and defined 
by 

TV 

(2.14) P-p.(/;*o) = £ / i 4 
j=o 

If N < — 1 then p.p. (/) = 0 and if N > 0 then p.p. (/) is a polynomial 
of degree N. By the theory of residues it can be shown that 

(2-15) P-P-(**> = à / c 

f(z)dz 

cR
 z - zo ' 

where all the singularities of / in the finite plane and the point ZQ are 
contained within the circle CR, center at the origin and of radius R. 

From (2.6) and (2.7) it can be shown that X(z) behaves like z~K at 
infinity; trivially, X~x(z) behaves like zK. It is straightforward to show 
that if P is any polynomial then, for t G ( — 1,1), 

and 
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These two equations are of fundamental importance when we consider 
approximate methods of solution of (1.1). 

Returning to equations (2.9) and (2.10), it is convenient to define a 
new dependent variable ip where 

(2.18) iß = r(j)/Z or 0 = Ziß/r. 

In many cases ip will be a continuous function on [—1,1]. For this 
reason it is better to consider approximations to ip rather than 0 which 
has integrable singularities at the end points. To be more specific, Z 
has been chosen so that it is in 'H(pi,P2)> Let operators A and A1 be 
defined by 

(2.19) Ai> = M(ZiP/r), À1 iß = (rfZ)M1^. 

It can be shown (see Appendix) that A1 maps Holder continuous 
functions of order v on [—1,1] into Holder continuous functions of order 
v — l/q on [—1,1] where q = min(qi,q2). Furthermore, it turns out that 
A1 is a bounded linear operator on the Holder space #^[—1,1] into 
C[— 1,1]. In terms of the operators A and A1 we can rewrite (2.16) and 
(2.17) respectively as 

(2.20) AP = p.p. (PX), A!P = p.p. (PX'1), 

for all polynomials P. Thus both A and A1 map polynomials into 
polynomials and this will be exploited in our algorithms. 

From the définitions of A and A1 it can be shown that 

/Q oi \ I A1 A = / when K < 0, 
1 ' j 1 AÂ1 = / when K, > 0, 

so that A1 is a left inverse of A when K < 0 and a right inverse when 
K > 0. Only when K = 0 is A1 the inverse of A. When K > 1, the null 
space of A is of dimension K and 

(2.22) ker(A) = span {1, * , . . . , ^ _ 1 } . 

Finally we make some comments on the polynomials which will be 
used throughout the algorithms to be discussed. We approximate 
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to both / and ijj by polynomials so that we are concerned with 
global approximations on [—1,1]. For the range space of A we shall 
approximate by means of the Chebyshev polynomials of the first kind. 
These are denoted and defined by 

(2.23) Tn(x) = cosnQ, x = cos6. 

A description of their properties is given in the book by Rivlin [9??], 
to which the reader will be frequently referred. In the domain of A we 
introduce polynomials un, as follows. For n > max(0, K) define 

(2.24) un(t) = ( i7Tn_K)( t) = p.p. (X~lTn^ *), 

on using (2.20). From the first equation of (2.24) it follows that 

— K 

(2.25) (Aun)(t) = Tn-K{t) + Y,°i.nTt-i(t)i 

£=1 

where the constants a^n are to be determined. We observe the 
convention that an empty sum is zero. When K > 0 the sum is empty, 
when K < —1 we have essentially an element out of the null space of 
the operator A1. It is readily seen from (2.20) that 

(2.26) ker(i7) = span {1, £, . . . , t'^1}. 

For a given value of n, to determine the ( — «) constants a^n we have 
that since, by construction, the solution un of (2.25) exists, then the 
right hand side must satisfy the (—K) consistency conditions (2.12). 
Thus we find 

to 97ï V 1 ( f1 Tk-lbTe-i A f1 Tk-lbTn.K 

(2.27) g y J^ _ F _ drj aLn = - ̂  ^ — dr, 
for k = l( l)(- /c) . This gives (—Ac) equations for (—/<c) unknowns <J^n 

which, in principle, may be solved. 

From time to time we need to evaluate finite sums of the form 

n 

(2.28) «„(*) = ^ Cfc_i«fe_i(t), A = max(l , l + K), 
k=\ 



66 DAVID ELLIOTT 

for given values of t G [—1,1], the coefficients Ck-i being assumed 
known. A convenient method for doing this is based on a minor 
adaptation of Clenshaw's algorithm [1??]. Now for n > 1 

(2.29) Tn+1(t) - 2tTn(t) + Tn_i(*) = 0 

with T0(t) = 1 and T^t) = 1. For n > A we have, from (2.24) and 
(2.15) that 
(2.30) 

un+1(t) - 2tun(t) + t*n-i(*) = 2p.p. ((z - t)X-l(z)Tn,K(z); t) 

= - [ X-\z)Tn-K{z)dz, 
m JcR 

where R > 1, the right hand side being independent oft. On deforming 
the contour CR to either side of the interval [—1,1] and recalling from 
(2.2) and (2.8) that 

(2.31) ( * - 1 ) + - ( * - 1 ) " = 2ib/rZ, 

we find that for n > X the polynomials un satisfy the inhomogeneous 
recurrence relation 

(2.32) un+i(t) - 2tun(t) + u„_i(t) = an 

where 

OK\ n, 2 f1 Kr)T n -K ( r ) 
(2.33) an = / — dr. 

Assume that the coefficients a n can be evaluated either analytically 
or, more generally, by quadrature to any desired accuracy. In order to 
evaluate sn(t) for a given value of t G [—1,1] construct the sequence 
{bk} for k = (n + 2)(-l)A such that 

/2 3 4 \ f ^n+2 = 6n+i = 0 and 

Then it is readily shown that 
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sn(t) = bxux-i(t) + bx+1{ux(t) - 2tux-i{t)) 

fc=A+2 

Note that in (2.24) the integer (n — K) was introduced and this has 
appeared subsequently. It will appear increasingly when we discretize 
(1.1) in various ways. We shall henceforth write 

(2.36) m — n — «, 

and always assume that m and n are non-negative integers. 

3. A Galerkin method. 

3.1 The dominant equation. Consider now an approximate 
method for solving the dominant equation for ip, that is 

(3.1.1) A4 = f. 

The two cases of K > 1 and K < 0 will be considered separately. First 
suppose that K > 1. Recalling (2.22) and also, from (2.24), that 
the polynomials un are defined only for n > K, we shall look for an 
approximate solution of (3.1.1) of the form 

K, n 

(3.1.2) ^n(t) = 5^ajTj_1(t)+ Y, W-iW-

If the residual rn is defined by 

(3.1.3) rn = Atl>n - f 

then on substituting (3.1.2) into (3.1.3) we find that 

n 

(3.1.4) rn= J2 aft-!-«-/. 
j = K+l 
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For the Galerkin method, in order to determine the m coefficients 
{a«+i,-..., an} impose the m conditions that 

(3.1.5) / ( l - r 2 ) - 1 / 2 r n ( r ) T z _ 1 ( r ) ( i r = 0, i = l(l)rn. 

If we define, for i G N, 

(3.1.6) fi.x = (l/hi-i) J ( l - T ^ - ^ / W T i - x M d r 

where 

(3.1.7) fti_i=2/(l + «i_1,o)7r 

then on substituting (3.1.4) into (3.1.5) we find that 

(3.1.8) ai = /i_«_i, i = ( /c+l)( l )n . 

Thus from (3.1.2) and (3.1.8) we have 

n K, 

(3.1.9) i ( t ) = 5Z /j-zc-i^j- iW + X l 0 ^ - 1 ^ ) 

where the coefficients ax, a 2 , . . . , aK remain to be determined. But we 
know that when K > 1, iß is not determined uniquely unless a further K 
conditions are imposed upon it. Suppose that these same conditions are 
imposed upon ißn in order to determine the coefficients a^j — l(l)ft-

So much for the case when K, > 1. Assume that K < 0. To find an 
approximate solution of (3.1.1) now write 

n 

(3.1.10) ^ n ( t ) = ^ a ^ _ i ( t ) . 
3 = 1 

Defining the residual as before by (3.1.3) then on substituting (3.1.10) 
into (3.1.3) and recalling (2.25) we find 

n —K 

(3.1.11) rn(t) = Yiaj{Tj-i-K(t) + Yl0t,j-iTe.i(t)}-f(t). 
3 = 1 1=1 
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Again apply the m conditions as given by (3.1.5). For i = (—K+l)(l)m 
we obtain 

(3.1.12) 

J2 «; f (1 - T^-WT^TW-I-^T) dr 

= J' {l-T^-^Ti-^f^dT, 

from which is obtained 

(3.1.13) a{ = ft-K-i for i = l( l)n. 

Thus we obtain all the unknown coefficients in (3.1.10) and hence ipn. 
What of the remaining equations? For i = 1(1)(—K) we obtain from 
(3.1.5) and (3.1.11) that 

3 = 1 l=\ J~l 

(3.1.14) = J (l-r2)-1/2^!^)/^)^, 

from which the orthogonality of the Chebyshev polynomials gives 

n 

(3.1.15) YjOi-i-W = /*-!- i = 1(1)(-")-
i= i 

Combining this equation with (3.1.13) the equations can be written in 
partitioned matrix form as 

(3.1.16) 

where 

(3.1.17) 

and 

(3.1.18) 

£-* 
In 

^ n — y m ? 

X.I = ( a i ,o 2 , . . . , a„ 

Y m — ( / O î / l î • • • î / m - l ) -
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The matrix U-K is a (—K) X n matrix such that 

(3.1.19) E_K = K . - i ) , i = 1 ( 1 ) ( - K ) , j = l( l)n. 

From the theory of linear equations (3.1.16) possesses a solution if y m 

is orthogonal to the null space of the matrix. 

(3.1.20) [ S - J I n ] , 

this being an n x m matrix. Suppose vectors u^,i = 1(1) ( — K) are 
defined by 

(3.1.21) uf = (0 , . . . , 1 , . . . 0, -<7i,o, -o-i,i» • • • > -^ i ,n - i ) , 

where the 1 appears in the ith place. It is readily verified that 
the (—K) vectors (3.1.21) span the null space of the matrix (3.1.20). 
Consequently (3.1.16) possesses a solution if 

(3.1.22) u f y m = 0 for i = l( l)(- /c) . 

In other words we require 

rn 

(3.1.23) £ _ ! = ^ / i_ 1 t7 i , J-_i+ K fo r i = l ( l ) ( - K ) . 

It is of interest to derive the consistency conditions for the original 
equation (3.1.1). Suppose 

oc 

(3.1.24) f(t) = Ytfj-iTj-i(t)ì 

3 = 1 

the series converging absolutely and uniformly for alH £ [—1,1] then, 
from (2.12), we must have 
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for i — 1(1)(—Ax), if the dominant equation A^ — f is to possess a 
solution. On splitting the sum into two sums with j — 1(1) (—ft) and 
j — (-ft + l ) ( l )oo and using (2.27) we find 
(3.1.26) 

In order tha t this be satisfied we shall impose the ( — ft) conditions 

oc 

(3.1.27) £ _ ! = ] T ft-KT^+H, J = 1 ( 1 ) ( - K ) . 

On comparing this equation with (3.1.23) we see that the latter is a 
truncated version of (3.1.27) where essentially we put / m + ^ = 0 for 
£eN. 

This completes the discussion of this particular Galerkin method for 
the dominant equation. This method is now extended to the complete 
equation. 

3.2 T h e c o m p l e t e equat ion . In terms of Ì/J the complete equation 
will be written as 

(3.2.1) AïP + JCij = f 

where 

(3.2.2) K.m = j (Z(T)/r(T))k(t,T)iP(T)dT. 

To find approximate solutions to (3.2.1), proceed as before by consid
ering separately the two cases of ft > 1 and ft < 0. 

Suppose first tha t ft > 1. Choose an approximate solution ißn as 
given by (3.1.2). The residual rn is now defined as 

(3.2.3) rn = Ai\h + J&pn - f. 
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On substituting (3.1.2) into (3.2.3) and using (2.25), noting that the 
sum is now empty, we obtain 

rn(t)= Y, a3T3-i-Àt) + Y.ai (ZW/riT^kit^Tj-^dT 

(3.2.4) + J2 aJ I WTyrWMtrfuj-iWdT-fit). 

Now impose the m conditions, as before, that 

(3.2.5) / (l-t2)-1'2rn(t)Ti-1(t)dt = 0i i = l(l)m. 

Writing 

(3.2.6) C ,_I (T) = ( W i ) / (1 - t2)-^2k(t, r ) ! ) - ^ ) d* 

then (3.2.4) and (3.2.5) together give a system of m linear algebraic 
equations in n unknowns which can be written as 

(3-2.7) (A° + K n
G ) x „ = y m . 

The vectors x n and y m are as defined by (3.1.17) and (3.1.18) respec
tively. The matrix A^ is an m x n matrix which can be written in 
partitioned form as 

(3.2.8) A^ = (0« | I m ) , 

where 0K denotes the null matrix of order m x K and I m is the identity 
matrix of order m. The matrix K^ can also be written in partitioned 
form as 

(3-2.9) K « = ( K ^ K £ 2 J 

where, if K ^ = ( ifcj J ] then 

(3.2.10) k% = j (ZiryriT^a.^Tj.^dT, 
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for i = l ( l )m and j = 1(1)«. Again, if K £ 2 = I k^ J then 

(3.2.11) feg = | i ( Z ( r ) / r ( r ) ) c î _ 1 ( r ) W j _ 1 ( r ) d r , 

for z = l ( l )m and j = (K + l)(l)ft. 

Before proceeding to discuss the solution of (3.2.7) consider briefly 
the integrals appearing in (3.2.10) and (3.2.11). If it is assumed that 
the functions Q _ I are well behaved then the integrals will in general be 
improper integrals due to the singularities of the fundamental function 
Z at the end points of the interval of integration. In the case of the 
integrals for the elements k) , the polynomials i/^-i, for a given value 
of T, may be evaluated from the recurrence relation (2.32) which itself 
requires the values of the improper integrals an as defined by (2.33). 
It is suggested that adaptive quadrature rules may be used to evaluate 
all these integrals to any prescribed accuracy. The evaluation of the 
integrals k\J may be done similarly. 

Returning now to (3.2.7) partition the vector x n so that 

(3.2.12) x ^ = ( x ^ T | x l 2 ) T | = ( a 1 , . . . , a K K + 1 , . . . 7 a n ) . 

Then rewrite (3.2.7) as 

(3.2.13) ( 0 K , | I m ) ^ j + ((K^|K£2) M^j =yw 

so that on multiplication we obtain 

(3.2.14) (lm + K£2)xJ,2> = y,„ - K M * . 

Now as has been seen in the previous section, the elements of x„ are 
arbitrary and can only be determined when K additional conditions are 
given. As is shown later (see §5) for n (or m) large enough (Im + K ^ 2 ) 7 

exists and then (3.2.14) can be solved. 
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Suppose now that K < 0. With ipn as defined by (3.1.10) and rn as 
defined by (3.2.3), if we again impose the m conditions given by(3.2.5), 
and recalling (2.25), a system of m linear algebraic equations is obtained 
in n unknowns which is written as 

(3.2.15) \^W + 

The vectors x n and y rn are as defined by (3.1.17) and (3.1.18) respec
tively. The matrix U-K is defined by (3.1.19) and In is the identity 
matrix of order n. If we write 

(3.2.16) K« = ( | | M = (hj) 

then we have 

(3.2.17) ki-i=J (^(r)/r(T))ci-i(T)ttj.i(T)<fT 

for i = l ( l ) ra , j = l ( l )n where Q _ I is defined in (3.2.6). To solve 
(3.2.15) observe that the last n equations give 

(3.2.18) 

wnere 

(3.2.19) 

( I n + K ° 2 ) x n = yL2) 

y???. — I / - « ) / — « + i ? • • • i ji 

For n large enough (In -f K ^ 2 ) 7 exists; see §5. However, there 
still remain — K, conditions to be satisfied arising from the first (—K) 
equations of (3.2.15). That is, we must have 

(3.2.20) 

say where 

(3.2.21) 

27_KxB + K^.1x„ = y ^ , 

y £ ) T = ( / o , / i , . . . , / - K - i ) 

If we take the second term on the left of (3.2.20) to the right hand 
side and assume, for the moment, that it is known, then we can apply 
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the same arguments as were used for the dominant equation in §3.1. 
Consequently define, for i = l ( l ) r a , 

n 

(3.2.22) ft-i^M-^^A 

3 = 1 

then from (3.1.23) the following (—K) conditions must be satisfied 

m, 

(3.2.23) #?:_i = Y^ 9j-i°i,3-i+K-
j = - K + l 

These may be verified a posteriori, once x n has been determined 
from (3.2.18). Note as before, that these consistency conditions are 
a discretised version of those for the complete equation which, in terms 
of the dependent variable ip, are given by 

(3.2.24) f Ç^p-{f(T) - (/C )̂(r)} dr = 0. 
J-i r\T)z(T) 

for z = 1 (1 ) ( -« ) . 

This completes the discussion of the Galerkin method. As has 
been seen the structure of the matrix arising from the operator A is 
particularly simple in this case. However, this simplicity is obtained 
at a cost of evaluating many integrals and, in particular, the double 
integrals which arise in the coefficients kjj of the matrix K ^ (see 
(3.2.6) and (3.2.17). Inevitably these integrals will have to be evaluated 
approximately by some quadrature rule. This could be avoided by 
replacing (3.2.5) by m different conditions. In particular one might 
consider a discrete Galerkin method where (3.2.5) is replaced by 

m 

(3.2.25) 5]rnfô,m)^-i(Cm) = 0, 

for i — l ( l ) r a where ^ , m are the m zeros of Tm. We shall not pursue 
this any further in this paper but will turn our attentions now to a 
collocation method. 

4. A col locat ion m e t h o d . The same pat tern shall be followed as in 
the previous section for the Galerkin method. First we shall consider 
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the dominant equation and then, in §4.2, the complete equation. In 
each case we distinguish between two cases but now we choose them to 
be K > 0 and K < — 1. The initial developments for this method are the 
same as for the Galerkin method and we shall be referring frequently 
to equations from the preceding section. 

4 .1 . The dominant equation. Suppose first that K > 0. With ïjjn 

and rn as defined by(3.1.2) and (3.1.3), respectively, we obtain (3.1.4). 
In order to determine the m coefficients {a^+i , . . . , an} now impose the 
m conditions 

(4.1.1) rn(&-m) = 0, i = l ( l)m, 

where the points £?;,rn are the m zeros of Tm, that is 

(4.1.2) &,m = cos[(2z - l)7r/(2m)], i = l(l)ra. 

Consequently a system of m equations in m unknowns is obtained and 
written as 

(4.1.0J A r n X r n = y r n 

where 

(4.1.4) x^ = ( a K + i , . . . , a n ) 

and 

(4.1.5) y £ = (/(*!.,»),...,/té»»,«.))-

If we write A m = (dij) then 

(4.1.6) (iij = Tj_i(&,m) for i,j = l ( l)m. 

From the orthogonality property of the Chebyshev polynomials with 
respect to summation over the zeros of Tm i.e. 

m 

(4.1.7) £Ti-i(&,„.) :r f e- i(&,m) = (m/2)(l + Si,j)Sj.k 
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for j», k — l ( l )m (see [9, Ex. 1.5.26]) we can write down explicitly the 
inverse of A m . If A ^ = {a{-) then 

(4.1.8) alj = (2/m)T,_1fe,m)/( l + 6 U ) for hi = l ( l)m. 

Consequently from (4.1.3) x m = A ^ y m from which is obtained 

m 

(4.1.9) ai = (2/m(l-h6u))5])Ti_A_i(ÇJ-,m)/(^m) 
3 = 1 

for 2 = (ft -f l)(l)n. The remaining ft coefficients {ai, a 2 , . . . , a«} must 
be determined from « additional conditions on xj)n which are assumed 
to be the same as those given for ip. 

When ft < —1 it is assumed that ^ n is given by (3.1.10) so that rn 

is given by (3.1.11). On imposing the m conditions (4.1.1) we obtain a 
system of linear algebraic equations which is written as 

(4.1.10) (Am,_« + B m £ _ „ ) x n = y m , 

where 

(4.1.11) x j = ( a i , a 2 , . . . , a n ) 

and y m is defined in (4.1.5). If Am,_K. = (a>i.j) then this is an m x n 
matrix where 

(4.1.12) aUJ = Tj-^fan), i = l( l)m, j = l( l)n. 

Again, B m = (b?;,j) is an m x ( — ft) matrix where 

(4.1.13) bi,j=Tj-1{Çimm), z = l( l)m, j = l( l)(-f t) . 

Finally, the matrix 27_K, is a (—ft) x n matrix which has previously been 
defined in (3.1.19). 

In order to solve (4.1.10) we first write it as 

(4.1.14) Am ,_Kxn = y m - Bm27_Kxn 

and assume initially that the right hand side is known. In order that 
x n exists, the right hand side must be orthogonal to the null space of 
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A^n_K. Again, from the orthogonality of the Chebyshev polynomials 
with respect to summation (see (4.1.7)), we can verify that there are 
(—K) linearly independent vectors Vj such that A ^ _^Vj = 0 given by 

(4.1.15) v J = ( T i _ i ( a m ) , . . . , r i - i ( U , m ) ) 

for j = 1(1)(—K). Again from (4.1.7) it is shown that 

(4-1.16) (2/m)Al_KAm,.K = ln 

and 

(4.1.17) A£ ,_ K B m = 0. 

Consequently from (4.1.14) 

(4.1.18) x„ = (2/m)A£,_Kym 

provided that the (—K) consistency conditions on y m given by 

(4.1.19) v j ( y m - (2/m)BmE.KA^_Kym) = 0 

for j = 1(1)( — K) are satisfied. Returning to (4.1.18) we see that 
provided y m satisfies the (—K) conditions given by (4.1.19) then 

m 

(4.1.20) a, = (2/m) ] T ^ - i - . ( 0 , m ) / ( ^ m ) 
3 = 1 

for i = l( l)n. This completes the discussion of the dominant equation 
so we now turn our attention to the collocation method as applied to 
the complete equation. 

4.2. The complete equation.Consider separately the two cases of 
K > 0 and K < — 1. When K > 0 assume that i\)n is given by (3.1.2) 
then with rn as defined by (3.2.3) we find on imposing the m conditions 
(4.1.1) that a system of m equations in n unknowns is obtained which 
we write as 

(4.2.1) (Kn + Kn)Xn=y, 
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where now 

(4.2.2) x£ = ( a ! , a 2 , . . . , a n ) 

and y m is as defined in (4.1.5). The m x n matrix A ^ can be written 
in partitioned form as 

(4-2.3) A £ = (0 K |A m ) 

where 0K denotes the m x K null matrix and the m x m matrix A m 

is defined in (4.1.6). The m x n matrix K ^ is written in partitioned 
form as 

(4-2.4) K ^ = « , 1 | K ^ i 2 ) . 

The matrix K ^ x is an m x K matrix where, if K ^ x — {k\ ), then 

(4-2.5) kg = J (Z^/rir^k^^T^.^dr 

for i = l(l)ra and j = 1(1)«. The matrix K^ 2 *s a square matrix of 

order m where, if K ^ 2 = (k\ •), then 

(4.2.6) k<$= J (Z{T)lr{r))k(^m,r)u3.,(T)dT 

for i = 1(1)777 and j — (K + l)(l)n. On partitioning the vector x n as in 
(3.2.12) we find on multiplying out the partitioned matrices that 

(4.2.7) (ATO + K£,2)xi2> = y m - K ^ x « , » . 

Again note that the elements û i ,û2r - -5 û K O I X n are arbitrary and can 
only be determined when additional K conditions are imposed upon ipn. 
Since there is an explicit representation for A m , see (4.1.8), we have 
from (4.2.7) that 

(4.2.8) ( l m -f A m K m 2)x n — A m y m A m K m l x n . 
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These equations may be solved for x i in terms of the unknown 
elements of x ; . 

Finally, suppose that « < — 1. With t\)n as given by (3.1.10) and rn 

as defined by (3.2.3) then, on imposing the m conditions (4.1.1) and 
using (2.25) we obtain a system of m linear algebraic equations in n 
unknowns given by 

(4.2.9) (A 

The vectors x n and y rn are as defined in (4.1.11) and (4.1.5), respec
tively. The matrices A m _ K , B m and U-K have been defined in (4.1.12), 
(4.1.13) and (3.1.19), respectively. The matrix K ^ — (kij) is an rn x n 
matrix where 

(4.2.10) kitj = j (Z ( r ) / r ( r ) ) f c (^ , m , r ) ^ - i ( r )d r 

for i — l(l)ra and j — l ( l)n. To solve (4.2.9) proceed as has been done 
for the dominant equation. Pre-multiplying (4.2.9) by (2/ra)A^ _K we 
obtain 

(4.2.11) ( l n + ( 2 / m ) A ^ _ K K £ ) x n = ( 2 /m)A^_ K y m 

which gives us n equations for n unknowns. The solution x n of (4.2.11) 
exists provided that the (—K) consistency conditions given by 

(4.2.12) v j ( y m - (BmE-K + K^ )x n ) = 0, 

for j = 1(1) (—«) are satisfied, where the vectors Vj are defined by 
(4.1.15). This condition may be checked a posteriori once the solution 
x n has been obtained from (4.2.11). 

This concludes the discussion of the discretization of the complete 
equation for the collocation method, for all values of the index hi. As in 
the Galerkin method, we evaluate only integrals which are improper. 
The slightly greater complexity of the algebraic equations in this case 
compared with those in the Galerkin method is offset by the need 
to evaluate only single integrals and not double integrals. Only in 
the evaluation of the fundamental function Z do we need to evaluate 
a Cauchy principal value integral. It now remains to consider the 
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convergence of these approximate methods and this will be done in 
the next section. 

5. Convergence of the algorithms. For both the methods 
described in §3 and §4 the approximate solution i\)n satisfies an integral 
equation of the form 

(5.1) Aipn + Kmipn = # m . 

In the Galerkin method of §3 both Km and # m are obtained from 
truncated Chebyshev series expansions whereas for the collocation 
method of §4 they are obtained from Lagrange interpolation at the 
zeros of Tm. Compare the solution of (5.1) with that of 

(5.2) Ai> + Ki/> = / . 

When K > 0 assume that both I/J and ipn satisfy the same K additional 
conditions which have to be imposed for uniqueness. Define 

(5.3) en = il)-iljn, 

then from (5.1) and (5.2) we have, on subtraction, that 

(5.4) Aen + Kmen = ( / - # m ) + (K - Km)^ 

On regularizing this equation with the operator A1 we have that en 

satisfies 

(5.5) (/ + i J /C m )e n = A*(/ - * m ) + A\K - /Crn)^. 

Assume that A,JC and JCm
 a r e linear operators on a normed space X 

into a normed space F , with JC and /Cm being compact. Furthermore, 
assume that A1 is a bounded linear operator on Y into X. Consequently 
Â7/Cm will be compact so that (5.5) is a Fredholm integral equation. 
Later we shall choose appropriate spaces X and Y. We assume that 
(/ + A1^)1 exists and is bounded on X into itself and we first consider 
the existence of (I + ^47/Cm)7. Now 

(5.6) / + A1 Km = (/ + timi + (/ + tiKYÂ^Km - K)} 
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If we write the matrix in { } as / + £?m and if | | # m | | < 1 for m > mo 
then it is well known that (7 + i?m)7 exists for m > mo and furthermore 
that ||(J + # m ) 7 | | < 1/(1 - | |Bm | | ) . Consequently, if 

(5.7) ||(J + A7 /C)7 i7( /Cm- /C) | | < 1 for m>m0 

then (I + A1 ICm)1 exists and there exists c > 0, independent of m such 
that 

(5.8) | | ( / + i 7 /C m ) 7 | | < c\/m > m0. 

Now (5.7) will be satisfied if ||/Cm — /C|| —> 0 as m —• oo. From (5.5) 
we have that 

(5.9) | |en | | < c { | i 7 ( / - # m ) | | + | |i7(/C - /Cm)^ | |}, 

provided m > mo-

Now consider appropriate spaces X and F . Choose F to be the 
Holder space of order v. If g G Y then we define ||g||y by 

(5.10) N | y = m a x { | M U sup M l l l M } . 

Here ||#||oc = max_i<Ki |#(£)l as usual, and in the supremum we 
assume that t\,t2 take all values in [—1,1]. For X choose the space 
of continuous functions on [—1,1] with uniform norm so that X — 
C[—1,1]. It can be shown (Appendix, Theorem A2) that A1 is a 
bounded linear operator on #„[—1,1] into C[—1,1]. Furthermore, 
suppose that f^ G #„[—1,1]; that is, the rth order derivative of / is 
Holder continuous of order v on [—1,1] where r = 0 corresponds to the 
function itself. Recall that, originally, we required <j> G Ti(pi,P2) and 
we choose Z G H{p\,p2) and \jZ G /H(q\,q2) where l/pi + l/qi = 1 
for i — 1,2. Suppose q = m i n ^ i , ^ ) - Again it can be shown (see 
Appendix, Theorem A6) that if f^r) G #„[-1 ,1] , where 1/q < v < 1, 
and if F = i 7 / , then F^ G Hv_1/q[-l, 1]. 

Now consider / — # m . For both the Galerkin and collocation cases 
it can be shown that 

(5.11) | | / - «„ . IU < (m - l ) - ( r + 1 / )(C l + c2 log(m - 1)). 
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In the former case, when # m is the truncated Chebyshev series, the 
result follows from Theorem 3.3 of [9] and the observation that if 
/ ( r ) e #„[-1,1] then £ m - i ( / ) < c(m - l)-(r+») (see, for example, [8, 
Theorem 1.5]). For the collocation method when # m is the Lagrange 
interpolation polynomial of degree < (m — 1) to / , the result follows 
from Theorems 1.1 and 1.2 of [9] together with the aforementioned 
result for Em-i(f). 

Let us now obtain an estimate for | |A7( / — #m)||oo- If we write 

(5.12) ern = f-#rn 

then from (2.9) and (2.19) 

(5.13) ÂIem = ernÂ
Il-Im(t) 

where 

em{r) -em(t) (5.14) Ut) = \ f -Mr-
7T J_! r(r)Z{T) T-t 

dr. 

Suppose m is so large that (t — l/m2,t -j- 1/m2) C (—1,1). We shall 
write 

(5.15) Im(t) = W(t) + lW(t) + Ig\t) 

where the interval of integration in (5.14) is broken up into the three 
sub-intervals ( - l , t - 1/m2), (t - 1/m2, t + 1/m2) and (t + 1/m2,1) 
respectively. From (5.11) 
(5.16) 

/

t-l/m2 

{b/rZKt-T^dT. 

Now \b/rZ\ € Lq where q = mm(qi,q2) so that on using Holder's 
inequality we find 

(5.17) |4X)(*)I < (ci + c2 log(m - l ) ) ™ - ^ - 2 ^ . 

(Note that constants c,Ci,C2 do not necessarily take the same value 
from one equation to the next). A similar argument shows that the 
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same upper bound holds for \Im (t)\. It remains to consider Im'(t). By 
Kalandiya's Lemma [5], we have 

(5.18) \em(r) - em(t)\ < (Cl + c2 log(m - l))(m - I)-(«-+"-2M).|T _ t|M 

where 0 < \i < v/2. Substituting this into the integral for Im' and 
using Holder's inequality we find, provided /i > 1/q, that 

(5.19) |42>(i)| < (Cl + c 2 l o g ( m - l ) ) ( m - l ) - ( r + 1 - 2 / ^ . 

Combining (5.17) and (5.19) we have 

(5.20) | | i ' ( / - ^ m ) | | o c < (d + c2 log(m - 1)) • (m - i)-(r+"-2/*), 

provided that /( r) € JJ„[-1,1] where 2/q < v < 1 for r = 0 ,1 ,2 , . . . . 

If we assume that drk/dtr is uniformly Holder continuous of or
der v for all r € [—1,1] on [—1,1] then a similar estimate for 
||A7(/C - /Cm)^||oo holds in both cases. Thus, from (5.9), under the 
assumed conditions we have 

(5.21) I K I U < (ci + c2 log(m - 1)) • (m - i ) - ^ - * / « ) . 

This may be considered to be an excellent result. For ^ r^E //j,_i/g[—1,1] 
and, as a consequence of Jackson's theorem [8], we have 

(5.22) En(i))<cn-{r+u-l/q\ 

The rate of convergence of VVi to ip as given by (5.21) is worse than 
the best possible result for polynomial approximation to V7 by only the 
factor n1 /g logn. Again, as p approaches 1,1/q approaches zero and 
the factor approaches log n. 

Consider mean convergence which, as can be seen below, can be 
considered under more general conditions than those given above. For 
this analysis return to the original equations (1.1)-(1.4). Suppose we 
choose pi = p2 = p and we want <f> E H(p,p),l < p < oo where 
we impose the Lp norm onto this space. The approximate methods 
of §3 and §4 yield an approximation i\)n which gives us (j)n where 
(j)n = (Z/r)ipn. Thus (j)n satisfies the singular integral equation 

(5.23) M(f>n + Km(j)n = * m 
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where # m denotes the approximation to / and 

(5.24) Km(!) = J km(t,T)<l>(T)dT 

where km is the similar approximation to k considered as a function of 
the first variable t. Proceeding as before: 

(5.25) (/ + M 7 X m ) (0 - <t>n) = M\i - #m) + M\K - Km)<l>. 

Consider in more detail the operator M 7 , (see (2.9)). Recall that a, b 
and r are Holder continuous on [—1,1] and r never vanishes there. Now 
Z is such that on (—1,1) we have 

(5.26) \Z\ = (l-t)a(l + t)ß\n\ 

where \Si\ does not vanish on [—1,1] and a and ß satisfy 

(5.27) -l/p<a,ß<l/q. 

By Minkowski's inequality if / G Lp, then from (2.9) we have 

(5.28) | | M ' / | | P < c{||<M|p + \\ZT(bf/rZ)\\p}. 

By Khevedelidze's Theorem [6] we have, for 1 < p < oo, 

(5.29) \\ZT(bf/rZ)\\p<c\\f\\p. 

Consequently, M1 is a bounded linear operator on H (p, p) into it
self. Arguing as we did at the commencement of this section, if 
l imm^0 0 \\K — Km\\p = 0 then, for large enough m, (/ + M1Km)1 

will exist and be uniformly bounded on H (p, p) into itself. Thus we 
find from (5.25), 

(5.30) 110 - (j>n\\p < c{\\f - # m | | p 4- \\K - Km\\p}. 

To exhibit convergence, consider each term on the right hand side sepa
rately. Consider the collocation method only of §4. As we have already 
observed in this case # m = L m _ i ( / ) , the Lagrange interpolation poly
nomial of degree < (m — 1) to / based on the zeros of Tm. A well 
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known theorem of Erdös and Feldheim (see, for example, [9, p. 49]) 
shows that for all p > 0 and for all / G C [ - l , 1] 

(5.31) lim / \f(r)-Lm^(f;T)\P(l-T2r1/2dr = 0. 

Since 1 < (1 - T 2)- 1 / 2 on (-1,1) it follows that 

(5.32) lim | | / - * m | | p = 0. 
ra—>oo 

whenever / is continuous on [—1,1] and certainly for all p G (l,oo). 
For the second term of (5.30) an upper bound is given by 

(5.33) \\K-Km\\p< 

see, for example, [4, Theorem 3.4.10]. Again, if k, considered as a 
function of t, is continuous on [—1,1] then as above, 

(5.34) lim \\K - Km\\p = 0. 

Under these conditions we have convergence in the p norm of (j)n to </>. 
It would appear that the conditions on / and k could be generalized so 
that they are piecewise continuous on [—1,1]. 

For the Galerkin case a similar argument shows convergence in the 2-
norm when / and fc, considered as a function of t, are square integrable. 

6. Conclusion. This analysis of global methods, based on poly
nomial approximation, for the approximate solution of singular inte
gral equations has addressed all the problems raised in §1. The use 
of Chebyshev polynomials of the first kind in the range space has led 
to simple discretizations of the singular integral operator so that the 
structure of the solution of the discrete equations has been readily 
exhibited. The orthogonality property of the Chebyshev polynomials 
with respect to summation provided a key element of the analysis of the 
discrete equations in the collocation case. The analysis of convergence 
has also been straightforward in both cases and again has made good 

f dt[j | f c ( t , r ) - f c m ( t , r ) | ^ r } P / 9 
x / p 
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use of the key position that Chebyshev polynomials hold among all the 
orthogonal polynomials. 

As remarked elsewhere, the algorithm depends more on the evaluation 
of improper integrals than of Cauchy principal value integrals. It is only 
in the evaluation of the fundamental function Z that a Cauchy principal 
value integral needs to be evaluated either exactly or approximately. 

No restriction is now placed on the Holder continuous functions a and 
6. These may be complex-valued. Furthermore, the analysis no longer 
restricts b to being a polynomial which was required in other algorithms. 
The approximate methods described here now sit comfortably with 
the theory of singular integral equations, which required no such 
restrictions. Again note that the methods are valid no matter what 
the value of the index turns out to be. 

Some further work remains to be done. In particular, note two things. 
The first is that we have not considered any numerical results; these 
must await another paper. The second is that we have not given 
any a posteriori estimates of error. These should follow quite readily 
from the analysis in §5 but do perhaps more naturally belong to an 
implementation paper. 

One final point may be mentioned. The algorithm depended, among 
other things, on the fact that the operators A and A1 mapped polyno
mials into polynomials. A similar analysis readily shows that they also 
map meromorphic functions into meromorphic functions. This raises 
the interesting possibility of approximating to / (and k) by rational 
functions, but this also will have to await a further paper. 

Appendix 

In this appendix we shall prove two results, which were important in the con
vergence analysis of §5, concerning properties of the operator A1. From (2.9) and 
(2.19) we have for any g € Y 

If A1 : Y —> X, then we shall choose X to be the space C[—1,1] of continuous 
functions with uniform norm and Y to be the Holder space Hu[—1,1] of order v 
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where if g G Hu[— 1,1] then 

(A2) |M|y=max{ g\\Y = m a x |M|oo, sup — — - — j . 
tl^t2 \ti-t2\u J 

Here the supremum is taken over all distinct points £i,Ì2 of [—1,1] and we shall 
assume initially that 0 < v < 1. Then the norm of A1 is defined by 

(A3) \A'\\= sup l l A ^ H o o N l y , 
» € ^ [ - 1 , 1 ] 

and we shall first show that A1 is a bounded linear operator on Y into X. One 
further definition is required; if 

(A4) w = b/rZ 

then from the conditions imposed on Z, see (2.5), we have that w G H(91,92)-

T H E O R E M Al . Given w G H (91,92), where 1 < 91,92 < 00, let q = min(9i,92). 
Suppose g G i/„[—1,1] where I /9 < 1/ < 1. i / 

(Ab) 

then G e # „ _ ! / „ [ - ! , 1] 

G(t) = £«r)(«!^F>)*r, t e [ - M ] 

PROOF . Choose h > 0 and let to and t\ = to + h be points of [—1,1]. We must 
discuss 3 cases: 

(i) if [t0 - 2/i,*o + 2h\ C ( -1 ,1 ) then shall write I = [t0 - 2 M o + 2/i], 

(ii) if f i = to + ^ = 1 then we shall write t = [to — 2/i, 1], 

(iii) if t0 = - 1 then we shall write £ = [ -1 , - 1 + 2/i]. 

In all three cases L — ( — 1, 1)\£. Now 

G ( t i ) - G ( t 0 ) = HÌN ^ ( r ) - ^ f a ) g ( r ) - g f ( t o ) | 

T - t\ T -to J 
' L Je 

= / i + J 2 . 

Since g G Hu[—1,1], if A denotes the Holder constant of g then 

dr 

' / • 
| / 2 | < A I W(T){\T - til '—x + \r- t o l " - 1 } ^ 

= Jl + ^2-
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Again consider these in reverse order. Now for case (i) 

JtQ-

ft0 + 2h 

-2h 

Since q — min(gi,Ç2) then w is g-integrable on (—1,1) so that applying Holder's 
inequality to J2 gives 

Ü 
t0 + 2h \ 

J2<c\ / \T-t0\P^-^dr\ , 

't0-2h J 

where 1/p + l/q — 1. Evaluating this integral gives 

J 2 < chv-xlq, since v - l/q > 0. 

Note that c denotes a generic constant whose value may be different in different 
places. Since we can argue similarly for the integral J\ we find 

\h\ <chu~l/q. 

Return to the integral I\ ; rewrite this as 

f w(r)dr h f W(T)(9(T) - g(ti)) dr 

JL r-to JL (r-toKr-h) ^ 
h = (g(to) - 9(h)) 

IL 

so that 
| / i | < Ahv • J 3 + J 4 . 

Again, considering these integrals in reverse order 

W<Ah I "'•"• I1]'' 1 dr 

w(r)dr 

f W{T)\T-

JL I -
— Ah I 

on recalling that t\ — to + h. Now on L we have, for case (i), 

l< ! <2, 
3 - l-h/(r-t0) -

so that 
( ptQ-2h 

\J*\<chi I W{T)dT • I W{T)dT f1 

- + < -
Jtn+2h y 

(t°-T)2- Jto+2h(r-to)2 
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Applying Holder's inequality to each of these integrals we find, as before, that 

| J 4 | Kch"-1'«. 

Finally we have, using Holder's inequality, that 

{ , rt0-2h i / p 

( / (to-r)-Pdr)J 
+ ( / (r-to)-pdr\ 

1/P 

<chu-^q, 

after some algebra. Thus | i i | < chu~l'q and combining this with the bound for 
\h\ gives 

| G ( t i ) - G ( t o ) | <ch»-xlq. 

This analysis applies for case (i). Although we shall not do so here it can be shown 
that the same bound also applies in cases (ii) and (iii) and this establishes the 
theorem. D 

We now show that A1 is a bounded linear operator on Hv\—\, 1] into C[— 1,1]. 

T H E O R E M A2. If w e H(qi,q2), 1 < 91,92 < °o, then A1 maps Hv[-\,l] 
into Hu_iiq[—l, 1] where q = m i n f ç i , ^ ) and 1/q < v < 1. Furthermore A1 is a 
bounded linear operator on Hv{— 1,1] into C[—1,1]. 

PROOF. The linearity of A1 is obvious from (Al) . From (2.17) withP = 1 we 
have 

(A6) a/rZ = p.p. ( X " 1 ) + T(w). 

Substituting this into (Al) gives 

(A7) Àig = gp.p.{X-r^ì j\{r)(^ll^iyT. 

Now p.p. ( X - 1 ) is a polynomial so that g p.p. ( X - 1 ) G Hv[—1,1] and therefore 
in Hl/_1/q[—l,l]. That the second term is in Hv_i/q\—1,1] follows immediately 

from Theorem Al . Hence A1 maps Hu[— 1,1] into HI/_i/q[—li 1] and therefore into 
C [ - l , l ] . From (A7) 

(AS) \(ÂIg)(t)\<c{\g(t)\+ f u;(r) ^ ~ f] L r } , 
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where c is a constant independent of both g and t. From (A2) we have that 

(A9) H a l l o o < c . | | g | | y 

where c is independent of g. This establishes the boundedness of A7 . D 

Returning to (A5) we want to show that if g possesses a Holder continuous 
derivative of order r then G also possesses a Holder continuous derivative of order 
r. To do this we need to introduce some auxiliary functions. 

DEFINITION. Suppose that for some r > 1, g^ G # „ [ - 1 , 1 ] where 0 < v < 1. 
On [—1,1] we define 

(go(r,t)= g(r), 

\gk(r,t)= fc^V^ + a - ^ t o * " 1 ^ , 

for fc = l ( l ) r . 

We now have the following lemma 

L E M M A A3. If g^ G # „ [ - 1 , 1 ] then 

(i)«/fc(M) = <7(fc)(*), fc = 0(l)r , 

( i i ) ^ L = f e T T ^ + i » fe = 0 ( l ) ( r - l ) , 

(iii) 9kiTTYtJ) = ITï9W^^ * = 0(l)(r- l) , 
( i v ) 0 r ( r , * ) e # „ [ - 1 , 1 ] x # „ [ - l , l ] . 

PROOF. The proofs of (i) - (iii) follow immediately from the definition. For the 
proof of (iv), if we assume that 

| 9 ( r ) ( < l ) - 9 < r ) ( * 2 ) | < ^ | t l - * 2 | " 

for any £i,*2 € [—1,1] then for every T I , T 2 , £ I , Ì 2 6 [—1,1] w e have that 

<rAr / 7 7
r - 1 | 

Jo 
\griTxM) - 9r{T2,t2)\ < TAr / ^ " ^ ( t l ~ *2) + (1 " ^ ) ( n - T ^ l " « ^ 

io 

Now for cri,o"2 > 0 and 0 < v < 1 we have that (cri + G^Y < &i + ^2 s o t n a t 

| ^ ( r i , t i ) - ^ ( T 2 , t 2 ) | < r A r { | t i - t 2 r / VV-1 + lydr) 
Jo 

+ | r i - r 2 r / ^ - ^ l - r / ) ^ ^ } , 

file:///griTxM
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from which the result follows. D 

With these results established we can now prove the following lemma. 

LEMMA A4. For k = 0(l)r , r ^ t then 

dk (g{r)-g{t)\ _ gk(r,t) - gk{t,t) dK (g{r)-g(t)\ = 

dtk V r - t ) r - t 

P R O O F . Proceed by induction. The result is obviously true for k = 0; suppose it 
is true for k = £. Then 

de+i (9(r)~g(t)\ _ d (gi(r,t) - gt(t,t)\ 

Qt'+i \ r - t ) dt\ r - t ) 

= rb{?Tî»'*'l'-',-''"+"<')+7Tî»'*'('-,»[ 
by Lemma A3(ii) and (iii) 

_ gt>+l(r,t) - gf+1(t,t) 

r - t 

The result now follows. D 

-, on using Lemma A3(i) again. 

We now give a generalization of Theorem A2. 

T H E O R E M A5. Suppose # ( r ) G # „ [ - 1 , 1 ] , \/q < v < 1, where w G #(91,92), 
1 < 9l, 92 < 00 and q — min{9i, 92 } • If 

dr, t e [-1,1] (AIO) G(t) = £ w ( r ) (^ |W) 

thenG^ G Hv_1/q[-l, 1]. 

PROOF. From Lemma A4 we can write 

G")(t) = f1 ^(r)(3r(r'^:f(M))dr. 
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When r = 0, the result is that given by Theorem Al . When r > 1 we have, by 
Lemma A3(iv), that gr G Hu\— 1,1] x Hu{— 1,1]. Following the proof of Theorem 
Al we shall assume h > 0 and let t\ = to + h. Again, we have three cases depending 
upon whether or not to or t\ is an end point of [—1,1]. Here we shall consider only 
case (i) where i = [to — 2/i,to 4- 2h] is in ( —1,1). The other two cases follow by 
similar arguments. Now 

G< r>(ti)-G< r>(*o) 

/ 4- / ( \f9r(Titl>) ~ 9r(ti,h) _ gr(r,to) - gr(to,to) \ 

JL Je\\WT{ r~tl T~to > 

Consider first the integral K2 over £. Since 

\gr(ru h ) - gr(r2, t2)\ < Ar{\n - r2\
v + |*i - t2\"} 

for all ( r i , t i ) , ( r 2 , t 2 ) G [-1,1] x [-1,1] we have that 

dr = Kx 4- K2 

"J; \K2\ <Ar W(T){\T - t i l " " 1 + | r - tQ\v~l}dT. 

Using the same arguments as we did in the proof of Theorem Al when estimating 
I2 we find that 

\K2\ <chu-1^. 

Consider now A'i, the integral over L. We can rewrite this as 

A'i = (gr(to,t0) -gr(ti,ti)) 

+ JL V ( r - t o ) ( T - t i ) / 

From the Holder condition on gr we find 

I 
* „ [ wMdr A f wMir-t^-1 , 

Kx\<ZArh
u / , V \ , 4- Arh / - ^ - ^ dr. 

Using the same techniques as we did for estimating the integrals J3 and J4 in 
Theorem Al we find that | ivi | < chv~l/q so we have, in case (i), that 

| G < r ) ( t i ) - G ( r ) ( * o ) | <chu~l/q. 

A similar argument holds for cases (ii) and (iii) so that the theorem is proved. D 

We now give a generalization of Theorem A2. 
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THEOREM AG. Suppose w £ H(q\,q2), 1 < 9i,92 < 00 and q = min{gi, q^}-
Suppose also that for some non-negative integer r, g(r> 6 Hu[—1,1], where 
l/q < v < 1. Then if G = À1 g we have that G^ G # „ _ 1 / q [ - l , 1]. 

PROOF. If in equation (A7) we apply Theorem A5 to the appropriate terms on 
the right hand side, we see that A1 g is the sum of two terms each of which possesses 
a Holder continuous derivative of order r. D 
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