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NORMSETS OF ALMOST DEDEKIND
DOMAINS AND ATOMICITY

RICHARD ERWIN HASENAUER

ABSTRACT. In this paper, we will introduce a new norm
map on almost Dedekind domains. We compare and contrast
our new norm map to the traditional Dedekind-Hasse norm.
We prove that factoring in an almost Dedekind domain is in
one-to-one correspondence to factoring in the new normset,
improving upon this results in [1]. In [4], an atomic almost
Dedekind domain was constructed with a trivial Jacobson
radical. We pursue atomicity in almost Dedekind domains
with nonzero Jacobson radicals, showing the usefulness of
the new norm we introduced. We state theorems with regard
to specific classes of almost Dedekind domains. We provide
a necessary condition for an almost Dedekind domain with
nonzero Jacobson radical to be atomic.

1. Introduction. The study of factorization in Dedekind domains
has a rich history, going all the way back to Gauss. We say b is
irreducible (an atom) if b = cd implies c or d is a unit. We say D is
atomic if every nonzero element factors into a finite product of atoms.
Recall that, if D is a Dedekind domain, then D is atomic. Further,
any nonzero ideal of a Dedekind domain can be factored uniquely as a
product of positive powers of maximal ideals. Two concepts developed
to study factorization in Dedekind domains are the Dedekind-Hasse
norm and the ideal class group.

Let D be a domain with maximal ideals Max(D). Recall D is
Dedekind if D is Noetherian and every localization DM is a Noetherian
valuation domain. If we drop the assumption that D is Noetherian we
get a domain that is called almost Dedekind. More precisely, D is
almost Dedekind if DM is a Noetherian valuation domain for all M in
Max(D). Thus, an almost Dedekind domain D is Dedekind if and only
if it is Noetherian.

2010 AMS Mathematics subject classification. Primary 13A50, Secondary
13F15.

Keywords and phrases. Factorization, almost Dedekind.
Received by the editors on October 3, 2013, and in revised form on September 5,

2014.
DOI:10.1216/JCA-2016-8-1-61 Copyright c⃝2016 Rocky Mountain Mathematics Consortium

61



62 RICHARD ERWIN HASENAUER

In a Dedekind domain, every ideal can be written uniquely as a finite
product of maximal ideals. In [7], the authors sought to generalize this
ideal factorization property to almost Dedekind domains. Dedekind
domains come equipped with a nice norm, the Dedekind-Hasse norm.

One of the questions we pursued was to what extent can we construct
a norm on an almost Dedekind domain. We relaxed a few of the
traditional requirements for a norm and were able to construct an
object that yields results with respect to atomicity. Since all Dedekind
domains are atomic, it seems natural to ask which almost Dedekind
domains are atomic?

Let F denote a finite extension of Q, the rational numbers, with a
ring of integers R. Let S be the image of the Dedekind-Hasse norm of
R. Coykendall, in [1], showed if F is Galois over Q, then R is a unique
factorization domain (UFD) if and only if S is a unique factorization
monoid (UFM). We use our new norm to obtain a similar result for
almost Dedekind domains. In fact, if we restrict our norm to Dedekind
domains, our result improves upon Coykendall’s result, albeit with a
different norm.

In [4], an atomic almost Dedekind domain was constructed. This
particular domain has a trivial Jacobson radical. We ask whether we
can construct an atomic almost Dedekind domain with a nonzero Ja-
cobson radical. Dedekind domains with nonzero Jacobson radicals are
merely semi-local PIDs. With respect to this thinking, one might think
that constructing an almost Dedekind domain with a nonzero Jacob-
son radical that is atomic might not be too heavy a task. However,
the opposite seems to be true. We walk the reader through a series of
proofs, arriving at what seems to be an unusual necessary condition for
such a domain to be atomic.

2. A new norm. One of our goals was to construct an object that
would help us explore which almost Dedekind domains are atomic. The
only real thing at our disposal is the fact that, if D is almost Dedekind,
then DM is a Noetherian valuation domain for all M ∈ Max(D). In
essence, what we do is take these local valuations and piece them
together to form a global object we call the norm. We wish to do
this in a way that will allow us to take advantage of the additive
and multiplicative properties. That is, if ν is a valuation, then
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ν(ab) = ν(a)+ν(b) and ν(a+b) ≥ min{ν(a), ν(b)} where the inequality
is strict if ν(a) ̸= ν(b) and a+ b ̸= 0.

Making these notions more formal we let D be an almost Dedekind
domain with maximal ideals Max(D). Now, for every M ∈ Max(D),
we have a map

νM : DM −→ N0.

It is well known that

D =
∩

M∈Max(D)

DM .

Now, for b ∈ D, we have νM (b) = 0 if b /∈ M and νM (b) > 0 if b ∈ M .

Definition 2.1. For nonzero b ∈ D, we define the norm of b to be the
net

N(b) =
(
νM (b)

)
M∈Max(D)

⊆
∏

M∈Max(D)

N0.

If u is a unit in D, then N(u) is the zero net. As mentioned earlier,
our new norm does not satisfy the conditions of a traditional norm,
but we refer to our map as a norm for convenience and its norm-like
properties. In fact, we will see that in many ways our norm is superior
to the traditional Dedekind-Hasse norm.

We can define our local valuations on K the field of fractions of D.
In this case, νM : K → Z. Under this definition, we see that k ∈ K is
in D if and only if, for all M , νM (k) ≥ 0. We will need this notion for
one of our theorems.

Now, in [1], the normset associated with the traditional Dedekind-
Hasse norm was explored. The normset with the Dedekind-Hasse norm
forms a monoid. We wish to parallel this result so we need to define
the addition between N(a) and N(b). We define the addition of nets
componentwise. That is,

N(a) +N(b) :=
(
νM (a) + νM (b)

)
M∈Max(D)

.

Under this definition and the assumption that D is unital, we will see
the image forms a monoid.
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Definition 2.2. Let D be an almost Dedekind domain. We define the
normset of D to be

Norm(D) = {N(b)| b ∈ D, b ̸= 0}.

As mentioned before, we want to take full advantage of the properties
of valuations. We get the following theorem solely from the properties
of valuations.

Theorem 2.3. Let D be an almost Dedekind domain. For all a, b ∈ D
we have N(ab) = N(a) +N(b).

Proof. N(ab) = (νM (ab))M∈Max(D) = (νM (a) + νM (b))M∈Max(D) =
N(a) +N(b). �

Now the image of the Dedekind-Hasse norm over Q is contained in
Z; thus, it is easy to see which elements are “smaller” than others.
We will want something similar with our norm so, we define a partial
ordering on Norm (D). Just as with the order in the Dedekind-Hasse
normset, the use of this partial ordering will yield results with respect
to factorization.

Definition 2.4. We say N(a) ≤ N(b) if, for all M ∈ Max(D), we have
νM (a) ≤ νM (b). We say N(a) < N(b) if N(a) ≤ N(b), and there exists
an M ∈ Max(D) with νM (a) < νM (b).

It should be noted that two elements are not necessarily comparable
within this order, that is, there may be a, b ∈ D such that N(a) ̸≤ N(b)
and N(b) ̸≤ N(a), this will be of little limitation. We present a very
powerful lemma; the result’s veracity is due to the local behavior of
almost Dedekind domains.

Lemma 2.5. Let D be an almost Dedekind domain, and let a, b ∈ D.
N(a) ≤ N(b) if and only if a divides b.

Proof. Suppose N(a) ≤ N(b). We have b/a is in the quotient field
of D. Now νM (b/a) = νM (b) − νM (a) ≥ 0 for all M ∈ Max (D).
Thus, b/a ∈ DM for all M . Hence, b/a ∈ D. We conclude that a
divides b. Suppose a divides b. Then b/a ∈ D. Thus, b/a ∈ DM for
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all M ∈ Max (D). Hence, for all M , we have νM (b/a) ≥ 0. Thus,
νM (b) ≥ νM (a), and we conclude that N(a) ≤ N(b). �

This result is not true for the traditional Dedekind-Hasse norm.
Let N ′ denote the Dedekind-Hasse norm. Recall if a|b in a Dedekind
domain, then N ′(a)|N ′(b). However, it is not true that N ′(a)|N ′(b)
implies a|b. To see this, let us consider an example.

Example 2.6. Consider D = Z[
√
−14]. The traditional norm is

N ′(a+ b
√
−14) = a2 + 14b2. Now N ′(5 + 2

√
−14) = 81 and N ′(3) = 9

but 3 does not divide 5 + 2
√
−14. But what about our norm? Let

M1 = (3, 5 + 2
√
−14)

and

M2 = (3, 5− 2
√
−14).

It is easy to see that M1 and M2 are maximal in D and M1M2 = (3).
That is, we have νM1(3) = 1 and νM2(3) = 1. Now 5 + 2

√
−14 ∈

M1, but 5 + 2
√
−14 /∈ M2. If 5 + 2

√
−14 ∈ M2, we would have

5 + 2
√
−14 + 5 − 2

√
−14 = 10 ∈ M2 but 3 and 10 are coprime in D.

Therefore, we would have 1 ∈ M2. Thus, 5+2
√
−14 /∈ M2. In addition,

we have νM2
(5+2

√
−14) = 0. We conclude thatN(3) ̸≤ N(5+2

√
−14).

Thus, our norm recognizes that 3 is not a divisor of 5 + 2
√
−14.

We now make some structural observations about Norm (D). We
observe that the normset is a monoid, which is in direct parallel to the
Dedekind-Hasse normset.

Theorem 2.7. Let D be an almost Dedekind domain. Then Norm (D)
forms an additive commutative monoid whose elements are cancellative.

Proof. First the zero net is in Norm (D) because D has an identity.
Now, if N(a) and N(b) are in Norm (D) (that is, a, b ∈ D), then
N(a) +N(b) = N(ab) ∈ Norm (D) because ab ∈ D. It is easy to prove
that Norm (D) is commutative and that every element of Norm (D) is
cancellative. �
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The Dedekind-Hasse norm gives great insight into which integers
appear in the normset. For example, in the case of the Gaussian
integers Z[i], the Dedekind-Hasse norm is N ′(a+ bi) = a2 + b2. Thus,
the normset consists of all integers that can be expressed as the sum
of two squares. We wish to classify the element of our new normset in
a similar fashion.

Theorem 2.8. Let D be an almost Dedekind domain with Max (D) =
{Mλ}λ∈Λ. Then(

eλ
)
λ∈Λ

∈ Norm (D) ⇐⇒
∩
λ∈Λ

Meλ
λ is a principal ideal,

where we take M0 = D.

Proof. For the forward direction we take a ∈ D with N(a) =
(eλ)λ∈Λ. Recall νMλ

(a) = eλ is equivalent to saying a ∈ Meλ
λ and

a /∈ Meλ+1
λ . Thus, for all λ we have a ∈ Meλ

λ ; hence, a ∈ ∩λ∈ΛM
eλ
λ .

We will show this ideal is actually (a). Suppose b ∈ ∩λ∈ΛM
eλ
λ . Then,

for all λ, we have νMλ
(b) ≥ eλ = νMλ

(a). In other words, we have
N(a) ≤ N(b); hence, a divides b. We conclude that(

a
)
=

∩
λ∈Λ

Meλ
λ .

For the other direction, we suppose (a) = ∩λ∈ΛM
eλ
λ . Then N(a) =

(eλ)λ∈Λ. �

Since the image under our norm map is well behaved in a structural
sense, one might ask the question, if we impose more conditions on D
what is the effect on Norm (D)?

Now we will show that X is a factorization property of D if and only
if X is a factorization property of Norm (D).

We denote the (multiplicative) monoid of nonzero elements of D by
D• and the set of units of D by D×.

Theorem 2.9. Let D be an almost Dedekind domain. Then D•/D× ∼=
Norm (D).
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Proof. Let ϕ : D•/D× → Norm (D) be defined by ϕ(xD×) = N(x)
for all x ∈ D•. We show that ϕ is a monoid isomorphism. Let x, y ∈ D•.
Then xD× = yD× if and only if x = uy for some u ∈ D× which is if
and only if N(x) = N(uy) = N(u) +N(y) = N(y) Therefore, ϕ is well
defined and injective. It follows from Theorem 2.3 that N is a monoid
homomorphism. Clearly, N is surjective. Consequently, ϕ is a monoid
epimorphism. �

Now let X be a factorization property (i.e., atomic, UFD, HFD,
etc.). Using the previous theorem we obtain that D satisfies X if and
only if D•/D× satisfies X if and only if Norm (D) satisfies X. This
gives us the following theorem.

Theorem 2.10. Let D be an almost Dedekind domain, and let X be a
factorization property. D satisfies X if and only if Norm (D) satisfies
X.

3. Properties of atomic almost Dedekind domains. We wish
to pursue what properties are necessary for an almost Dedekind domain
to be atomic. The only atomic almost Dedekind domain that appears
in the literature is one with a trivial Jacobson radical. See [4]. What
role does the Jacobson radical play in atomicity? If a Dedekind domain
has a nonzero Jacobson radical, then it is a semi-local PID. We will see
that this nice property does not extend to the class of almost Dedekind
domains.

We take definitions from [7]. We say a maximal ideal is sharp if it
is the radical of a finitely generated ideal. Maximal ideals that are not
sharp are called dull. An almost Dedekind domain that contains only
dull maximal ideals will be referred to as a dull domain.

Definition 3.1. We say an almost Dedekind domain D is bounded, or
a bounded domain, if, for all nonzero b ∈ D, we have b is of bounded
norm. That is, there exists a ρ ∈ N such that νM (b) < ρ for all
M ∈ Max(D). We will call atoms of bounded norm, bounded atoms.

Both glad and SP -domains are bounded (see [5, 8].) We will call
domains that are not bounded, unbounded domains. Unbounded almost
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Dedekind domains can be constructed. We present an example that
relies on the following theorem from [3].

Theorem 3.2. Let D be a Dedekind domain with quotient field K, and
let {Pi}ri=1, {Qi}si=1 and {Ui}ti=1, where r ≥ 1, be three collections of
distinct maximal ideals of D, each with finite residue field. Then there
exists a simple quadratic extension field K(t) of D with t integral over
D and separable over K such that if D is the integral closure of D in
K(t), each Pi is inertial with respect to D, each Qi ramifies with respect
to D, and each Ui decomposes with respect to D.

Example 3.3 (The D∞ domain). Let D = Z(q) for some odd prime
q. Let K denote the quotient field of D. We can split (q) by adjoining
t1,1 a root of x2 − p for some prime p ̸= q that is a square modulo q.
Let K1 = K[t1,1]. We have (q) = (q1)(q1,2), where (q1) and (q1,2) are
distinct. We set D1 to be the integral closure of D in K1. For the
remainder of the construction Di will be the integral closure of Di−1

in Ki and the ti,j are elements of the algebraic closure of K. Now, by
Theorem 3.2, we can find t2,1 such that (q1,2) = (q2,1)(q2,2) in D1[t2,1]
while (q1) remains inert.

Now we find t2,2 such that (q2)
2 = (q2,1) and the other two primes

remain inert in K2 = K1[t2,1, t2,2]. First, we set D2 to be the
integral closure of D in K2. Next, we split (q2,2) = (q3,1)(q3,2) via
another simple quadratic extension (add t3,1) while keeping the three
other primes inert. We then ramify (q3,1) twice by using two simple
quadratic extensions adding t3,2, t3,3 (we keep all other primes inert),
thus yielding (q3)

4 = (q3,1).

Now we set K3 = K2[t3,1, t3,2, t3,3]. First, we set D3 to be the
integral closure of D in K3. We continue by induction. In Di, we
have i+1 maximal ideals, namely, (q1), (q2), . . . (qi) and (qi,2). Second,
we add ti,1 that splits (qi,2) = (qi+1,1)(qi+1,2). Third, we adjoin
elements ti,2, ti,3 · · · ti,i which all keep ramifying the prime qi+1,1 such

that (qi+1)
2i−1

= (qi+1,1) while all other primes remain inert. Note we
can do this because there are only finitely many primes at each step.
Fourth, we set Ki+1 = Ki[ti,1, ti,2 · · · ti,i] and Di+1 to be the integral
closure of D in Ki+1. Fifth, we set D∞ = ∪∞

i=1Di. Finally, D∞ is an
almost Dedekind domain; moreover, it is a sequence domain.
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Thence, we know D∞ is a one-dimensional Prüfer domain. We need
only show that no maximal ideal is idempotent to verify that D∞ is an
almost Dedekind domain. Furthermore, M∗ = (q, q1,2, q2,2 · · · qi,2, · · · )
is the only maximal ideal that is not finitely generated. Additionally,
(q) ̸= (q)2; thus, q /∈ (M∗)2. Hence, M∗ is not idempotent.

The rest of the maximal ideals are all principal; hence, they are not
idempotent. Therefore, D∞ is an almost Dedekind domain. Further,
N(q) = (1; 1, 2, 4, . . . , 2n, . . .), where the first entry is the value at M∗

and the other values are from (q1), (q2), . . ., respectively.

Note a sequence domain is an almost Dedekind domain with a
nonzero Jacobson radical such that there is exactly one non-finitely
generated maximal ideal, and every other maximal ideal is principal
and can be indexed by N. See [6].

We start by proving a very useful lemma concerning prime elements
in atomic domains.

Lemma 3.4. Let D be an atomic domain and α ∈ D a prime element.
Then ∩n∈Nα

nD = {0} and D[α−1] is atomic.

Proof. Assume that there exists some nonzero x ∈ ∩n∈Nα
nD. Now

there exists some positive integer l such that x is a product of l atoms.
But, since α is prime, it is easy to see that α is associated with each of
these atoms. Hence, x is associated to αl. Consequently, x /∈ αl+1D, a
contradiction. Therefore, we conclude ∩n∈Nα

nD = {0}.
Now it is sufficient to show that every atom of D which is not a

unit of D[α−1] is an atom of D[α−1]. Let b be an atom of D which is
not a unit of D[α−1]. Let c, d ∈ D[α−1] be such that b = cd. Since
∩n∈Nα

nD = {0}, there is some m,n ∈ Z and some s, t ∈ D such that
α is not a divisor of st, c = αns, d = αmt. It follows that b = αn+mst.
Since α is not a divisor of st and b is not a unit of D[α−1], we obtain
that b = st. Consequently, s (or t) is a unit of D, and thus c (or d) is
a unit of D[α−1]. �

We state one more lemma before moving onto the main theorem
of this section. While the theorem we prove is interesting in its
own regard, the corollaries that follow will also be of great interest.
Throughout the rest of the paper J = ∩M∈Max(D)M will denote the
Jacobson radical of D and max(b) = {M ∈ Max(D)|b ∈ M}.
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Lemma 3.5. Let D be an almost Dedekind domain with J ̸= 0, let b
be a nonzero element of D, and let P,Q ∈ max(b) be distinct. Then
there exists a nonzero c ∈ J such that, for each m,n ∈ N, we have
νP (c

m/bn) ̸= 0 or νQ(c
m/bn) ̸= 0.

Proof. Let d ∈ J be nonzero and f ∈ P \ Q. Set c = dfνQ(d)νP (b).
Then c ∈ J . Let m,n ∈ N.

Case 1. mνQ(d) ≥ n. We have

νP (c
m/bn) = mνP (d) +mνQ(d)νP (b)νP (f)− nνP (b)

> nνP (b)(νP (f)− 1) ≥ 0.

Case 2. mνQ(d) < n. We have

νQ(c
m/bn) = mνQ(d) +mνQ(d)νP (b)νQ(f)− nνQ(b)

< n(1− νQ(b)) ≤ 0. �

We are now in a position to prove a theorem about bounded atoms.
The reader should note that this is a generalization of the primes of a
Dedekind domain with nonzero Jacobson radical.

Theorem 3.6. Let D be an almost Dedekind domain with J ̸= 0.
Then every bounded atom of D is a prime element.

Proof. Let b be a bounded atom of D. Then there exists some
ρ ∈ N such that νM (b) < ρ for all M ∈ Max(D). First we show
that max(b) is a singleton set. Assume, to the contrary, that there are
distinct P,Q ∈ max(b). By the previous lemma, there is some nonzero
c ∈ J such that, for all m,n ∈ N, it follows that νP (c

m/bn) ̸= 0 or
νQ(c

m/bn) ̸= 0. For M ∈ Max(D), set

dM = min{νU (c)|U ∈ Max(D), νU (b) = νM (b)}.

Clearly, {dM |M ∈ Max(D)} is finite. Set

d = max

{
νM (b)

dM
|M ∈ Max(D)

}
.
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We have d = νU (b)/dU for some U ∈ max(b). There is some L ∈ max(b)
such that

νL(b) = νU (b),

and

dU = νL(c).

Set m = νL(b) and n = νL(c). Let M ∈ Max(D). Then dM ≤ νM (c),
and thus

νM (b)

νM (c)
≤ νM (b)

dM
≤ d =

νU (b)

dU
=

m

n
.

This implies that νM (bn) = nνM (b) ≤ mνM (c) = νM (cm); hence,
N(bn) ≤ N(cm).

Set f = cm/bn. Then f ∈ D. Moreover, νP (f) ̸= 0 or νQ(f) ̸= 0.

If M ∈ max(f), then

νM (b) < ρ ≤ ρνM (f) = νM (fρ).

If M /∈ max(f), then nνM (b) = mνM (c) > 0; hence,

νM (fρ) = ρνM (f) = 0 < νM (b).

We infer

νM (b+ fρ) =

{
νM (b) M ∈ max(f)

0 M /∈ max(f).

Since νL(f) = 0, we have νL(b+ fρ) = 0 < νL(b), and thus

N(b+ fρ) < N(b).

Consequently, b+fρ is a unit of D(since b is an atom of D). Therefore,
P /∈ max(f) and Q /∈ max(f), a contradiction. It follows that
max(b) = {M} for some M ∈ Max(D). We obtain that M is a
sharp maximal ideal of D, and thus M = (c) for some c ∈ M (See
[7, Corollary 2.7].) Therefore, (b) ⊆ (c) ⊂ D; hence, M = (b). We
conclude that b is a prime element of D. �

We immediately get some nice corollaries.
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Corollary 3.7. Let D be an atomic bounded almost Dedekind (not
Dedekind) domain. Then J = {0}.

Proof. Assume J ̸= {0}. Then, by the previous theorem, we obtain
that D is a UFD; hence, D is a PID, a contradiction. �

Corollary 3.8. A glad domain is atomic if and only if it is a semi-local
PID.

Proof. A glad domain is bounded and has a nonzero Jacobson
radical. Hence, if it is atomic it must be Dedekind. A Dedekind domain
with finitely many primes is a semi-local PID. �

Corollary 3.9. If D is an atomic SP -domain (not a Dedekind
domain), then J = 0.

We see from the above theorem that J plays an important role in
determining atomicity. This motivates the study of almost Dedekind
domains with nonzero Jacobson radical.

Now we see that, if D is an atomic almost Dedekind domain with
J ̸= 0, then D must not have too many sharp primes, for the generator
of every sharp prime is an atom. If we have too many atoms of this
form, it will be hard to keep an atomic factorization finite. This is
stated more precisely in the next lemma.

Lemma 3.10. If D is an atomic almost Dedekind domain with J ̸= 0,
then D can only have finitely many sharp primes.

Proof. Suppose D has infinitely many sharp primes. Let 0 ̸= d ∈ J .
Since D is atomic we factor d into atoms as d = α1α2 · · ·αn. Now αi

must be in infinitely many sharp primes for some i. But the generator
mi of Mi divides αi for all sharp primes Mi. Thus, this factorization
is not an atomic factorization. We conclude that D has only finitely
many sharp primes. �

Corollary 3.11. There does not exist an atomic sequence domain.
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Now that we know that an atomic almost Dedekind domain with
J ̸= 0 has only finitely many sharp maximal ideals, one might ask what
role these sharp maximal ideals play. ince these sharp maximal ideals
are principal ([7, Corollary 2.7]) and generated by a prime element, we
see from Lemma 3.4 that we can remove them by turning the prime
elements into units, further we can do this in a way that the resulting
domain is still atomic.

An almost Dedekind domain that contains only dull maximal ideals
will be called a dull domain. We will see that we can reduce our
study of atomicity in almost Dedekind domains with nonzero Jacobson
radicals to the study of dull domains with nonzero Jacobson radicals.
It should be noted that overrings of almost Dedekind domains with
nonzero Jacobson radicals are almost Dedekind domains with nonzero
Jacobson radicals; further, it should be noted that we are excluding
domains from being fields.

Theorem 3.12. If D is an atomic almost Dedekind (not Dedekind)
domain with J ̸= 0, then there exists a dull domain D′ derived from D
that remains atomic.

Proof. If D has no sharp primes there is nothing to prove. If D
has sharp primes they are all principal. Moreover, there can only be
finitely many principal primes. Let (α1), (α2), . . . (αn) be the list of
sharp primes. Now we apply the previous Lemma 3.4 a finite number
of times to arrive at

D′ = D[α−1
1 , α−1

2 , · · ·α−1
n ].

Now we know D′ is an atomic domain. Furthermore, D′ has no sharp
primes, for we annihilated the sharp primes. �

Recall an antimatter domain is a domain that contains no atoms.
For more on antimatter domains see [2].

We introduce a new type of domain that seems highly unusual.

Definition 3.13. We call an almost Dedekind domain D (not a field)
completely unbounded, if for all nonzero non-units b ∈ D we have b
unbounded. We will call these completely unbounded domains.
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Corollary 3.14. Let D be a dull domain with J ̸= {0}.

(i) If D is bounded, then D is an antimatter domain.
(ii) If D is atomic, then D is completely unbounded.

Proof. Since D is a dull domain, it follows that D does not contain
any prime elements. Therefore, D does not contain any bounded atoms
by Theorem 3.6.

(i) LetD be bounded. It is immediately clear thatD is an antimatter
domain.

(ii) Let D be atomic and b a nonzero non-unit of D. Clearly, b is
divisible by some atom α of D. Since α is unbounded, we infer
that b is unbounded. �

Combining Theorem 3.12 and Corollary 3.14 we achieve the following
theorem.

Theorem 3.15. If there exists an atomic almost Dedekind (not
Dedekind) domain with J ̸= {0}, then there exists an atomic com-
pletely unbounded almost Dedekind domain.

It is not clear at the present whether one can construct a completely
unbounded almost Dedekind domain. Even if one can construct a
completely unbounded domain, can one construct an atomic completely
unbounded domain? If no such completely unbounded domains exist,
then we would be able to conclude that an almost Dedekind domain
with a nonzero Jacobson radical is atomic if and only if it is Dedekind.
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