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In the first tw o sections we consider the system of ordinary
differential equations

(1) -1 )-61( x , • , (i=1, 2, n)
dx

where 11(x, y,, y,, •• • , y„) are defined and continuous in a region

: O x a , ly i l <+ co 2, •••, n).

Let us consider (y ,,  y t? , •  •  •  , y,,) as a vector y ,  then •• • ,f ,,)
defines a  vector-function o f  (x, y ) ,  conveniently written A x, y).
T hus (1 ) assumes the simple form

(2) dy
d x

– =fix , y ).

In ,§ 3, the differential equation of the second order is investi-
gated as a special case of (1).

E1. T ransform ations of (1)

Let f ( t )  be the greatest value of 1, t  and max If(1, y )  1, where
O r

.vy1 2 + y.22 + • • • +y„2 and If I= 'Vf,2 +R + • • • ,  then f ( t )  i s  a
positive continuous function of t, not less than unity, in 0 < t < + 00 •
Now for a given positive constant 0 - ,  consider the function A(r)
defined by the relation

1 _ f '+ 'd l
{2 (r)} °J . i f ( t ) } '

then A(r) is a continuous function of r  in 0_<_r < + co, A (r)> 1 in
0  r <  +  co and lirn + c o .  And evidently A ( r )  has the con-

cc,

tinuous derivative
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2'(r) = I { , i(r)} '+' L if (r)} - "—  f (r +1)}1 (>0).
cr

Next put
p(r)=rA (r)

then p(r) and its derivative p (r) are also continuous functions of r
in 0<r < + co where p(0) ----- 0, p (r)> 0 for r> 0, lim p ( r)  + co and

r-). + 0 3

p' (r)= A (r) + r  ( r ) > 1 .  Therefore there exists the inverse function
of p(r), written r(p), which is a continuous function of p in 0<p
< + co and whose derivative r'(p) is also continuous since r' (p) =
1/1'i (r )  holds. Thus we have

r (0 ) = 0 , r(p)> O  fo r  p> 0, lim r(p) = + co
,.-12 +02

and /(p)> 0 for O p ‹..+ co.
Now consider a mapping from ( Y i ,  v y.) - s p a c e  onto (n,

• • • , y,-„)-space, represented by

(3) );i = P(IY1)--Y(1Y1)( i = 1 ,  2, ••-, n).
III

Since 1721.--/,(1y1), (3 ) yields immediately the inverse

(4) r(1711)( i = 1 ,  2, •••, n).

Thus (3 ) maps topologically the whole (y„ y 2, •-•, y„)-space onto the
whole G. 4 2 ,  •••,rin) -space. Now we have for the partial derivatives,2 r

al» =-
2 (1111) Y ' )/( 1111) (1=1, 2, •••, n)

ay, . I l

&7'" = i'(1111) ;  1, :1= 1-, 2, •••, n)
y j IYI

and they are continuous functions of y and moreover we have

a ( l i l y  ) ; 2 /  •  "  ri.n )   - - - %n  { 2  ±  y 1),'} > 0.
a (y i , Y2,  •  •  •  2 310 )

Hence (i, j= 1, 2, •—, n )  are also continuous functions of -rd.
(1 ) is transformed by (3), x being unchanged, to the system

v (14/1)-=
'

;
' ( IYIVI(X , 11 ) +  - " 4 ( Y i f + Y 2 f 2 ± — *  + Y „ f)dx

(1=1, 2, • • •, n).

and
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Consider its second members as functions of (x, );„), written
gi(x, )22, •••, 72,,) (1=1, 2, ••, n ) , then  w e ob ta in  a  system o f n
equations in the n  unknowns r,,, •••, :

( 5 ) —
d

=tax , • • • ,  ^6,e) (i=1, 2, •••, n)
dx

where th are continuous functions in the region [0 .S x 5  a, 1-11 <+ co].
Since

f(r)__12(r)} _12(r)1°
and

1  WO } """) , '(r) <
{f(r) / 2

w e have

IY( x, 72)1 f(x, ll) I {41y1) + ly121 (1y1)'f

-_=.1- (11/1){ 2 (1Y1)+AIYI)w(IY1)}
<(1+1/0 -) 12 (1y1)}'+6 ,

and finally
(x, < 1+1/,
Inli" IYI'"

u rn  Ig (x , 72) I  =0,
ini- — 17211"

uniformly for x  in 0 < x a.
Now consider the second mapping effected by

2 r, 
{ Y i 1  +  IV

which maps topologically the whole ( ) ,  )2 2 , ••• , rin)-space, the point
at infin ity  ini = + co being added, onto the whole unit sphere in
( Y,, 172, •••, 17 ÷1)-space :

Y,2 +
whose pole (0, 0, •••, 0, 1) is  the image of the point at in fin ity  'r)1

±  co. The inverse of (7 )  is given by

Consequently we have

(6)

(i=1, 2, •••, n),
(7)

217
21+1 - 1 -

1+I721
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(8) (i=1, 2, •••, n).
1— Y„ + ,

The system (5 ) is transformed by (7 ), x  unchanged, to a system
of the form

dY hi(.x, 17 1, Y , , 1 1 . - 1 ) ( i =  1, 2, •••, n +1) ,
(9) {

Y 12 +  Y 2 2 + ••• Y2+ ,=1

where

h,(x, Y 1 ,  Y 2 ,  • • • ,    y , ( x ,  7 ) ) ( 1 = 1 , 2 ,  •••, n +1)

and

(10) Yihi+Y2h2+•••+Y.+Ihn+1=0.

The second members of the former equations o f (9 ) are not de-
fined for Y 4+ 1 = 1 , though it seems clear that, for any fixed value
of 0- such that 0 < r1 , th e y  converge uniformly to zero as Y„,.,
— 4 - 0 .  And therefore, if we put

h,(x, 0, 0, •••, 0, 1)=0( 1 = 1 , 2 ,  •••, n+1),
h, are continuous functions on the whole surface

S„+1 : 0 x a,Y 1
2 +Y2 2 +•••+Y 4 ,=1

in (1, Y 1t Y 21 • • •
9
 Y)-space. Finally, consider the product of the

mappings (3 ) and (7),

Y.= _  yi (y o 3)2 ,y . ) (i= 1, 2, •••, n)
1+ H O )  2

(11)
2

• • •1 Y + ( y1, 1 yn)Y2,
1 +  {P (11/1)} 2

which maps topologically the whole (Y1, 372, •••, y„) -space, the point
at infinity IYI = + C O  being added, onto the whole unit sphere in
( Y„ Y„ •••, Y„,,,)-space. Then we have the following

Theorem 1. (1 )  is transformed by means of  (11), x unchanged,
to (9 ) whose second members are continuous on the surface S„_, in
(x, Y„ Y„, • • , Y„ )-space. T he segment

L  : 0 x a, Y,=-Y0—•••=Y=0,

may be regarded as the im age of  Iyi= + c 0.
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§  2 .  Applications

Theorem 2 ."  A  necessary and sufficient condition for every
solution of (1 )  to have an end Point, whose x-coordinate is equal to
a, is that there exists a positive continuous function 4v(x, Yi, .Y 2 9  

. . .
3

defined in  E„,., w ith the first partial derivatives which is also con-
tinuous in the interior of  E„+1, and that io converges uniformly in
O S :x <a to zero as 00, and moreover that, in  the  interior
of E„+ „ we have

3i° 5° f + f e > 0 .
ax ay, ay2 cb,„

Proof. Consider a  region

R „,  : 0 < x a, 117,1.<b (i=-1, 2, •••, n+1)

where b  is such a constant as b> 1. For every point P(x , 17
1, Y

•••, in  R a , ,  le t  P o (x , Y  Y.— n, - u 9  • • •
1 Y 0 n - I - 1 )  d e n o te  the point in

w hich th e  ray issuing from  the  po in t (x, 0, 0, 0 )  and  passing
through P  cuts S„+ ,  and put

_  1 7 2_
Yoi

Then if we define

h i *(x, Y „ Y ,, •••, Y ,,) =ah ,( x ,  Y 0 1 )  
17

0 2 ,  • • • ,  Y 0 2
,

+ 1 )

are  continuous functions in  R a , .  Evidently we get

ht= h1 o n  S„+ ,
and

Y, h,* + Y„,h 2 * + • • • + 17,+1 h „',1= 0  in  R n + 2 *

Now in  R „, ,  consider the system

(13) d174 =h * (x , Y , 172, •••, (i=1, 2, ••., n + 1 )dx

which is an extension of the system ( 9 ) .  It is not difficult to show
that a  necessary and sufficient condition for every solution of (1)
to have an end point on x=----a  is that the segment L  is the unique
solution of (1 3 )  (o r  ( 9 ) )  arriving at the point N (a, 0, 0, •••, 0, 1).

(12)

1) H. O kam ura, Functional Equations (in Japanese), Vol. 32 (1942), pp. 21-27.
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Let P be a variable point (x, Y ,  Y 2 f  • • •  Y .+ ) in  R n + 2 ,  then we
can define the D-function D(P, N) 2  with regard to ( 1 3 ) .  If we put

0 (x , 1 7 1, Y ,  •••, N ),
can be replaced by a  function 0 1(x , Y „ • , K +1 )  which has

continuous .f i r s t  partial derivatives in  the  interior of R. + ,  and the
same properties as those of sh in R„+ ,.") P u t

(x, Yi, Y2, • Y.) =0,(x, Y, Ys, • • .Y .), •  •• , 1 7.+1(y1, .Y2, • ••, .Y„) )

then, if  L  is the unique solution of ( 1 3 )  arriving at the point N,
50 possesses the properties required in the theorem. Therefore the
condition is necessary.

It is easy to show that the condition is sufficient.
Example I. I f  f = 0 ( j / 1 )  a s  11/I---* + co, i.e., if  there be such

a positive number k  that fo r  0 x < a  and I ? / I  r o  being a
positive number, we have

ifl
IYI

put
V(x, yi, y,, Y.) =1/11- 1 'k e'.

We have proved in  §  1  that, concerning the second members
of the system ( 5 ) ,  we have g(x, n)=o(1721 1 " )  as 72-4+ co (cf. ( 6 ) ) .
Now the above example shows that in  general y (x, 0 ( 1 n  )  as

+ co. F or, if  y(x, n)=0(InD , every solution of ( 5 )  has an
end point on x=a and therefore every solution of ( 1 )  has also an
end point on x=a.

Example 2 .  I f  there be a positive continuous function (it)
f '  du  _of u for u then put+ op and
J .  0(u)

[VI d„
• —

(x , y ,, y2 , • • • , )  =  enx
0 ,4 (70.

2) H. Okamura, " S u r l'Unicité des Solutions d'un Système d'Équations différen-
tidies ordinaires", M em. Coll. Sci. Kyoto Univ. A . 2 3  (1941), pp. 225- 231; H. Oka-
mura, "Sur une sorte de distance relative un système dif férentiel", Proc. Physico -Math.
Soc. of Japan, 3rd series, Vol. 25 (1943), pp. 514 - 523; K. Hayashi and T. Yoshizawa,
"N ew  T reatise o f  S o lu t io n s  o f  a System  of  Ordinary Differential Equations an d  its
A pplication to the Uniqueness Theorems", Mem. Coll. Sci. Kyoto Univ. A . 2 6  (1051),
pp. 225- 233.

3) H. Okamura, "Condition nécessaire et su ffisante rem plie p a r l e s  Équations
différentielles ordinaires sans tain ts  d e  Peano", M em, Coll. Sci. Kyoto Univ. A. 2 4
(1942), pp. 24-27.
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Theorem 3. A  necessary and  sufficient condition for every
solution of (1 )  to have an end point, whose x-coordinate is equal to
a, is that, given any positive number a , there exists a positive number
i3(a) such that, f o r any  solution y =y ( x )  o f  (1 )  through a point
(xo, y o)  arbitrary in  E „,,, provided that ly(x 0 )1<a, iv e  have ly(x)1
<  ( a )  so long as y =y ( x )  lies in En+, for x0 < x < a .

Proof. Since the sufficiency of the condition is easily verified,
we will prove only its necessity.

At first consider the region

which is a bounded closed region. Let S„a+ ,  be the image of E„,
under the mapping (11), th e n  S r , is  a bounded closed set, and
hence, the set of all the points, which are on any solutions of (9)
going to the right from any points in is  a closed set.° Under
the assumption of the theorem, this set has no point common with
the segment L .  Consequently Yni.rcoordinate o f every point in
this set is smaller than a positive n u m b e r  ( a )  < 1 ) .  Hence we
consider such a positive number /3(a) tha t 7=1— (1/i 1 +1 0)1 ') .
Then, for any point (x, y) in the inverse image of this set under
(11) (i e., in the set of a ll points which are on any solutions of
(1) going to the right from any points in  EA .,), we get I Y I <19 (a).

Corollary. The content of Theorem 2  is also verified when we
suppose so to be defined merely f o r the region [0 ly -1;1 71 I ,
being a positive constant.

Remark. Conditions for every solution of (1) to  have an end
point on x=0 may be obtained in the same way and however, for
instance, the inequality (12) may be replaced by the following

aio &4P (14) + +
ax ay, ay, ay„

§ 3. Differential equation of the second order

In this section we will investigate the differential equation

(15) d 'y  =f (x, y,
dx

as a special case of (1).

4 )  It may be easily verified by means of the equicontinuity of solutions of (9):
the equicontinuity is oweing to the boundedness o f h i .
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Let D be a bounded closed region [0 a, y (A)]
in  gy-plane, where w(x), f ,0(x) and their derivatives are continuous
in 1:1_ x  a and w (x) < -74.4 x )  in 0 <x < a .  And let D* be a three
dimensional region of the point (x, y, z ) ,  w h e re  (x, y) E D  and
— co <z < + co. M oreov er, suppose f (x , y, z ), defined and continu-
ous in D*.

Now consider the system of differential equations

(16) dy dz  = f ( x ,  y ,  2 )

dx dx

which is equivalent to (15), then it becomes by the vector notation

d y
dx

where y = (y, z )  and F(x , y )= (z , f (x , y, 2 ) ) .  Of course, •we can
apply the mapping (1 1 ) t o  (16), but th is time, we proceed by
means of a mapping from (y, z)-space into (72, C)-space represented by

72= 17 (Y, 2. ) f di
J." { P O I"
r dt
Jo IM

for z 0 ,(17)

dif o r  z < 0 ,
{f0)} 2

where f ( t )  is the greatest value of 1 , t  and max I f (x , y, 2)1 and
C', y)

then f ( t )  is  a positive continuous function of t. Clearly (17) may
be solved for y and z .  Since

dt
2 y z  

1  -> 0:
& ',a

Y { A t) r f (2 2 )

and
dZ  = 1 > 0
dz inzI)1 2

these derivatives are continuous in D*.
dtNow put b = '° (>0), YO-6(x), Z  (C)) and

0 f (t)
TY(x, Y (Ix (x) , Z - 1 ( ;) ) , Z - 1 (C) being the inverse function of
Z (z ), Z (z ) converges to  b or — b respectively as z—>+ co  o r  — co
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and W(x, : )  and W(x, :) converge uniformly for x in 0 a  to
zero as C--). ± b .  I f  w e  put W(x, b)=W(x, — b) W(x, b)=W(x,
—b) =0, W(x, C) and W(x, C) are continuous in [0 x_< a ,  —b
C  6 ]  and w e  g e t  W(x, C) < W(x, : )  in  [0 <x < a ,  —b Kb].
Their partial derivatives W , W„, W . and W, are also continuous.

Therefore, the mapping (17), x unchanged, maps topologically
the region D, the points at infinity I zl = + co being added, onto the
bounded closed region

: 0<x<a ,

in (x, :)-space. The segment

L, : 0 x a, 7)=0, C=b

may be regarded as the image of z= + co and the segment

L2 C= —b

as the image o f z= — co.
The system (16) is transformed by (17), x being unchanged,

to  the system

eh) _ dt _ 2 y 2  f(x, y,  z)
dxJ 2  I f ( t ) {f(z2)1"
dC _  f(x, y, z) 
dx

C onsider its second m em bers as functions o f  (x, C), written
gi(x, )2, C) and q2(x, 7), ‘;') respectively, they are defined and continu-
ous in except on the segments L, and L . .  Since they converge
uniformly to zero as ±b, put 9', (x, 0, b)=U1(x, 0, —b)=,q2 (x, 0, b)
=g2(x, 0, —b) = 0 . Then g , and g . ,  are continuous functions in ...91)
and we obtain the following system

1

 d 7 ; ----q, (x,r, C)dx
dc  ---- Y., (x, ri, C)dx -

(18)

whose second members are continuous on the bounded closed region
in (x, ii, C)-space.
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Theorem 4.5) A  necessary and sufficient condition for any solu-
tion of  (15) going to the right f rom  any  point in  D  to  have, pre-
serving the continuity of  its derivative, an end point on the boundary
o f  D  is that there ex ists a positive continuous function (x, y, z)
defined in D* as follow s; nam ely  0(x, y, z ) converges uniformly for
(x, y) E D  to z ero a s  2—* ± 00 and  satisfies the Lipschitz  condition
w ith regard to (y , 2), i.e., given any positive num ber c, there exists
such a positive constant K c that, if  (x, y ) E D , (x, 51) E D , lz!_< c and

c, we have

(19) I 0 (x, Y, 2)— Otx, 5/, -2) +
A nd finally, for points of  D *, we have

(20) De-,,] 0(x, y, z) 0"'.

Proof. Since y , and  y, a re  continuous o n  th e  bounded closed
region . , every solution of (18) has its end points on the boundary
o f  2 .  Therefore a  necessary a n d  sufficient cond itio n  fo r any
solution of (15) going to  th e  right from any poin t in  D  to  have,
preserving th e  continuity o f  its derivative, an  end  po in t on  the
boundary of D  is  th a t the  segm ent L , is  th e  unique solution of
(18) arriving at the point A (a, 0, b) and the segment /..2 the unique
solution arriving at the  point B(a, 0, —b).

Let P  be a  variab le  point (x, b  in  .2, then we can define
two D-functions') D (P , A )  and  D (P , B ).  Now put

T (x, 7„ - -=  min ID (P, A ), D (P, B)}
and

(P(x, y, z)-= (x, Y (y, z), Z (z)).

Then, if L , is the unique solution of (18) arriving at A  and L , is
the unique solution arriving at B, (I) possesses the properties required
in  th e  theorem.

5) H. Okamura, Functional Equations (in Japanese), Vol. 27 (1941), pp. 27-35;
T. Yoshizawa, " Note on the non-increasing .ço lu tion s of (1; y, y l ) " ,  Mem. Coll. Sci.
Kyoto Univ. A . 2 7  (1952), p. 158, lemma 2.

6) (20) is Nagumo's notation. C .  I f  Okamura, " S u r  une  s o r t e  de distance
relative b. u n  s y s t èm e  dif férentiel " ,  Proc. Physico-Math. Soc. of Japan, 3rd series, Vol.
25 (1943), pp. 520-521; T. Yoshizawa, " On the Evaluation of  the Derivatives of  Solutions
of  y" = 1 (., y, y 0 " ,  Mem. Coll. Sci. Kyoto Univ. A . 2 8  (1953), P .  28.

7 )  Since is not a cuboid we need to define D-function by the Okamura's
second method. Cf. H. Okamura, loc. cit. 6).
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It is easy to show that the condition is sufficient.
Corollary. In the condition of  the theorem , Q') can be replaced

by  tw o functions Q')1 (x , y , z ) and y ,  z )  a s  f o l l o w s ;  n a m e l
(f),(x, y, z ) is def ined in a region

J (X. y )  D ,  k  ^ z  <  + co, k c o n s tan t

and converges uniformly to 2ero as z + co, and I)(x , y , z ) is def ined
in a region

(x, y) E D, -  K k. c o n s tan t

and. converges uniformly to zero as z— *  -

For the pi'oof, put

' ,  )='D(P, A ),

'P(.x. ' , ) =D(P, B ),

and then, put

(f),(X, y, z )= 'I ' 1 (x, Y ( , z ) , Z (z )) ,

& (x ,y , z )='I'(x , Y t y ,  z ), Z (z )).

R em ark  1 . A  condition for any solution of (15) going to the
le f t f ro m  a n y  p o in t in  D , to  have an end point on the boundary
of D, may be obtained in the same way with only the modification
that the inequality (20) shall be replaced by the follow ing

(21) b.1Q')(x,y , z ) . 0 .
Remark 2. F ( x ,  i ,  )  can be m odifled to  have bounded con-

tinuous partial derivatives in the interior of  . . Therefore, Q"(x, y, z)
can be also m odified to have continuous partial derivatives in the
interior of  D K .  A n d  th e n , in  th e  in te r io r  o f  D * ,  (20) reduces to

(/)( J ) ( / )
(22) - +--- z ± - --f (x , y ,  z ) ? 0 .

'x y z

ExampIe,If  the re  be  a  positive  con tinuous func tion  ¶ o ( i )  o f
u. deflned  for u 0 , and  J u d z + 0 0  a n d  f . y , z ) s o z ) ,

(u)
then put

8) 1-1. O kainura, bc . cit. :1),
9) M. N a u m o ,  Uber d i e  Dif ferenlialgleic/zung y"=f(x, y, y')", P roc. Physico

-Math. Soc. of Japan, 3rd s e r i e ,  Vol. 19 (1937), pp. 861-866.
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_ ?tau,(x, y, z ) =e
V

v 0 for z > 0

Theorem 5 . "  A  necessary  and sufficient condition for any
solution of  (15) going to  the right f rom  any  point in  D  to  have,
Preserving the  con tinu ity  o f  its deriv ativ e, an  end  po in t on  the
boundary of  D is that, giv en any  positive num ber a, there exists a
positive num ber i9(a) such that, f o r any  solution y = y (x ) of  (15)
through a point (x ,, y„) arbitrary  in D, provided that I y' (x)1..._ a, ive
have I y' (x <13(a) as long  as y = y (x ) lies in  D for x„ •  ; s1- a .

For the proof proceed as in the proof of Theorem 3.
Theorem 6 .  A necessary and sufficient condition for any  solu-

tion of (15) going to the right from  any  interior point in D to reach,
preserving the continuity  of  its derivative, at a point of the boundary
of  D is that there ex ists a Positive continuous function (n* (x, y, z)
def ined in  the interior of  D * as follows ; namely (1)* (x, y , z )  has
continuous partial derivatives i i the interior of  D* and satisfies

ao* 
+

ao*
z  +

ao*
f ( x ,  y ,  z ) . 0(23) ax ay az

and converges uniformly for (x , y) E D  to zero as z---* c o .
Proof. Proceed as in the proof o f Theorem 4. Since, this

time, the inequality (2 0 ) is necessary only in the interior of D*,
it m ay be replaced by (23).

Remark. Theorems 4, 5  and 6  can be also verified when D
is supposed merely as a bounded closed region in xy-plane.") If
D  is the region given in the beginning of th is section we obtain
the following

Theorem 7 .  T he condition of  T heorem  6 is necessary  and
sufficient f o r any  solution of  (15) going to the right from any Point
in  D  to have, preserv ing the continuity  of  the derivative, an end
Point on the boundary  of  D.

Proof. S ince the necessity of the condition m ay b e  easily
verified, we will prove only its sufficiency.

Suppose, on the contrary, that there exist a solution y =y (x )

10) M. Nagumo, Inc. cit. 10); T. Yoshizawa, loc. cit. 6), p. 27.
11) T. Yoshizawa, loc. cit. 6), p. 30, foot notes 1),
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of (15) going to the right from a point (4  y„) in D  whose image
under (17), being a solution of (18), tends to a point (x„ 7,„ o n
the segments L , or L .  If the condition in Theorem 6 holds, as
x—x —O the solution y = y (x ) tends to a point P,(x,, y,) of the
boundary of D  and we get lim  y'(x)— + co  (or — co ). And, in

t i - U

any neighborhood of the point P, there is at least a boundary point
P(x2. 312) (x2< x,) of D  on the solution y— y(x). At the point P2

the solution y-----1(x) has to be tangent to the boundary of D .  On
the other hand, there is such a constant K that 1w' (x)1, I ( x )  <  K
and therefore I y' (x2 )1 < K ' ' .  It contradicts the relation lim y' (x)
=  0 0  (or — co ). Hence the condition is sufficient.

Corollary. In the conditions of  Theorem 6 an d  7, (P*  can be
replaced by two functions as in the corollary of  Theorem 4.

1 2 ) Th e theorem may be proved when the curve y = i v ( x )  (or the curve y=---
1S)(r)) consists of a  finite number of arcs of similar properties.


