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Toward a generalization of strong
approximation theorem to a general PF field

By
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Abstract

We aim to generalize Eichler’s strong approximation theorem, which
is known for a division algebra D over a global field K, to the case
that K is a general PF field. First we show by an example that the
generalized theorem is false for SL1(D). But if we replace SL1(D) by the
commutator group [D×, D×], the generalizaion may be possible. Though
its validity is not yet known, in this paper we decompose the generalized
theorem into two parts, one of which can be formulated in a more general
case that K is the quotient field of a Dedekind domain. Further, we prove
the equivalence of four approximaion properties (a) ∼ (a′′′), which was
open in our previous paper.

1. Preliminary discussions

Let R be a Dedekind domain and K be its quotient field. A prime ideal p
of R induces a valuation on K, which is called the p-adic valuation or a prime
valuation. We denote the completion of K (resp. R) in this valuation with Kp

(resp. Rp). The adele ring KA is defined as KA =
⋃

S

(∏
p∈S Kp ×

∏
p�∈S Rp

)
,

where S runs over all finite sets of prime ideals. The weak topology is the
weakest topology in which all projections (xp) �→ xp are continuous. The
strong topology is the weakest group topology which is stronger than the weak
topology and makes RA =

∏
p Rp open.

The idele group K×
A is defined as K×

A =
⋃

S

(∏
p∈S K×

p × ∏
p�∈S R×

p

)
,

(× means the multiplicative group of all inversible elements). The weak topol-
ogy is the restriction of that of KA, and the strong topology is the one which
makes R×

A =
∏

p R×
p open.

Let D be a central division algebra over K, and Γ be a full R-order in D.
The adele ring DA and the idele group D×

A (both are non-commutative) are de-

fined as DA =
⋃

S

(∏
p∈S Dp × ∏

p�∈S Γp

)
and D×

A =
⋃

S

(∏
p∈S D×

p × ∏
p�∈S Γ×

p

)
,

where Dp = D ⊗K Kp and Γp = Γ⊗R Rp. The weak and the strong topologies
are defined similarly as above, using ΓA =

∏
p Γp instead of RA =

∏
p Rp.
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478 Aiichi Yamasaki

K is called a PF field, if it admits the product formula. This means that
adding some non-prime valuations to the set of all p-adic valuations, we get
the formula

∏
v v(x) = 1 for any x ∈ K×, where v runs over all prime and

non-prime valuations. Artin proved ([1]) that a PF field is nothing but an
algebraic number field or an algebraic function field of one variable over some
coefficient field. A global field is a PF field such that the completion Kv is
locally compact. This is nothing but an algebraic number field or an algebraic
function field over a finite field.

A central division algebra D over K splits over some finite extension L
of K, namely DL = D ⊗K L is isomorphic with the full matrix ring over L.
The reduced norm nD/K(x) is defined as nD/K(x) = detx regarding x ∈ D as
an element of DL � Mn(L). Another definition is as follows. For a maximal
subfield M of D containing x, we get nD/K(x) = NM/K(x) where NM/K is
the norm operator. The reduced norm nD/K is a group homomorphism from
D× to K×. Its kernel is denoted with SL1(D). Evidently the commutator
subgroup [D×, D×] is contained in SL1(D). If K is a global field, we have
SL1(D) = [D×, D×]. In general this equality does not hold, and the reduced
Whitehead group SK1(D) = SL1(D)/[D×, D×] is a target of research. (see
[2])

Regarding D as a K-vector space, nD/K is a polynomial function, so that
it can be extended naturally as a group homomorphism from D×

A to K×
A . This

enables us to define SL1(DA).
Eichler inquired when SL1(D) is dense in SL1(DA) in the strong topology.

(D× is imbedded diagonally in D×
A). For an algebraic number field K, he

found the necessary and sufficient condition is that Dv = D ⊗K Kv is not a
division algebra for some non-prime valuation v. This condition is called Eichler
condition, and his result is called Eichler’s strong approximation theorem. Soon
his result was generalized to a global field with positive characteristic, namely
to an algebraic function field over a finite field. Afterwards, the theorem was
generalized for a wider class of algebraic groups apart from SL1(D). Now we
know the complete result for any semi-simple algebraic group (see [4]), but only
over a global field.

In this paper our interest is concerned with a generalization to a non-global
K. Instead, the group is limited in the classical SL1(D) or [D×, D×].

2. Counter example

In this section we shall show by an example that the strong approximation
theorem does not hold for SL1(D). In general SL1(D) does not have even
the weak approximation property, as Platonov proved as a byproduct of his
study of the reduced Whitehead group. Here we shall sketch the outline of his
argument, and discuss the relation to the strong approximation theorem.

Let K be a field, Kv be its completion in a valuation v over K. Let D
be a division algebra over K. The weak approximation proprety of SL1(D)
means that SL1(D) is dense in SL1(Dv). But it is known that [D×

v , D×
v ] is

an open subgroup of SL1(Dv) (see [2]), so that the closure SL1(D) of SL1(D)
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is nothing but SL1(D)[D×
v , D×

v ]. (Since D× is dense in D×
v , the commutator

subgroup [D×, D×] has the weak approximation property, so we have SL1(D) ⊃
[D×

v , D×
v ]). This means that SL1(Dv)/SL1(D) � SK1(Dv)/ Imϕ, where ϕ is

the homomorphism SK1(D) → SK1(Dv) induced by the imbedding D ↪→ Dv.
Therefore we get the desired counter example if we show that ϕ is not

surjective. Especially it is sufficient if |SK1(D)| < |SK1(Dv)|, both being
finite.

Let k be an algebraic number field, and K = k((y, z)) be the formal power
series field of two variables over k. Assume that k has a primitive n-th root
of 1. Consider a valuation w on k. Take cyclic extensions L1 = k( n

√
α) and

L2 = k( n
√

π) such that L1kw is unramified and L2kw is totally ramified over
kw. These induce also cyclic extensions of K, so we can construct the following
cyclic algebras D1 and D2 over K.

D1 = A(K( n
√

α), y), D2 = A(K( n
√

π), z)

(This means D1 =
⊕n−1

j=0 K( n
√

α)uj , un = y, ξu = uξσ (∀ξ ∈ K( n
√

α)) where σ

is a generator of Gal(k( n
√

α)/k). D2 is defined similarly).
Put D = D1 ⊗K D2 and D(x) = D ⊗K K(x) where K(x) is the rational

function field over K. D(x) is a division algebra over K(x), and gives a counter
example of the weak approximation property, as explained below.

kw contains an infinite Galois extension of k, so that it contains a finite
Galois extension of k with arbitrarily large dimension over k. Let t(x) be
an irreducible polynomial over k defining such an Galois extension. t(x) is
irreducible also over K = k((y, z)), and induces a valuation vt(x) on K(x). Let
K(x)t(x) be the completion of K(x) in the valuation vt(x). Its residue field
is isomorphic to kt(x) = k[x]/t(x)k[x]. The weak appproximation property
means that SL1(D(x)) is dense in SL1(D(x)t(x)) where D(x)t(x) = D(x)⊗K(x)

K(x)t(x).
The reduced Whitehead group can be expressed in terms of the Brauer

group as follows (see [2] and [3]).
(1) SK1(D(x)t(x)) � Br(kt(x)L1L2/kt(x))/Br(kt(x)L1/kt(x))Br(kt(x)L2/kt(x))
(2) SK1(D(x)) � Br(L1L2/k)/Br(L1/k)Br(L2/k)
The latter group (2) is a finite group, while the former group (1) is also finite but
its order is not bounded as the degree of t(x) tends to infinity. (see [3] in detail).
So if deg t is large enough, we have |SK1(D(X)t(x))| > |SK1(D(x))| and this
gives a counter example for the weak approximation property of SL1(D(x)).

This is the outline of Platonov’s argument. Next we shall explain how it
provides a counter example for the strong approximation theorem.

Since SL1(D(x)) does not have the weak approximation property, it does
not have the strong approximation property neither. On the other hand, if we
regard K(x) as the rational function field over K, D(x) does not satisfy Eichler
condition (which we denote with (ec)).

However, regarding K(x) as an algebraic function field, D(x) can satisfy
(ec) as explained below. In general, for infinitely many irreducible polinomials
p(x), the completions D(x)p(x) (in the corresponding valuation vp(x)) are not
division algebras. (The proof is in [6]). Take one of such p(x).
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K(x) is a finite extension of K(p(x)). (Namely for L = K(X), we have
K(x) = L(x′), Xp(x′) = 1). Then K(x) can be regarded as an algebraic
function field and as such vp(x) is a non-prime valuation, so D(x) satisfies (ec).
In other words, if we do not insist on the rational function field and allow to
consider an algebraic function field, any valuation can be non-prime. In this
sense, the above example is a counter example for the strong approximation
theorem.

3. Decomposition of the theorem into two parts

As mentioned in Section 2, the strong approximation theorem does not
hold for SL1(D). But if we replace SL1(D) by the commutator subgroup
[D×, D×], the possibility of the generalization of the theorem to the case of a
general PF field still remains. The known results ([5] and [6]) strongly suggests
this possibility.

Though we do not yet know whether the generalized theorem holds or not,
in this section we shall decompose the theorem into two parts, one of which
can be formulated for a more general quotient field of an arbitrary Dedekind
domain.

Before starting the above argument, we shall restate four approximation
properties for [D×, D×], which are mentioned in [6] in connection with the
criteria of the cancellation of lattices over orders.

Let K be the quotient field of a Dedekind domain R. Let D be a central
division algebra over K. We consider four approximation properties (a) ∼ (a′′′)
as follows.

(a) [D×, D×] is dense in [D×
A , D×

A ] (in the strong topology defined in
Section 1).

(a′) [D×
A , D×

A ] is contained in the closure of D×.
(a′′) [D×

A , D×
A ] is contained in the closure of R×

AD×.
(a′′′) [D×

A , D×
A ] is contained in the closure of K×

A D×.
(R×

A and K×
A are canonically imbedded in D×

A). Evidently we have (a) ⇒ (a′)
⇒ (a′′) ⇒ (a′′′).

Let K be a PF field and consider the following Eichler condition (ec).
(ec) There exists a non-prime valuation v such that Dv is not a division

algebra.
The strong approximation theorem claims that (ec) is equivalent with (a).
In [6], we already proved (a′′) ⇒ (ec) for a general PF field. So the unsolved

assertion is (ec) ⇒ (a). The proof of (a′′) ⇒ (ec) can be applied evidently to
(a) ⇒ (ec). Regarding this proof as such, we can decompose it into two parts:
¬(ec) ⇒ (d) and (d) ⇒ ¬(a), where ¬ means the negation of the proposition,
and (d) means

(d) [D×, D×] is discrete in the strong topology.
For the sake of convenience, we restate ¬(ec) and ¬(a) below.

¬(ec): For any non-prime valuation v, Dv is a division algebra.
¬(a): [D×, D×] is not dense in [D×

A , D×
A ].

(d) ⇒ ¬(a) is evident. The proof of ¬(ec) ⇒ (d) is done using the product
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formula and the fact that [D×
v , D×

v ] is bounded for a division algebra D×
v .

(When K is a global field, [D×
v , D×

v ] is compact. For a general PF field K,
[D×

v , D×
v ] is not compact, but its boundedness is sufficient for the proof of

¬(ec) ⇒ (d)).
The strong approximation theorem (ec) ⇒ (a) holds true, if both (ec)

⇒ ¬(d) and ¬(d) ⇒ (a) hold true. Because ¬(ec) ⇒ (d) and (d) ⇒ ¬(a)
are known to be true, any counter example of either of (ec) ⇒ ¬(d) or ¬(d)
⇒ (a) provides a counter example of (ec) ⇒ (a). In this sense, the strong
approximation theorem is decomposed into two statements:

(ec) ⇒ ¬(d) and ¬(d) ⇒ (a).
Note that the second half ¬(d) ⇒ (a) does not involve non-prime valuations.
So this part can be regarded as a statement for a more general case of the
quotient field of an arbitrary Dedekind domain.

When K is a global field, the strong approximation theorem holds true. Its
proof essentially uses the fact that the compactness of [D×

v , D×
v ] is equivalent

to Dv being a division algebra. The replacement of the compactness by the
boundedness destroys the validity of the proof when K is a general PF field.
Some more detailed arguments will be needed, as to whether the generalized
strong approximation theorem is true or not.

4. Equivalence of four approximation properties

One of the clues of solving the problem is the non-central simplicity of
[D×

v , D×
v ] when Dv is not a division algebra. Though this clue is not effective

for the proof of the strong approximation theorem, it works well for the proof of
the equivalence of four approximation properties, which was an open problem
in our previous [6]. We shall explain this below.

First we shall give a lemma on normal subgroups of a product group.

Lemma. A normal subgroup N of a product group G×G′ can be written
in the following way. For normal subgroups N1, N2 (resp. N ′

1, N
′
2) of G (resp.

G′) such that [G, N1] ⊂ N2 ⊂ N1 (resp. [G′, N ′
1] ⊂ N ′

2 ⊂ N ′
1) and for an

isomorphism φ of N1/N2 onto N ′
1/N

′
2, we have

N =
⋃

x∈N1/N2

x × φ(x),

where the N2-coset x (resp. N ′
2-coset φ(x)) is regarded as a subset of G (resp.

G′).

Proof. Let π (resp. π′) be the projection of G × G′ onto G (resp. G′).
Put N1 = π(N) and N2 × (1) = N ∩ (G × (1)). They are normal subgroups of
G, and N2 ⊂ N1.

For (x, x′) ∈ N and y ∈ G, we have N � [(x, x′), (y, 1)] = ([x, y], [x′, 1]) =
([x, y], 1), so that we get [G, N1] ⊂ N2.

We apply similar discussions to G′.



�

�

�

�

�

�

�

�

482 Aiichi Yamasaki

For x ∈ N1, (x, x′
1) ∈ N and (x, x′) ∈ N imply x′

1x
′−1 ∈ N ′

2, so that the
section of N with respect to x is a N ′

2-coset.
For x1, x2 ∈ N1, the corresponding section coincide if and only if x1 and x2

belong to the same N2-coset. Thus a mapping φ : N1/N2 → N ′
1/N

′
2 is induced.

Applying similar discussions by switching G and G′, we see that φ is bijec-
tive. Then N must be in the form of the theorem as a subset of G×G′. Since
N is a subgroup, φ must be a group isomorphism.

Conversely, the subset N of G×G′ in the form of the theorem is evidently
a subgroup.

Any conjugate by an element of G (resp G′) does not change the N2-coset
(resp. N ′

2-coset), since [G, N1] ⊂ N2 (resp. [G′, N ′
1] ⊂ N ′

2). Therefore N is a
normal subgroup of G × G′.

Remark. If G is non-central simple (namely if G does not have a proper
normal subgroup not contained in the center Z), we have N1 = N2 = G or
N2 ⊂ N1 ⊂ Z. (We assume that [G, G] 
⊂ Z).

Theorem. Four conditions (a) ∼ (a′′′) given in Section 3 are equiva-
lent.

Proof. It is sufficient to show (a′′′) ⇒ (a). First decompose the set P of
all prime ideals of R into two parts:

P1 = {p ∈ P |Dp is not a division algebra},
P2 = {p ∈ P |Dp is a division algebra}.

Correspondingly, the idele group D×
A can be written as the direct product

D×
A = D×

AP1
× D×

AP2
,

where D×
AP1

=
⋃

S

(∏
p∈S D×

p × ∏
p∈P1\S Γ×

p

)
, S being a finite subset of P1.

D×
AP2

is defined similarly.
Let H be the closure of [D×, D×] in [D×

A , D×
A ] in the strong topology. Our

goal is to show H = [D×
A , D×

A ] under the assumption (a′′′).
First we shall show that H is a normal subgroup of [D×

A , D×
A ] under (a′′′).

It is because the normalizer of [D×, D×] contains both D× and K×
A (since K×

A

is the center of D×
A), so that the normalizer of H contains the closure of K×

A D×

which contains [D×
A , D×

A ] by (a′′′).

Proposition 1. ∀p ∈ P1, H ⊃ [D×
p , D×

p ] × (1).

Proof. Decompose P as the sum of p and others, and we have

[D×
A , D×

A ] = [D×
p , D×

p ] × [D×
AP\p, D

×
AP\p].

Applying the remark to the lemma to this direct product, we see N1 = N2 =
[D×

p , D×
p ], where N1 = πp(H) and N2 × (1) = H ∩ ([D×

p , D×
p ]× (1)). Note that

for p ∈ P1, [D×
p , D×

p ] is non-central simple and N1 ⊃ [D×, D×] is not contained
in the center of [D×

p , D×
p ].
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Proposition 2. H ⊃ [D×
AP1

, D×
AP1

] × (1).

Proof. From Proposition 1, we see

H ⊃
∏
p∈S

[D×
p , D×

p ] × (1)

for a finite subset S of P1. However, the closure of
⋃

S

(∏
p∈S [D×

p , D×
p ] × (1)

)

is nothing but [D×
AP1

, D×
AP1

]×(1). (Take any element x = (xp) in [D×
AP1

, D×
AP1

].
For a finite subset S of P1, consider the idele xS = (xSp) such that xSp = xp

for p ∈ S and xSp = 1 for p ∈ P1 \S. Evidently xS converges to x in the strong
topology).

Proposition 3. H = [D×
AP1

, D×
AP1

] × [D×
AP2

, D×
AP2

] = [D×
A , D×

A ].

Proof. Applying the lemma to the direct product

[D×
AP1

, D×
AP1

] × [D×
AP2

, D×
AP2

] = [D×
A , D×

A ],

we get H = [D×
AP1

, D×
AP1

] × H2 since N2 = [D×
AP1

, D×
AP1

] by Proposition 2.
The closedness of H in the product group implies the closedness of H2 in
[D×

AP2
, D×

AP2
]. H2 contains π′([D×, D×]), namely the diagonal imbedding of

[D×, D×] in [D×
AP2

, D×
AP2

]. So, if [D×
AP2

, D×
AP2

] satisfies the strong approxima-
tion property (a), we get H2 = [D×

AP2
, D×

AP2
].

Proposition 4. If Dp is a division algebra for every valuation p, then
the strong approximation property (a) is satisfied (independently of the condi-
tion (a′′′).)

Proof. For almost all p, Γp is a maximal Rp-order. But since Dp is a
division algebra, the maximal Rp-order is unique and equals to RDp

. (The
valuation p on Kp extends uniquely on Dp, and its (non-commutative) valuation
ring is RDp

).
Then we have [D×

p , D×
p ] ⊂ SL1(Dp) ⊂ R×

Dp
= Γ×

p . (Denoting the reduced
norm Dp → Kp as n, we have SL1(Dp) = ker n, RDp

= n−1(Rp), and R×
Dp

=
n−1(R×

p )).
Therefore, the strong topology and the weak topology coincide on [D×

A , D×
A ].

(The fundamental neighbourhood of unity is given by
(∏

p∈S Up × ∏
p�∈S D×

p

)
∩

D×
A in the weak topology and

∏
p∈S Up×

∏
p�∈S Γ×

p in the strong topology, where
Up is a neighbourhood of unity in D×

p . But on the set [D×
A , D×

A ], the condition
xp ∈ Γ×

p holds automatically for p 
∈ S if S is large enough.)
Since [D×, D×] is dense in [D×

A , D×
A ] in the weak topology (the weak ap-

proximation property), this coincidence of two topologies assures the strong
approximation property.
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Remark. Without the condition (a′′′), (a) can be proved if only Propo-
sition 1 is true. (The discussions after Proposition 1 do not use the fact that
H is a normal subgroup).

More weakly, the following condition (s) is sufficient for the strong approx-
imation property (a).

(s) ∀p ∈ P1,
∃x ∈ [D×

p , D×
p ] \ Kp, (x, 1) ∈ H.

((x, 1) is the idele whose p-component is x and other components are 1.) (s)
means that N2 = H ∩ ([D×

p , D×
p ] × (1)) is not contained in the center, so

it implies Proposition 1 since [D×
p , D×

p ] is non-central simple. N2 is a normal
subgroup of [D×

p , D×
p ] even if H is not so, because the normalizer of N2 contains

[D×, D×] and weakly closed in [D×
p , D×

p ], so it equals to [D×
p , D×

p ] by the weak
approximation property. (The normalizer of N2 is weakly closed, because xj →
x in D×

p implies (xj , 1) → (x, 1) in D×
A in the strong topology).

Indeed, for the case of a global field and for the case of the rational function
field over real field, the strong approximation theorem was proved by checking
the condition (s). This is a very effective tool, but it may be difficult to find
such x ∈ [D×

p , D×
p ] \Kp concretely for the case of a general K. Still it provides

a hint for the proof of the generalized strong approximation theorem.
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