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TRACE ESTIMATION OF COMMUTATORS OF
MULTIPLICATION OPERATORS ON FUNCTION SPACES

CHONG ZHAO AND JIAYANG YU

Abstract. Let A=
∑

k≥1 TϕkT
∗
ϕk

be a bounded linear operator

on Bergman space L2
a(Bd) or Hardy space H2(Bd), where ϕk is a

multiplier for each k. We will show by trace estimation that for

such an operator, [A,Tzi ] belongs to Schatten class L2p for p > d,

and satisfies ‖[A,Tzi ]‖2p ≤C‖A‖ for some constant C depending
only on p and d.

1. Introduction

In this paper, we will be concerned with commutators of multiplication
operators on Bergman space and Hardy space over the d-dimensional complex
unit ball Bd.

From the viewpoint of Hilbert modules, these spaces admit natural
C[z1, . . . , zd]-module structure which comes from multiplication by polyno-
mials. By a submodule M of these modules, we mean that M is closed, and
invariant under multiplication by polynomials.

In [Arv3], [Arv4], Arveson conjectured that graded submodules of Drury–
Arveson module on Bd, are p-essentially normal for p > d. Some affirmative
results were obtained. Guo and Wang [GW1] proved p-essential normality
of graded principal submodules of such Hilbert modules, and that of graded
submodules when dimension d= 2,3. Arveson showed in [Arv3], [Arv4] that,
the p-essential normality of submodule M is equivalent to

[PM ,Mzi ] = PMMzi −MziPM ∈ L2p, 1≤ i≤ d.

Thus it is of interest to investigate the p-essential commutative of certain
operators.
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The famous Berger–Shaw theorem [BS1], [BS2], [Con2] shows that for an
m-multicyclic hyponormal operator T , the commutator [T ∗, T ] is a trace class
operator, and the trace of it is not larger than m

π Area(σ(T )).
Recently Q. Fang and J. Xia [FX] estimated the 2p-norm of [M∗

f ,Mzi ] for
multiplier f in Drury–Arveson space, and showed that when p > d, there is a
constant C depending only on p and d such that∥∥[M∗

f ,Mzi ]
∥∥
2p

≤C‖Mf‖.
A question naturally arises:

Let p > d. Is there a constant C such that, for any operator A in certain classes,

such as the C∗-algebra or von Neumann algebra generated by multiplication
operators of analytic symbols on Bergman space, Hardy space, or Drury–

Arveson space, it holds that

(1.1)
∥∥[A,Mzi ]

∥∥
2p

≤C‖A‖?

This is a refinement of Arveson’s conjecture.
On Bergman space and Hardy space, for an analytic function ϕ ∈H∞(Bd),

we will use the Toeplitz operator Tϕ in place of Mϕ, to prevent from mixing
it with the multiplication operator on the corresponding Hilbert space L2 of
square-integrable functions.

When A is a multiplication operator on L2
a(Bd) or H2(Bd) of analytic

symbol, by a technique based on Hankel operator one can show that the

constant C = ‖[Tzi , T
∗
zi ]‖

1
2
p makes (1.1) hold. See Section 2 for details.

Let M be a submodule on Drury–Arveson space H2
d . Arveson [Arv2]

showed that there exists a sequence of multipliers {ϕk : k = 1,2, . . .} such that

(1.2) PM
SOT
=
∑
k≥1

Mϕk
M∗

ϕk
.

Then Arveson’s conjecture is equivalent to

(1.3)

[∑
k≥1

Mϕk
M∗

ϕk
,Mzi

]
∈ L2p

for p > d and i= 1,2, . . . , d. There is a counterexample in Section 4.1 of [GRS]
that, (1.3) do not hold for some submodule M which is not homogeneous. For
homogeneous submodule M of H2

d , whether or not (1.1) holds is not known.
However, on Bergman spaces and Hardy spaces, we will show that (1.1) holds

for operators of the form A
SOT
=
∑

k≥1 Tϕk
T ∗
ϕk

. Also, we give a sufficient con-
dition by trace estimation. The following is our main result.

Theorem 1.1. Let A
SOT
=
∑∞

k=1 Tϕk
T ∗
ϕk

be a bounded operator on the
Bergman space or Hardy space over Bd, where {ϕk ∈H∞(Bd) : k = 1,2, . . .}
are multipliers. Then the commutator [A,Tzi ] belongs to Schatten class L2p

for p > d, and there is a constant C depending only on p and d such that∥∥[A,Tzi ]
∥∥
2p

≤C‖A‖.
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We will prove Theorem 1.1 first in the case of L2
a(Bd) and then generalize

it to Hardy spaces.
The paper is organized as follows.
In Section 2, we use a technique based on Hankel operator to prove inequal-

ity (1.1) for multiplication operators of analytic symbols on Bergman space
or Hardy space, and give some other applications of Hankel operator.

In Section 3, we use trace estimation to prove Theorem 1.1 on Bergman
space over the unit ball Bd, and generalizes it to Hardy spaces and weighted
Bergman spaces.

2. Trace estimation of commutators of multiplication operators

First, we give some notations on Bergman space and Hardy space. The
readers are suggested to see [Rud] for details.

For a multi-index α = (α1, α2, . . . , αd) ∈ Z
d
+, denote α! = α1! · · ·αd!, |α| =

α1 + · · ·+ αd, and zα = zα1
1 · · ·zαd

d for z ∈C
d.

Let dν be the normalized Lebesgue measure on Bd. Bergman space L2
a(Bd)

is the Hilbert space of all square-integrable analytic functions over Bd, with
inner product 〈f, g〉=

∫
Bd

f(z)ḡ(z)dν(z). L2
a(Bd) has a canonical orthonormal

basis {√
(d+ |α|)!

d!α!
zα : α ∈ Z

d
+

}
.

For λ ∈Bd, the reproducing kernel of L2
a(Bd) at λ is

Kλ(z) =
(
1− 〈z,λ〉

)−(d+1)
,

which has the property that f(λ) = 〈f,Kλ〉 for every f ∈ L2
a(Bd).

If f is any function over Bd, and 0 < r < 1, then fr denotes the dilated
function defined for ‖z‖< 1/r by fr(z) = f(rz).

Let dσ denote the rotation-invariant positive Borel measure on ∂Bd for
which σ(S) = 1. Then Hardy space H2(Bd) consists of all analytic functions
f on Bd satisfying

sup
r∈(0,1)

∫
∂Bd

∣∣fr(z)∣∣2 dσ(z)<∞.

For f ∈H2(Bd), define its norm

‖f‖=
(

sup
r∈(0,1)

∫
∂Bd

∣∣fr(z)∣∣2 dσ(z)
) 1

2

= lim
r→1−

(∫
∂Bd

∣∣fr(z)∣∣2 dσ(z)
) 1

2

and then H2(Bd) comes to be a Hilbert space, with inner product

〈f, g〉= lim
r→1−

∫
∂Bd

fr(z)ḡr(z)dσ(z).
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H2(Bd) has a canonical orthonormal basis{√
(d− 1 + |α|)!
(d− 1)!α!

zα : α ∈N
d

}
,

and reproducing kernel Kλ(z) = (1− 〈z,λ〉)−d at λ ∈Bd.
Let P denote the orthogonal projection from L2(Bd) to L2

a(Bd). For ϕ ∈
L∞(Bd), let Mϕ ∈ B(L2(Bd)) be the multiplication operator of symbol ϕ,
Tϕ = PMϕP the Toeplitz operator, and Hϕ = P⊥MϕP the Hankel operator.
Multiplication operator, Toeplitz operator and Hankel operator on H2(Bd)
are similarly defined.

Note that for f ∈ L∞(Bd) and g ∈H∞(Bd), we have

[Tf , Tg] = PHMfMgPH − PHMgPHMfPH = PHMgP
⊥
HMfPH =H∗

ḡHf .

That is

(2.1) [Tf , Tg] =H∗
ḡHf .

Using this equality, one can prove the following result.

Lemma 2.1. If f ∈ L∞(Bd) and p > d, then on L2
a(Bd), we have [Tf , Tzi ] ∈

L2p and ∥∥[Tf , Tzi ]
∥∥
2p

≤ ‖Mf‖ ·
∥∥[T ∗

zj , Tzj

]∥∥ 1
2

p
.

Proof. By equality (2.1), we have that for g ∈H∞(Bd),

[Tf , Tg][Tf , Tg]
∗ =H∗

ḡHfH
∗
fHḡ.

Since
HfH

∗
f ≤ ‖Hf‖2 ≤ ‖Mf‖2,

we have

[Tf , Tg][Tf , Tg]
∗ ≤ ‖Mf‖2 ·H∗

ḡHḡ = ‖Mf‖2 ·
[
T ∗
g , Tg

]
.

Especially if we take g = zi, then [T ∗
zi , Tzi ] ∈ Lp as is well known, and∥∥[Tf , Tzi ][Tf , Tzi ]

∗∥∥
p
≤ ‖Mf‖2 ·

∥∥[T ∗
zi , Tzi

]∥∥
p

which implies that ∥∥[Tf , Tzi ]
∥∥
2p

≤ ‖Mf‖ ·
∥∥[T ∗

zi , Tzi

]∥∥ 1
2

p
.

This completes the proof. �
Similar result holds on H2(Bd). The same proof shows the following corol-

lary, which is well known.

Corollary 2.2. Let H denote the Bergman space L2
a(Bd) or Hardy space

H2(Bd). If ϕ ∈H∞(Bd), then for p > d,∥∥[T ∗
ϕ, Tzi

]∥∥
2p

≤ ‖Tϕ‖ ·
∥∥[T ∗

zi , Tzi

]∥∥ 1
2

p
.
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In Section 3, we will use a generalization of this idea to estimate p-norm of
some operators.

Drury–Arveson space H2
d is defined to be the completion of the space of

polynomials with the inner product defined such that ‖zα‖2 = α!/|α|! for α ∈
Z
d
+, and 〈zα, zβ〉 = 0 for α �= β. From a general reproducing kernel theory

[Aro], Drury–Arveson space is the analytic function space over Bd determined
by reproducing kernel Kλ(z) = (1− 〈z,λ〉)−1.

As an application of Corollary 2.2, we have the following corollary.

Corollary 2.3. Let H denote Bergman space L2
a(Bd), Hardy space

H2(Bd) or Drury–Arveson space H2
d . Let p > d, ϕ ∈ H∞(Bd) and M be a

p-essentially normal submodule of H . Then there is a constant C depending
only on p and d such that, ‖[Ṁϕ, Ṁ

∗
zi ]‖2p ≤ C‖Mϕ‖, where Ṁf denotes the

multiplication operator on M of symbol f .

Proof. Let M⊥ denote the orthogonal complement of M in H , and define

A : M →M⊥, f 
→ P⊥
MM∗

zif

and

B : M →M⊥, f 
→ P⊥
MM∗

ϕf.

Then

B∗ = PMMϕ|M⊥

and

B∗A = PMMϕP
⊥
MM∗

ziPM

= PMMϕM
∗
ziPM − PMM∗

ziMϕPM + PMM∗
ziMϕPM − PMMϕPMM∗

ziPM

= PM

[
Mϕ,M

∗
zi

]
PM −

[
Ṁϕ, Ṁ

∗
zi

]
.

Similarly, we have

A∗A= PM

[
Mzi ,M

∗
zi

]
PM −

[
Ṁzi , Ṁ

∗
zi

]
.

Therefore, there is a constant C depending only on p and d such that∥∥[Ṁϕ, Ṁ
∗
zi

]∥∥
2p

≤
∥∥B∗A

∥∥
2p

+
∥∥[M∗

zi ,Mϕ

]∥∥
2p

≤ ‖B‖ · ‖A‖2p + ‖Mϕ‖ ·C (Corollary 2.2, [FX])

≤ ‖Mϕ‖
(∥∥PM

[
Mzi ,M

∗
zi

]
PM −

[
Ṁzi , Ṁ

∗
zi

]∥∥ 1
2

p
+C

)
≤ ‖Mϕ‖

[(∥∥[Mzi ,M
∗
zi

]∥∥
p
+
∥∥[Ṁzi , Ṁ

∗
zi

]∥∥
p

) 1
2 +C

]
,

which completes the proof. �
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3. Trace estimation on Bergman space L2
a(Bd)

In this section, we will prove the Bergman space version of Theorem 1.1.
The proof of Hardy space version of Theorem 1.1 is nearly the same, so we
do not give a complete proof, but only exhibit some differences in remark.

For A ∈B(L2
a(Bd)), define

Ã(λ) = 〈AKλ,Kλ〉, λ ∈Bd.

By Proposition 1 in [Eng], A= 0 whenever Ã= 0, and therefore the map-

ping A→ Ã is injective.
First, we introduce a known result that will be used later.

Corollary 3.1 ([AFP]). For A ∈ B(L2
a(Bd)) and A ≥ 0, then A ∈ L1 if

and only if

(3.1)

∫
Bd

Ã(λ)dv(λ)<∞.

In this case, TrA=
∫
Bd

Ã(λ)dv(λ).

In [AFP] they only proved inequality (3.1) for d= 1, and their proof can
be applied for d > 1.

Now define

G(A) =A−
d∑

i=1

TziAT
∗
zi ,

and defect operator (see [Guo])

D(A) = G(d+1)(A) (d+ 1 composition of G)(3.2)

= A+

d+1∑
k=1

(−1)k
(d+ 1)!

k!(d+ 1− k)!

×
∑

i1,...,ik∈{1,2,...,d}
Tzi1zi2 ···zikAT

∗
zi1zi2 ···zik

.

An easy calculation shows that

(3.3)
〈
G(A)Kλ,Kμ

〉
=
(
1− 〈μ,λ〉

)
〈AKλ,Kμ〉, ∀λ,μ ∈Bd.

The key property of D(A) is

(3.4)
〈
D(A)Kλ,Kλ

〉
=
(
1− ‖λ‖2

)d+1〈AKλ,Kλ〉= 〈Akλ, kλ〉,
where

kλ =
Kλ

‖Kλ‖
is the normalized reproducing kernel. Hence〈

D(A)Kλ,Kλ

〉
∈ L∞(Bd).

Therefore if D(A)≥ 0, we can apply Proposition 3.1 to D(A) and get D(A) ∈
L1. Moreover, we have the following lemma.
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Lemma 3.2. Let A ∈B(L2
a(Bd)). Then D(A)≥ 0 if and only if there exists

a sequence {ϕk ∈H∞(Bd) : k = 1,2, . . .}, such that

A
SOT
=
∑
k∈N

Tϕk
T ∗
ϕk

.

In this case D(A) ∈ L1.

Proof. If D(A) ≥ 0, then by the argument preceding the lemma, D(A) is
in trace class and therefore there exist orthogonal vectors {ϕk : k = 1,2, . . .}
in L2

a(Bd) such that

D(A) =
∑
k

ϕk ⊗ϕk.

Then we have∑
k∈N

∣∣ϕk(λ)
∣∣2 = 〈D(A)Kλ,Kλ

〉
= 〈Akλ, kλ〉 ≤ ‖A‖ (by equality (3.4))

which implies

ϕk ∈H∞(Bd), k = 1,2, . . . .

Thus,

(3.5) 〈Akλ, kλ〉=
∑
k∈N

∣∣ϕk(λ)
∣∣2 =∑

k∈N

〈
Tϕk

T ∗
ϕk

kλ, kλ
〉
, ∀λ ∈Bd.

By subnormality
Tϕk

T ∗
ϕk

≤ T ∗
ϕk

Tϕk
,

and since ∑
k∈N

T ∗
ϕk

Tϕk

SOT
= T∑

k |ϕk|2 ,

apply Theorem 43.1 in [Con1] and we find that
∑

k∈N
Tϕk

T ∗
ϕk

converges to a
bounded operator in strong operator topology. Then by equality (3.5) and

the injectivity of the mapping A→ Ã, we have

A
SOT
=
∑
k∈N

Tϕk
T ∗
ϕk

as desired.
Conversely, if A

SOT
=
∑

k∈N
Tϕk

T ∗
ϕk

, then for any λ ∈Bd we have〈
D(A)Kλ,Kλ

〉
= 〈Akλ, kλ〉 (by equality (3.4))(3.6)

=

〈∑
k∈N

Tϕk
T ∗
ϕk

kλ, kλ

〉

=
∑
k∈N

∣∣ϕk(λ)
∣∣2

=
∑
k∈N

〈ϕk ⊗ϕkKλ,Kλ〉.
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Since ∑
k∈N

‖ϕk ⊗ ϕk‖ =
∑
k∈N

‖ϕk‖2 =
∑
k∈N

∫
Bd

∣∣ϕk(z)
∣∣2 dν(z)

=
∑
k∈N

∫
Bd

〈
Tϕk

T ∗
ϕk

kλ, kλ
〉
dν(z)

=

∫
Bd

〈Akλ, kλ〉dν(z)

≤ ‖A‖,∑
k∈N

ϕk ⊗ϕk converges to a bounded operator. Then by equality (3.6)

D(A) =
∑
k∈N

ϕk ⊗ϕk ≥ 0.
�

Now consider the defect operator D(A) on the unit disc.
Recall that in this case

G(A) =A− TzAT
∗
z

and

D(A) =A− 2TzAT
∗
z + T 2

zAT
∗2
z .

Let D(A)≥ 0. Then successively we have a sequence of compact operators:

D(A) = G(A)− TzG(A)T ∗
z ,

TzD(A)T ∗
z = TzG(A)T ∗

z − T 2
zG(A)T ∗2

z ,

...

T l
zD(A)T ∗l

z = T l
zG(A)T ∗l

z − T l+1
z G(A)T ∗l+1

z ,

...

Since

T l
z
SOT−→ 0 (l→∞),

sum up the above equalities and we have

G(A)
SOT
=

∞∑
l=0

T l
zD(A)T ∗l

z .

We claim that G(A) is compact. Then [A,Tz] is compact since Tz is an
essentially unitary operator and A− TzAT

∗
z =G(A) which is compact.

Lemma 3.3. If A ∈ B(L2
a(D)) satisfies D(A) ≥ 0, then G(A) is compact,

and ‖G(A)‖ ≤ ‖A‖.
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Proof. As in the proof of Lemma 3.2, we have a sequence of orthogonal
vectors {

ϕk ∈H∞(D) : k = 1,2, . . .
}

such that

D(A) =
∑
k∈N

ϕk ⊗ϕk ∈ L1.

We will prove that the sum

G(A) =
∞∑
l=0

T l
zD(A)T ∗l

z

converges in norm. For any finite subset L of Z+ and f ∈ L2
a(D), we have〈∑

l∈L

T l
zD(A)T ∗l

z f, f

〉
=
∑
l∈L

∑
k∈N

〈
T l
z(ϕk ⊗ϕk)T

∗l
z f, f

〉
=
∑
l∈L

∑
k∈N

〈(
zl ⊗ zl

)
T ∗
ϕk

f,T ∗
ϕk

f
〉

=
∑
k∈N

〈∑
l∈L

(
zl ⊗ zl

)
T ∗
ϕk

f,T ∗
ϕk

f

〉

≤
∥∥∥∥∑
l∈L

zl ⊗ zl
∥∥∥∥
〈∑

k∈N

Tϕk
T ∗
ϕk

f, f

〉

≤
∥∥∥∥∑
l∈L

zl ⊗ zl
∥∥∥∥ ·
∥∥∥∥∑
k∈N

Tϕk
T ∗
ϕk

∥∥∥∥ · ‖f‖2
= ‖A‖ ·

∥∥∥∥∑
l∈L

zl ⊗ zl
∥∥∥∥ · ‖f‖2.

Therefore ∥∥∥∥∑
l∈L

T l
zD(A)T ∗l

z

∥∥∥∥≤ ‖A‖ ·
∥∥∥∥∑
l∈L

zl ⊗ zl
∥∥∥∥.

Since ∥∥∥∥∑
l∈L

zl ⊗ zl
∥∥∥∥≤ 1

minL+ 1
,

we have that
∞∑
l=0

T l
zD(A)T ∗l

z

converges in norm to a compact operator, with norm at most ‖A‖. This
completes the proof. �

In fact, the same result holds in higher dimensional cases, but the proof is
slightly different.
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Lemma 3.4. If A ∈ B(L2
a(Bd)) satisfies D(A) ≥ 0, then G(A) is compact

and ‖G(A)‖ ≤ ‖A‖. Moreover,

G(A) =
∑
α∈Zd

+

(d+ |α| − 1)!

(d− 1)!α!
TzαD(A)T ∗

zα .

Proof. Define operator

Fn(A) =
∑
|α|=n

(d+ n− 1)!

(d− 1)!α!
TzαD(A)T ∗

zα , n ∈ Z+, α ∈ Z
d
+.

Since D(A) is positive, so is Fn(A). Then similar to the proof of Lemma 3.3,

we can prove that G̃(A) =
∑∞

n=0Fn(A) is a compact operator with norm at
most ‖A‖.

For the details, as in the proof of Lemma 3.2, we have a sequence or or-
thogonal vectors {

ϕk ∈H∞(Bd) : k = 1,2, . . .
}

such that

D(A) =
∑
k∈N

ϕk ⊗ϕk.

For α ∈ Zd
+ we have∥∥∥∥ (d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

∥∥∥∥= (d+ |α| − 1)!

(d− 1)!α!
· d!α!

(d+ |α|)! =
d

d+ |α| ,

then for any finite subset L of Z+,∥∥∥∥ ∑
|α|∈L

(d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

∥∥∥∥= d

d+minL
.

Let f ∈ L2
a(Bd). Then〈∑

l∈L

Fl(A)f, f

〉
=

〈∑
l∈L

∑
|α|=l

(d+ l− 1)!

(d− 1)!α!
TzαD(A)T ∗

zαf, f

〉

=
∑
|α|∈L

∑
k∈N

(d+ |α| − 1)!

(d− 1)!α!

〈
Tzα(ϕk ⊗ϕk)T

∗
zαf, f

〉

=
∑
|α|∈L

∑
k∈N

(d+ |α| − 1)!

(d− 1)!α!

〈(
zα ⊗ zα

)
T ∗
ϕk

f,T ∗
ϕk

f
〉

=
∑
k∈N

〈∑
|α|∈L

(
(d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

)
T ∗
ϕk

f,T ∗
ϕk

f

〉

≤
∥∥∥∥ ∑
|α|∈L

(d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

∥∥∥∥
〈∑

k∈N

Tϕk
T ∗
ϕk

f, f

〉
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≤ d

d+minL
·
∥∥∥∥∑
k∈N

Tϕk
T ∗
ϕk

∥∥∥∥ · ‖f‖2
= ‖A‖ · d

d+minL
· ‖f‖2.

Therefore, ∥∥∥∥∑
l∈L

Fl(A)

∥∥∥∥≤ ‖A‖ · d

d+minL
.

Thus
∑

l∈Z+
Fl(A) converges in norm to a compact operator, denoted by

G̃(A), with norm at most ‖A‖.
Actually, we have

〈
G̃(A)Kλ,Kλ

〉
=

〈 ∞∑
n=0

∑
|α|=n

(d+ n− 1)!

(d− 1)!α!
TzαD(A)T ∗

zαKλ,Kλ

〉

=
∞∑

n=0

∑
|α|=n

(d+ n− 1)!

(d− 1)!α!

〈
TzαD(A)T ∗

zαKλ,Kλ

〉

=
∞∑

n=0

∑
|α|=n

(d+ n− 1)!

(d− 1)!α!
|λα|2

〈
D(A)Kλ,Kλ

〉

=
(
1− ‖λ‖2

)−d〈
D(A)Kλ,Kλ

〉
=
(
1− ‖λ‖2

)−d ·
(
1− ‖λ‖2

)d+1〈AKλ,Kλ〉
=
〈
G(A)Kλ,Kλ

〉
.

This implies

G(A) = G̃(A) =
∞∑

α∈Zd
+

(d+ n− 1)!

(d− 1)!α!
TzαD(A)T ∗

zα

and the proof is complete. �

The following lemma provides a key estimate.

Lemma 3.5 ([AFP], [Zhu]). Let p > 1, A be a normal operator on Hilbert
space H, and h ∈H with norm ‖h‖ ≤ 1. Then we have

(3.7)
∣∣〈Ah,h〉

∣∣p ≤ 〈|A|ph,h
〉
.

Remark 3.6. Inequality (3.7) for ‖h‖ = 1 appeared in [AFP] and [Zhu].
Then it is easy to see that (3.7) holds for all ‖h‖ ≤ 1.
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By Lemma 3.4, we have

G(A) =
∑
α∈Zd

+

(d+ n− 1)!

(d− 1)!α!
Tzα

(∑
k∈N

ϕk ⊗ϕk

)
T ∗
zα

SOT
=
∑
k∈N

Tϕk

(∑
α∈Zd

+

(d+ n− 1)!

(d− 1)!α!
zα ⊗ zα

)
T ∗
ϕk

.

Write

R
SOT
=

∞∑
α∈Zd

+

(d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

on L2
a(Bd), and then G(A)

SOT
=
∑

k∈N
Tϕk

RT ∗
ϕk

. We have the following lemma.

Lemma 3.7. The operator R defined above belongs to Lp for p > d.

Proof. For α ∈ Z
d
+, we have∥∥∥∥ (d+ |α| − 1)!

(d− 1)!α!
zα ⊗ zα

∥∥∥∥= (d+ |α| − 1)!

(d− 1)!α!

d!α!

(|α|+ d)!
=

d

d+ |α| .

Then

‖R‖pp =
∑
α∈Zd

+

(
d

d+ |α|

)p

=
∑
n∈Z+

(
n+ d− 1

d− 1

)(
d

d+ n

)p

<∞

since for each n ∈ Z+, card{α ∈ Zd
+ : |α|= n}=

(
n+d−1
d−1

)
. �

Corollary 3.8. If A ∈B(L2
a(Bd)) satisfies D(A)≥ 0, then G(A) belongs

to Schatten class Lp for p > d and∥∥G(A)
∥∥
p
≤ ‖A‖ · ‖R‖p.

Proof. Recall that for φ ∈ L∞(Bd), Mφ ∈B(L2(Bd)) is the multiplication
operator of symbol φ. Let {ϕk ∈ H∞(Bd) : k = 1,2, . . .} be the orthogonal
vectors as in the proof of Lemma 3.2. Then for f ∈ L2(Bd), we have∑

k∈N

〈
M∗

ϕk
f,M∗

ϕk
f
〉
= 〈M∑

|ϕk|2f, f〉 ≤ ‖A‖ · ‖f‖2.

Therefore, the matrix ⎛
⎜⎝
M∗

ϕ1
0 · · ·

M∗
ϕ2

0 · · ·
...

...
. . .

⎞
⎟⎠
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defines a bounded linear operator on
⊕∞

n=1L
2(Bd), with norm a = ‖A‖ 1

2 .
Denote

MΦ =

⎛
⎜⎝
Mϕ1 Mϕ2 · · ·
0 0 · · ·
...

...
. . .

⎞
⎟⎠ .

Then MΦ is a bounded operator with norm a. It is easy to see that

P∞ = diag{P,P, . . .}
is the orthogonal projection from

⊕∞
n=1L

2(Bd) onto
⊕∞

n=1L
2
a(Bd). As in the

1-dimensional case, define TΦ = P∞MΦP
∞ and HΦ̄ = (P∞)⊥M∗

ΦP
∞.

By Lemma 3.4, we have

G(A) =
(
TΦR

∞T ∗
Φ

)
1,1

and that the other entries of the matrix of TΦR
∞T ∗

Φ are 0. By Lemma 3.4,
G(A) is compact and so is TΦR

∞T ∗
Φ.

Let {em : m = 1,2, . . .} be an orthonormal basis for
⊕∞

n=1L
2
a(Bd) that

diagonalizes TΦR
(∞)T ∗

Φ. Then∑
m

〈
TΦR

∞T ∗
Φem, em

〉p
= a2p

∑
m

〈
R∞T ∗

Φem
a

,
T ∗
Φem
a

〉p

≤ a2p
∑
m

〈(
Rp
)∞T ∗

Φem
a

,
T ∗
Φem
a

〉
(by Lemma 3.5)

= a2p−2Tr
(
TΦ

(
Rp
)∞

T ∗
Φ

)
= a2p−2Tr

((
R

p
2

)∞
T ∗
ΦTΦ

(
R

p
2

)∞)(
since Tr

(
BB∗)=Tr

(
B∗B

)
for any operator B

)
= a2p−2Tr

(
R

p
2

∑
k

T ∗
ϕk

Tϕk
R

p
2

)

≤ a2p−2Tr
(
R

p
2 · ‖T∑ |ϕk|2‖ ·R

p
2

)
= a2pTrRp.

Thus, TΦR
∞T ∗

Φ ∈ Lp and so is G(A). Moreover,∥∥G(A)
∥∥
p
=
∥∥TΦR

∞T ∗
Φ

∥∥
p
≤ ‖A‖ · ‖R‖p

which completes the proof. �

Next, we prove the Bergman space version of Theorem 1.1.

Theorem 3.9. If A ∈ B(L2
a(Bd)) satisfies D(A) ≥ 0, and p > d, then the

commutator [A,Tzi ] ∈ L2p and∥∥[A,Tzi ]
∥∥
2p

≤ ‖A‖ · ‖R‖
1
2
p .



630 C. ZHAO AND J. YU

Proof. Define the operator 1
N+d ∈B(L2

a(Bd)) such that 1
N+dh= 1

n+dh if h

is a homogeneous polynomial of degree n. We know that on L2
a(Bd)

d∑
i=1

T ∗
ziTzi +

1

N + d+ 1
= I.

Let {ϕk ∈H∞(Bd) : k = 1,2, . . .} be the orthogonal vectors as in the proof of
Lemma 3.2, such that A=

∑
k Tϕk

T ∗
ϕk

. By Proposition 3.8,

G(A) = A−
∑
i

TziAT
∗
zi

=
∑
k

Tϕk
T ∗
ϕk

−
∑
i

∑
k

Tϕk
TziT

∗
ziT

∗
ϕk

=
∑
k

Tϕk

(
d∑

i=1

T ∗
ziTzi +

1

N + d+ 1

)
T ∗
ϕk

−
∑
i

∑
k

Tϕk
TziT

∗
ziT

∗
ϕk

=

d∑
i=1

∑
k

Tϕk

(
T ∗
ziTzi − TziT

∗
zi

)
T ∗
ϕk

+
∑
k

Tϕk

1

N + d+ 1
T ∗
ϕk

.

Since T ∗
ziTzi − TziT

∗
zi ≥ 0 for i= 1,2, . . . , d, we have

0≤ Si =
∑
k

Tϕk

(
T ∗
ziTzi − TziT

∗
zi

)
T ∗
ϕk

≤G(A).

By Proposition 3.8,

‖Si‖p ≤
∥∥G(A)

∥∥
p
≤ ‖A‖ · ‖R‖p.

Using the same notations as in the proof of Proposition 3.8,

Si = TΦ

[
T ∗
zi , Tzi

]∞
T ∗
Φ = TΦ

(
H∗

z̄iHz̄i

)∞
T ∗
Φ ∈ Lp.

Then

TΦ

(
H∗

z̄i

)∞ ∈ L2p

and ∥∥TΦ

(
H∗

z̄i

)∞∥∥
2p

≤ ‖A‖ 1
2 ‖R‖

1
2
p

which implies

(3.8)
∥∥TΦ

[
T ∗
Φ, T

∞
zi

]∥∥
2p

=
∥∥TΦ

(
H∗

z̄i

)∞
HΦ̄

∥∥
2p

≤ ‖A‖ · ‖R‖
1
2
p .

Since

[A,Tzi ] =

[∑
k∈N

Tϕk
T ∗
ϕk

, Tzi

]

=
∑
k∈N

Tϕk

[
T ∗
ϕk

, Tzi

]
=
(
TΦ

[
T ∗
Φ, T

∞
zi

])
(1,1)
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and the other entries of (TΦ[T
∗
Φ, T

∞
zi ]) are 0, by (3.8),

[A,Tzi ] ∈ L2p

and ∥∥[A,Tzi ]
∥∥
2p

≤ ‖A‖ · ‖R‖
1
2
p

as desired. �

Remark 3.10. By the same method, we can prove the version of Theo-
rem 1.1 on Hardy space H2(Bd) for d≥ 2. Difference lies in that, on H2(Bd),
defect operator D(A) is defined to be G(d)(A).

By the reproducing kernel theory [Aro], for v > 0, the function

K
(v)
λ =

1

(1− 〈z,λ〉)v

defined on Bd×Bd is a reproducing kernel, which induces a reproducing kernel
function space on Bd, denoted by H d

v . Then H d
1 is the Drury–Arveson space

H2
d , H d

d is the Hardy space H2(Bd), and H d
d+1 is the Bergman space L2

a(Bd).

When v > d, H d
v is the weighted Bergman space L2

a[(1 − |z|2)v−d−1dV ] on
Bd, where dV is the volume measure. The space H d

v also admits a natural
C[z1, . . . , zd]-module structure. H d

v has a canonical orthonormal basis{[
v(v+ 1) · · · (v+ |α| − 1)

α!

] 1
2

zα : α ∈ Z
d
+

}
.

Our proof of Theorem 1.1 can be generalized to weighted Bergman spaces
H d

v (v > d) as well.
On Drury–Arveson space, our method do not apply for a few reasons. The

major difficulty is that, there do not exist a measure μ on Cd such that

‖f‖2 =
∫
Cd

∣∣f(z)∣∣2 dμ(z) (see [Arv1]).

Then we did not find a trace estimation similar to Proposition 3.1, and we
cannot speak of the compactness of

∑
k ϕk ⊗ϕk by this method.

However, we conjecture that (1.1) holds on spaces H d
v for v > 0, and A has

the form
∑

kMϕk
M∗

ϕk
where {ϕk : k = 1,2, . . .} are homogeneous polynomials.
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