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COMMUTATORS WITH FINITE SPECTRUM

NADIA BOUDI AND MARTIN MATHIEU

Abstract. The properties of a bounded derivation d on a complex

Banach algebra A such that the spectrum σ([x, dx]) is finite for all x ∈ A
are studied. In particular we show that, if σ([x, dx]) is a singleton for
each x, then d maps into the radical of A.

Introduction

The Kleinecke–Shirokov theorem from 1956/57 states that, if a and b are
elements of a (complex) Banach algebra A such that [a, [a, b]] = 0, then [a, b] =
ab−ba is quasinilpotent. This extends to bounded derivations in the following
way. If d : A → A is a bounded derivation such that [a, da] = 0, then da is
quasinilpotent; see, e.g., [6, Theorem 2.7.19]. It easily follows that, provided
[a, da] = 0 for all a ∈ A, dA is contained in the radical radA of A. (This
statement also holds for unbounded derivations, however it is much more
difficult to achieve in this case; compare [8] and [9].) Far less seems to be
known if the spectrum σ([a, da]) of [a, da] is merely assumed to be finite.
In [2] and [4], the authors investigated conditions entailing that the range
of a bounded derivation d lies in the socle socA of a (semisimple) Banach
algebra A. For example, the finiteness of the spectra σ(dx) for all x ∈ A turns
out to be a necessary and sufficient condition.

One of the objectives of the present note is to discuss the consequences
of such finiteness hypotheses for the behaviour of a bounded derivation d.
In particular, we shall prove that, in a wide class of Banach algebras, if the
spectrum of every commutator [x, dx], x ∈ A, contains at most two elements,
then d maps into the radical. It turns out that the techniques developed in
[2], [4], [5] are well suited to describe bounded derivations d on A such that
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σ([x, dx]) is finite for all x ∈ A. This will be done in Section 2. In particular,
we prove that, if d is a bounded derivation on A, then the two following
properties are equivalent (where #S denotes the cardinality of a set S):

(a) #σ(dx) <∞ for all x ∈ A.
(b) #σ([x, dx]) <∞ for all x ∈ A.

We also refine the results in [4] by showing that, if (a) holds, then d maps
into the radical radA, or soc(A/ radA) 6= 0 and for some element a ∈ A such
that a+ radA ∈ soc(A/ radA), dx− [x, a] ∈ radA for all x ∈ A.

The paper is organised as follows. In the first section, which is purely
algebraic in nature, we proceed with the study of dense algebras. Section 2
contains our main results. In Section 3, using essentially the same tools, we
will briefly discuss the situation of generalised inner derivations.

1. The case of dense algebras

Throughout this section, A will be an algebra of linear operators on a com-
plex vector space X acting densely with one-dimensional centraliser in L(X).
Let d be a derivation on A. Following the terminology of [2], we shall say that
d is inner if there is a linear operator T on X such that dS = [S, T ] for every
S ∈ A. Otherwise, d will be called outer. As usual, I denotes the identity
mapping on X.

No topological considerations will enter the discussion in this section. In
fact, instead of working with the full spectrum it will suffice to put the finite-
ness assumptions on the set σp(T ) of all eigenvalues of T despite the possibly
infinite dimensions of X.

We recall the following result by Kaplansky, in the version proved in [1,
Theorem 4.2.7], which will be one of the main tools in this paper.

Theorem 1.1. Let X be a complex vector space, and let T be a linear
operator from X into X. Suppose that there exists an integer n ≥ 1 such that
ζ, T ζ, . . . , Tnζ are linearly dependent for all ζ ∈ X. Then T is algebraic of
degree at most n.

Lemma 1.2. Let T be a linear operator on X. Suppose that dimX ≥ 3
and that #σp ([S, [S, T ]]) ≤ 2 for each S ∈ A. Then T = λI for some λ ∈ C.

Proof. Assume that ζ, T ζ, T 2ζ, T 3ζ are linearly independent vectors in X
for some ζ ∈ X. Then there is S ∈ A such that

Sζ = 0, STζ = T 2ζ, ST 2ζ = 0, ST 3ζ = −Tζ.
This implies that

[S, [S, T ]]ζ = 0, [S, [S, T ]]Tζ = 2Tζ, [S, [S, T ]]T 2ζ = −T 2ζ

and hence {0, 2,−1} ⊆ σp([S, [S, T ]]), which contradicts our assumption. Thus,
by Theorem 1.1, there exist r1, r2, r3 ∈ C such that T 3 = r1I+r2T+r3T

2. But
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[S, [S, T−λ]] = [S, [S, T ]] for each λ ∈ C. Hence, without loss of generality, we
can assume that r1 6= 0. Suppose now that ζ, T ζ, T 2ζ are linearly independent
vectors for some ζ ∈ X. Then we can find α ∈ C and S ∈ A such that

αr1 + r2 + r3 = 5, Sζ = αTζ,

STζ = Tζ, ST 2ζ = Tζ.

We check easily that

[S, [S, T ]]ζ = (1− 2α)Tζ + αT 2ζ,

[S, [S, T ]]Tζ = −Tζ + T 2ζ,

[S, [S, T ]]T 2ζ = 3Tζ + T 2ζ.

Since the matrix  0 0 0
1− 2α −1 3
α 1 1


has 0, 2,−2 as eigenvalues, it follows that #σp([S, [S, T ]]) ≥ 3, contrary to our
assumption. Consequently, T 2 = s1I + s2T for some s1, s2 ∈ C. Replacing
T by T − (s2/2)I if necessary, we may assume without loss of generality that
T 2 ∈ CI.

Set T 2 = αI, α ∈ C. Assume that ζ, T ζ are linearly independent for some
ζ ∈ X and choose ζ ′ ∈ X such that ζ, T ζ, ζ ′ are linearly independent. In the
case that α 6= 0 we can assume that α = 1/2. Then there exists S ∈ A such
that

Sζ = 0, STζ = ζ + 2Tζ, Sζ ′ = ζ ′.

This entails that
[S, [S, T ]]Tζ = −2Tζ,

and
[S, [S, T ]](ζ + Tζ) = 2(ζ + Tζ).

If ζ, T ζ, ζ ′, T ζ ′ are linearly independent vectors, without loss of generality we
may suppose that STζ ′ = ζ ′ + Tζ ′. Hence, [S, [S, T ]]ζ ′ = 0. If there exist
scalars r1, r2, r3 ∈ C such that Tζ ′ = r1ζ + r2Tζ + r3ζ

′, then [S, [S, T ]]ζ ′ =
r1ζ + r2Tζ. Thus, for suitable scalars λ, λ′,

[S, [S, T ]](ζ ′ + λζ + λ′Tζ) = 0.

Consequently, {0, 2,−2} ⊆ σp([S, [S, T ]]), a contradiction.
Let us assume now that α = 0. Choose S ∈ A such that

Sζ =
1
2
Tζ, STζ = ζ + Tζ, Sζ ′ = ζ ′.

Then
[S, [S, T ]]ζ = ζ + 2Tζ, [S, [S, T ]]Tζ = −2ζ − Tζ.



690 NADIA BOUDI AND MARTIN MATHIEU

The matrix
(

1 −2
2 −1

)
has eigenvalues ±

√
3. Suppose that there exist scalars

r1, r2, r3 ∈ C such that Tζ ′ = r1ζ + r2Tζ + r3ζ
′. Since T 2 = 0, we have

r1Tζ + r3Tζ
′ = 0 and therefore

−r1Tζ = r3Tζ
′ = r1r3ζ + r2r3Tζ + r2

3ζ
′.

As {ζ, T ζ, ζ ′} is linearly independent, it follows that r1r3 = r2r3−r1 = r2
3 = 0,

whence r3 = r1 = 0. Therefore [S, [S, T ]]ζ ′ ∈ Cζ + CTζ. Hence, there exists
ζ ′′ ∈ X\{0} such that [S, [S, T ]]ζ ′′ = 0, and #σp([S, [S, T ]]) ≥ 3. On the other
hand, if the vectors ζ, T ζ, ζ ′, T ζ ′ are linearly independent, we can moreover
suppose that STζ ′ = βζ ′ for some scalar β. It follows that

[S, [S, T ]]ζ ′ = Tζ ′ − βζ ′,
[S, [S, T ]]Tζ ′ = βTζ ′ − 2β2ζ ′.

Since the matrix
(
−β −2β2

1 β

)
has iβ, −iβ as eigenvalues, for suitable β, we

have #σp([S, [S, T ]]) ≥ 3.
We conclude from this that {ζ, T ζ} must be linearly dependent for all

ζ ∈ X, which entails that T is a scalar multiple of the identity as claimed. �

We will now drop the additional assumption in Lemma 1.2.

Proposition 1.3. Let T be a linear operator on X with the property that
#σp ([S, [S, T ]]) = 1 for each S ∈ A. Then T = λI for some λ ∈ C.

Proof. By the first part of the proof of Lemma 1.2, it suffices to consider
the case where dimX = 2 and T 2 ∈ CI. Writing T in triangular form,

T =
(
α1 α3

0 α4

)
, αi ∈ C,

we find that
(α1 + α4)α3 = 0 and α2

1 = α2
4.

Therefore, T ∈ CI or α1 + α4 = 0. Suppose the latter. Letting

S =
(

0 −1
1 0

)
,

we obtain

[S, [S, T ]] =
(
−4α1 −2α3

−2α3 4α1

)
.

Since [S, [S, T ]] has only one eigenvalue and trace zero, the determinant has
to be zero as well; thus

4α2
1 + α2

3 = 0.
Letting

S =
(

0 1
1 0

)
,
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our assumption on the set of eigenvalues implies that

−4α2
1 + α2

3 = 0.

As a result α1 = α3 = 0, wherefore T = 0. This proves the claim. �

In the next lemma we consider double commutators with finitely many
eigenvalues where the cardinality is uniformly bounded.

Lemma 1.4. Let T be a linear operator on X, and let n ∈ N. Suppose
that #σp ([S, [S, T ]]) ≤ n for each S ∈ A. Then T = T0 + λI, where λ ∈ C
and T0 is a finite rank operator.

Proof. Assume that the set{
ζ1, . . . , ζn+1, T ζ1, . . . , T ζn+1, T

2ζ1, . . . , T
2ζn+1

}
is linearly independent for some vectors ζ1, . . . , ζn+1 in X. Fix αi, βi ∈ C,
i = 1, . . . , n+ 1. Then, there exists S ∈ A such that

Sζi = αiζi, STζi = βiζi, and ST 2ζi = 0.

We have
[S, [S, T ]]ζi = −αiβiζi + α2

iTζi

and
[S, [S, T ]]Tζi = −2β2

i ζi + αiβiTζi.

Hence,

[S, [S, T ]](ζi + Tζi) = (−αiβi − 2β2
i )ζi + (α2

i + αiβi)Tζi.

Choose αi, βi with −αiβi − 2β2
i = α2

i + αiβi and α2
i + αiβi 6= α2

j + αjβj if
i 6= j. Then we have #σp ([S, [S, T ]]) ≥ n + 1. Thus, for each set of n + 1
vectors ζ1, . . . , ζn+1, the set{

ζ1, . . . , ζn+1, T ζ1, . . . , T ζn+1, T
2ζ1, . . . , T

2ζn+1

}
is linearly dependent. By Kaplansky’s theorem, T is algebraic. Suppose
now that, for some distinct elements λ1, λ2 in σp(T ), the spaces ker(T − λ1)
and ker(T − λ2) are infinite dimensional. If ξ1, . . . , ξr, η1, . . . , ηr are linearly
independent vectors of X such that Tξi = λ1ξi and Tηi = λ2ηi, then for
each pair (αi, βi) of complex numbers, there is an element S ∈ A satisfying
Sξi = αiηi and Sηi = βiξi. Hence,

[S, [S, T ]]ξi = 2αiβi(λ1 − λ2)ξi.

Therefore, by choosing suitable r, αi, βi, we get a contradiction. Conse-
quently, there exists at most one λ ∈ σp(T ) with dim ker(T − λ) =∞. Let V
be the space satisfying ker(T − λ)2 = ker(T − λ)⊕ V . If V is infinite dimen-
sional, then we can take linearly independent vectors ζ1, . . . , ζn+1 in V . Since
V ∩ ker(T − λ) = {0}, the set

{ζ1, . . . , ζn+1, (T − λ)ζ1, . . . , (T − λ)ζn+1}
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is linearly independent. Since (T − λ)2ζi = 0, we can choose S as above
replacing T by T − λI, and in the same manner we obtain a contradiction.
Consequently, ker(T−λ) has finite codimension in ker(T−λ)2. The remainder
of the proof runs as in [4, Lemma 3.1] and thus we omit the details. �

For a semisimple algebra A the socle socA of A is defined as the sum of
all minimal left ideals of A. If there are no minimal left ideals in A, then
socA = 0 by definition. Suppose that A is a dense algebra of linear operators
on X and that T ∈ A is a finite rank operator; then T ∈ socA. This follows
from [3, Theorem 3.3].

Proposition 1.5. Let d be an inner derivation on A. Suppose that there
exists n ∈ N such that #σp([S, dS]) ≤ n for each S ∈ A. Then there is
T0 ∈ socA such that dS = [S, T0] for all S ∈ A.

Proof. Let the inner derivation d be implemented by the operator T ; with-
out loss of generality we assume that d 6= 0 and that X is infinite dimensional.
By the above lemma, there exists a finite rank operator T0 on X such that
T = T0 + λI for some λ ∈ C.

Write T0 =
∑r
j=1 ξj ⊗ϕj for a linearly independent set {ξ1, . . . , ξr} of vec-

tors in X and linear functionals ϕ1, . . . , ϕr on X. Choose vectors η1, . . . , ηr
in X such that {ξ1, . . . , ξr, η1, . . . , ηr} is linearly independent. There are
S, R ∈ A such that

Sξj = ηj , Rξj = 0, and Rηj = ξj (1 ≤ j ≤ r).

Then,

R [S, T0]ζ = R
(
ϕ1(ζ)Sξ1 + · · ·+ ϕr(ζ)Sξr

− ϕ1(Sζ)ξ1 − · · · − ϕr(Sζ)ξr
)

= ϕ1(ζ)Rη1 + · · ·+ ϕr(ζ)Rηr
= T0ζ

for all ζ ∈ X. Hence T0 = R [S, T0] = R [S, T ] = RdS ∈ A so that T0 is
a finite rank operator in A and therefore, by the above remark, belongs to
socA. �

Remark. Using [4, Lemma 3.1], we can deduce a similar fact for inner
derivations d with the property that there is n ∈ N with #σp(dS) ≤ n for
each S ∈ A.

In the last result of this section, we will make use of the following “Jacobson
density theorem with derivations” obtained in [5, Theorem 3.6].
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Theorem 1.6. Let d be a derivation of A. Then the following are equiv-
alent:

(a) d is outer.
(b) For a linearly independent set {ξ1, . . . , ξn} ⊆ X and arbitrary sets

{η1, . . . , ηn}, {ζ1, . . . , ζn} ⊆ X there exists S ∈ A such that

Sξi = ηi and (dS)ξi = ζi (1 ≤ i ≤ n).

Proposition 1.7. Let n ∈ N, and let d be a derivation of A such that
#σp([S, dS]) ≤ n for all S ∈ A. Then d is inner.

Proof. If X is finite dimensional, it is well known that d is inner. Sup-
pose now that d is outer. Then we can find linearly independent vectors
ξ1, . . . , ξn+1, ξ′1, . . . , ξ

′
n+1 in X and, by Theorem 1.6, we can choose S ∈ A

such that

Sξi = 0, Sξ′i = iξi, (dS)ξi = ξ′i (1 ≤ i ≤ n+ 1).

Then [S, dS] ξi = iξi for all i, wherefore #σp([S, dS]) ≥ n+ 1. This contradic-
tion completes the proof. �

2. The general case

We start this section by drawing an immediate consequence of Proposi-
tion 1.3. Denoting by radA the Jacobson radical of a Banach algebra A, we
let Z(A) stand for the centre modulo the radical, i.e.,

Z(A) = {y ∈ A | [x, y] ∈ radA for all x ∈ A}.

Theorem 2.1. Let A be a Banach algebra, and let a ∈ A. Suppose that
#σ([x, [x, a]]) = 1 for all x ∈ A. Then a ∈ Z(A).

Proof. Let P be a primitive ideal of A and denote by AP the associated
dense algebra of bounded operators on a Banach space XP . Let xP be the
image of x ∈ A in AP . By hypothesis, the spectrum of each double commu-
tator [xP , [xP , aP ]] is a singleton for every x ∈ A. By Proposition 1.3, aP is
a scalar multiple of the identity on XP , thus [xP , aP ] = 0 for all x ∈ A. As a
result, [x, a] is contained in every primitive ideal of A and so a ∈ Z(A). �

An analogous result under the assumption #σ([x, a]) = 1 for all x ∈ A can
be found in [1, Theorem 5.2.1].

The next lemma is essentially a consequence of Baire’s category theorem
and its proof runs exactly as in [4, Lemma 2.1].

Lemma 2.2. Let T be a continuous linear mapping on a Banach algebra
A satisfying #σ([x, Tx]) < ∞ for all x ∈ A. Then there exists a positive
integer n such that #σ([x, Tx]) ≤ n for all x ∈ A.
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We need one more preparation for the main result of this article.

Lemma 2.3. Let d be a continuous derivation on the Banach algebra A.
Suppose that there exists n ∈ N such that #σ([x, dx]) ≤ n for all x ∈ A. Then
there exist at most a finite number of primitive ideals Pi such that dA * Pi.

Proof. First recall that, if P is a primitive ideal of A, then dP ⊆ P [6,
Proposition 2.7.22]. Hence d induces a continuous derivation dP on the Ba-
nach algebra A/P and using Propositions 1.7 and 1.5 we deduce that dP
is inner with implementing element contained in socA/P . If P has codi-
mension one, then clearly dP = 0 and so dA ⊆ P . Suppose now that
there exist distinct primitive ideals P1, . . . , Pm, P

′
1, . . . , P

′
r, m, r ∈ N, of A

such that dA * Pi, dA * P ′j , dimA/Pi ≥ 3 and dimA/P ′j = 2, where
i = 1, . . . ,m, j = 1, . . . , r. Let π1, . . . , πm, π′1, . . . , π

′
r be irreducible repre-

sentations of A on Banach spaces X1, . . . , Xm, X ′1, . . . , X
′
r, respectively, such

that kerπi = Pi and kerπ′j = P ′j for all i and j.
Let a1, . . . , am be in A such that, for each x ∈ A,

dPi(πi(x)) = πi(xai − aix).

For 1 ≤ i ≤ m, choose ζi ∈ Xi such that ζi and πi(ai)ζi are linearly inde-
pendent. Since dim A/Pi ≥ 3, there exists ζ ′i ∈ Xi such that the vectors
ζi, πi(ai)ζi, ζ ′i are linearly independent. Applying the extended Jacobson den-
sity theorem [7, p. 283] we get the existence of an element x ∈ A with the
property that

πi(x)ζi = 0, πi(xai)ζi = ζ ′i, πi(x)ζ ′i = iζi (1 ≤ i ≤ m).

Consequently, πi([x, dx])ζi = iζi, i = 1, . . . ,m, implying that {1, . . . ,m} ⊆
σ([x, dx]). Therefore, m ≤ n.

For each 1 ≤ j ≤ r, we have
⋂
k 6=j P

′
k * P ′j (since each P ′k has codimension

two and P ′j is prime), hence π′j
(⋂

k 6=j P
′
k

)
is a non-zero ideal of π′j(A) and

therefore a dense algebra of operators on X ′j . Proposition 1.3 entails that
there exists xj ∈

⋂
k 6=j P

′
k such that #σ([π′j(xj), dP ′jπ

′
j(xj)]) = 2. Replacing

xj by λxj , for λ ∈ C suitable, we can assume that there exist ξj ∈ X ′j
such that [π′j(xj), dP ′jπ

′
j(xj)]ξj = jξj . Take x = x1 + · · · + xr. We have

π′j([x, dx])ξj = jξj , hence {1, . . . , r} ⊆ σ([x, dx]) and r ≤ n. This completes
the proof. �

Our main result characterises the continuous derivations satisfying the
finiteness of the spectrum condition as those which, modulo the radical, can
be implemented by an element in the socle modulo the radical.
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Theorem 2.4. Let d be a continuous derivation on a Banach algebra A.
Then the following conditions are equivalent:

(a) #σ(dx) <∞ for all x ∈ A.
(b) #σ([x, dx]) <∞ for all x ∈ A.
(c) There exists a ∈ A such that a + radA ∈ soc

(
A/ radA

)
and dx −

[x, a] ∈ radA for all x ∈ A.

Proof. For the proof of the implications (c)⇒(a) and (c)⇒(b) observe that
σ(x) = σ(x + radA) for all x ∈ A, d leaves the radical invariant, and that
every element of the socle has finite spectrum.

Suppose that (b) is true and that the set Γ of all primitive ideals P of
A such that dA * P is non-empty; otherwise, there is nothing to prove.
By Lemmas 2.2 and 2.3, Γ is finite, say Γ = {P1, . . . , Pr}. Without loss of
generality, we may assume that Pj * Pi for j 6= i, 1 ≤ i, j ≤ r. Since
dA ⊆

⋂
P /∈Γ P and each Pi is a prime ideal, it follows that

⋂
P 6=Pi P * Pi

and thus, for each i,
⋂
P 6=Pi P + Pi is a non-zero ideal of A/Pi and therefore

a dense algebra of bounded operators on some Banach space Xi. Let di be
the induced derivation on A/Pi. Of course, #σ([x+ Pi, di(x+ Pi)]) < n for
some n ∈ N and all x ∈ A. According to Propositions 1.7 and 1.5, there exists
ai ∈

⋂
P 6=Pi P such that ai+Pi ∈ soc(A/Pi) and dx+Pi = [x, ai]+Pi for every

x ∈ A. Put a = a1 + · · · + ar. Clearly, a + Pi = ai + Pi for i = 1, . . . , r and
a ∈ P for P ∈ Prim(A)\Γ. By [4, Proposition 2.2], a+radA ∈ soc(A/ radA).
Moreover, for every P ∈ Prim(A) and for all x ∈ A, ([x, a] − dx) + P = 0.
Thus, we have dx− [x, a] ∈ radA for all x ∈ A and (c) is proved.

It remains to prove that (a) implies (c). To this end, we repeat the same
arguments, using [4, Lemmas 2.1 and 3.1]. �

Corollary 2.5. Every derivation d on a semisimple Banach algebra A
such that #σ([x, dx]) <∞ for all x ∈ A maps into the socle of A.

Proof. It is well known that every derivation on a semisimple Banach alge-
bra is continuous [6, Theorem 5.2.28]. Hence the result follows directly from
Theorem 2.4. �

Corollary 2.6. Every bounded derivation d on a Banach algebra A such
that #σ([x, dx]) = 1 for all x ∈ A maps into the radical of A.

Proof. Since d is bounded, it leaves radA invariant so that we may assume
that A is semisimple. By Theorem 2.4, there is a ∈ socA such that dx = [x, a]
for all x ∈ A. Applying Theorem 2.1 we conclude that a belongs to the centre
of A, wherefore d = 0. �
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Theorem 2.7. Let d be a non-zero derivation on a semisimple Banach
algebra A. Suppose that #σ([x, dx]) ≤ 2 for all x ∈ A. Then A contains a
finite-dimensional ideal I such that dA ⊆ I.

Proof. Assume that A is not finite-dimensional. By Theorem 2.4, and since
d is automatically bounded, there exists a ∈ socA such that dx = [x, a] for
all x ∈ A. Let {P1, . . . , Pr} be the set of all primitive ideals in A such that
dA * Pi. Using Lemma 1.2, we deduce that dimA/Pi < ∞. Since A is not
finite-dimensional,

⋂r
i=1 Pi 6= 0. Hence, there exist primitive ideals P such

that P 6= Pi for all i. Let us consider

ϕ :
⋂
P 6=Pi

P −→ A/P1 ⊕ · · · ⊕A/Pr,

a 7−→ (a+ P1, . . . , a+ Pr).

Clearly, ϕ is injective. Hence, I =
⋂
P 6=Pi P is a finite-dimensional ideal of A

and dA ⊆ I. �

Corollary 2.8. Let A be a prime semisimple infinite dimensional Ba-
nach algebra. Let d be a non-zero derivation on A. Then there exists x ∈ A
such that #σ([x, dx]) ≥ 3.

Proof. Whenever I is a finite-dimensional ideal in a semisimple Banach
algebra A, the identity e of I is a central idempotent in A such that A =
I ⊕ (1− e)A. Therefore the statement follows from Theorem 2.7. �

It follows that, if d is a bounded derivation on a Banach algebra A such that
A/ radA is prime and infinite dimensional, the hypothesis #σ([x, dx]) ≤ 2 for
all x ∈ A implies that dA ⊆ radA.

3. On generalised inner derivations

A linear mapping d : A → A is called a generalised inner derivation if
dx = ax + xb for some a, b ∈ A. In this section we shall investigate to what
extent the results obtained above for commutators extend to this more general
setting.

Proposition 3.1. Let X be a complex vector space, and let A be an
algebra of linear operators acting densely on X such that its centraliser in
L(X) is one-dimensional. Suppose that there are linear operators T, R on X
such that #σ(TS + SR) = 1 for all S ∈ A. If dimX ≥ 3, then T ∈ CI and
R = −T .

Proof. Assume that the vectors ζ,Rζ,R2ζ are linearly independent for
some vector ζ ∈ X. Choose S ∈ A such that

Sζ = 0, SRζ = 0, SR2ζ = Rζ.
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Then, (TS + SR)ζ = 0 and (TS + SR)Rζ = Rζ. This contradicts the as-
sumption on the spectrum of TS + SR, hence R2 = λ0I + λ1R for some
scalars λ0, λ1 by Theorem 1.1. Now assume that {ζ,Rζ, T ζ,RTζ} is linearly
independent for some vector ζ. Then we can choose S ∈ A such that

Sζ = 0, STζ = 0, SRζ = 0 and SRTζ = Tζ.

It follows that (TS + SR)ζ = 0 and (TS + SR)Tζ = Tζ, a contradiction.
Next, suppose that the vectors ζ,Rζ, T ζ are linearly independent for some
ζ ∈ X. Write RTζ = α0ζ + α1Rζ + α2Tζ for some scalars α0, α1, α2. Take
S in A such that Sζ = 0, STζ = 2ζ and SRζ = ζ. Then the corresponding
matrix representation of TS + SR with respect to {ζ, T ζ} is(

1 α1 + 2α2

0 2

)
.

Hence {1, 2} ⊆ σ(TS+SR), a contradiction. Suppose that {ζ, T ζ} is linearly
independent for some ζ ∈ X. By our assumption, dimX ≥ 3. Therefore,
we can choose η in X such that the set {ζ,Rζ, η} is linearly independent. If
the set {ζ,Rζ, η,Rη} is linearly independent, we obtain a contradiction by
considering S so that

Sζ = 0, Sη = 0, SRζ = ζ and SRη = 2η,

since, in this case, (TS + SR)ζ = ζ and (TS + SR)η = 2η. Thus Rη =
h1ζ + h2Rζ + h3η for some scalars h1, h2, h3 ∈ C. Choose S ∈ A such that

Sη = 0, Sζ = 0, SRζ = ζ.

Then, (TS + SR)η = h2ζ and (TS + SR)ζ = ζ. It follows that (TS +
SR)(−h2ζ + η) = 0. Again, this yields a contradiction. Therefore, for each
ζ ∈ X, the vectors ζ,Rζ are linearly dependent and so R ∈ CI. Set R = λI
for some scalar λ. Then, TS+SR = (T +λI)S for all S ∈ A. Finally, assume
that for some ζ ∈ X, the vectors ζ, (T+λI)ζ are linearly independent. Choose
S so that Sζ = 0 and S(T + λI)ζ = ζ. Then

(T + λI)Sζ = 0, (T + λI)S(T + λI)ζ = (T + λI)ζ,

which is not possible. As a result, T +λI = λ′I for some scalar λ′ ∈ C. Since
λ′S = (T + λI)S has singleton spectrum for all S, it follows that λ′ = 0 and
so T = −R ∈ CI. �

The following example shows that the assumption on the dimension of X
cannot be relaxed in general.

Example. In M2(C), the algebra of all complex 2 × 2 matrices, let us
consider T = ( 0 1

0 0 ) = R. For each S = ( x y
z w ) ∈M2(C), TS + SR =

(
z w+x
0 z

)
.

Hence, #σ(TS + SR) = 1.
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Theorem 3.2. Let A be a semisimple Banach algebra, and let a, b be
in A. Suppose that #σ(ax + xb) = 1 for all x ∈ A. Then there exists an at
most four-dimensional ideal I of A such that ax + xb ∈ I for each x ∈ A.
Moreover, there exists u ∈ Z(A) such that the elements a−u and b+u belong
to I.

Proof. Assume towards a contradiction that there exist primitive ideals
P1, P2 of A such that b+ Pi /∈ C. Let π1, π2 be irreducible representations of
A on Banach spaces X1, X2, respectively, such that kerπi = Pi, i = 1, 2. Then
we can choose ζi ∈ Xi such that the vectors ζi, πi(b)ζi are linearly independent
for i = 1, 2. By the extended Jacobson density theorem, there exists x ∈ A
such that

πi(x)ζi = 0, πi(x)πi(b)ζi = 2iζi (i = 1, 2).
Hence, πi(ax+xb)ζi = 2iζi and {2, 4} ⊆ σ(ax+xb), a contradiction. Therefore
there is at most one primitive ideal P ′ such that b+P ′ /∈ C, and by the above
proposition, A/P ′ is four-dimensional (and thus a simple algebra). Let Γ
be the set of primitive ideals distinct from P ′. For each P ∈ Γ, b + P ∈
C. Hence, as in the proof of the above proposition, a + P = −b + P and
ax + xb ∈

⋂
P∈Γ P for all x ∈ A. If P ′ does not exist, then b = −a and

a ∈ Z(A), since
⋂
P∈Γ P = 0. If P ′ exists, then

⋂
P∈Γ P ⊕ P ′ = A as A/P ′

is simple and
⋂
P∈Γ P * P ′. So take a = a1 + u, b = b1 + v, where a1,

b1 ∈
⋂
P∈Γ P and u, v ∈ P ′. If P ∈ Γ, then a + P = u + P = −v + P ∈ C.

Hence, u + v ∈
⋂
P∈Γ P ∩ P ′ = 0 and so v = −u and ax + xb ∈

⋂
P∈Γ P

yields that ux − xu ∈
⋂
P∈Γ P ∩ P ′ = 0 for all x. Therefore u ∈ Z(A) and

ax+xb ∈
⋂
P∈Γ P . Set I =

⋂
P∈Γ P . Then dim I ≤ 4 since I = 0 or I ' A/P ′.

This completes the proof. �

Our final result is deduced from Theorem 3.2 in the same way as Corol-
lary 2.8 from Theorem 2.7.

Corollary 3.3. Let A be a semisimple Banach algebra, and let d be a
non-zero generalised inner derivation on A. Suppose that #σ(dx) = 1 for all
x ∈ A. Then A contains a central idempotent e such that dA ⊆ eA and eA
has dimension 4.
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