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#### Abstract

Let $D$ be a bounded domain in the plane which is symmetric and convex with respect to both coordinate axes. We prove that the Brownian motion conditioned to remain forever in $D$, the Doob $h$ process where $h$ is the ground state Dirichlet eigenfunction in $D$, has the "hot-spots" property. That is, the first non-constant eigenfunction corresponding to the semigroup of this process with its nodal line on one of the coordinate axes attains its maximum and minimum on the boundary and only on the boundary of the domain. This is the exact analogue for conditioned Brownian motion of the result in [14] for Neumann eigenfunctions.


## 1. Introduction

The hot-spots conjecture, often also referred to as the hot-spots property, was formulated by J. Rauch in 1974. It asserts that the maximum and the minimum of the first non-constant Neumann eigenfunction for bounded domains in $\mathbb{R}^{n}$ are attained on the boundary and only on the boundary of the domain. The first general results on this conjecture, outside of domains where the eigenfunctions can be explicitly written down (such as balls, rectangles, etc., and products of these with other bounded domains, see [15]), were obtained in [4]. That paper also contains various precise formulations of the conjecture. The conjecture has generated a lot of interest for many years, especially since the appearance of [4]. Counterexamples for arbitrary planar domains exist. The conjecture is widely believed to be true for all bounded planar convex domains but it is open even for arbitrary triangles. We refer the reader to [5] and [7] for some of this literature and for a reformulation of the conjecture in terms of mixed Dirichlet-Neumann eigenfunctions, and to [10] for an example of a planar domain with one hole where the conjecture
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fails. Further references to the recent literature on the hot-spots problem are contained in these papers.

Motivated by this conjecture and the intuition that for smooth bounded convex domains the Brownian motion conditioned to remain forever in the domain, the Doob $h$-process corresponding to the ground state eigenfunction for the Dirichlet problem, behaves similar to reflected Brownian motion near the boundary (see [6]), it was conjectured in [3] that the conditioned Brownian motion on any convex domains also has the hot-spots property. More precisely, if $\tilde{T}_{t}^{D}$ is the semigroup of Brownian motion conditioned to remain forever in the domain $D$, and $\Psi$ is its first non-constant eigenfunction, then $\Psi$ takes its maximum and minimum on, and only on, the boundary of $D$. The purpose of this paper is to prove this conjecture for planar domains which are strictly convex in each variable and symmetric with respect to both coordinate axes. This is done by proving inequalities for ratios of survival time probabilities along the lines of those obtained in [8] and [22]. Our results parallel those proved by Jerison and Nadirashvili in [14] for the Rauch conjecture.

Before stating our results, we make the above statements more precise. Let $D$ be a bounded domain in $\mathbb{R}^{2}$. For any positive superharmonic function $h$ in $D$ the Doob h-Brownian motion in $D$ is the strong Markov process with transition densities given by

$$
p_{t}^{h, D}(z, w)=p_{t}^{D}(z, w) \frac{h(w)}{h(z)}
$$

where $z$ is the starting point and $w$ is the ending point and $p_{t}^{D}(z, w)$ is the transition density of the Brownian motion killed upon leaving the domain $D$. Locally, this process behaves like "ordinary" Brownian motion but its long term behavior is influenced by the superharmonic function $h$. These processes were introduced by Doob in his seminal paper [13], where he used them to study the boundary behaviour of harmonic functions. The behavior of these processes and their many connections and applications to various areas of probability, analysis, geometry and PDE, have been the subject of countless papers for many years. We refer the reader to [3] and [12] where many connections related to the survival time probabilities of these processes are discussed. In particular, [3] discusses connections to "intrinsic ultraconctractivity," the boundary Harnack principle, hyperbolic and quasi-hyperbolic geometry, logarithmic Sobolev inequalities, and it contains many references to these topics. In this paper we are interested in the case when the positive superharmonic function $h$ is $\varphi_{1}$, the ground state Dirichlet eigenfunction of $-\frac{1}{2} \Delta$ in the domain $D$ corresponding to the smallest eigenvalue $\lambda_{1}$. Since $\varphi_{1}$ vanishes on the boundary, the process, while it approaches the boundary, never really reaches it. For this reason this Doob $h$-process is frequently called "Brownian motion conditioned to remain forever in $D$." The semigroup $\tilde{T}_{t}^{D}$ of this process on $L^{2}(D, d \mu)$, where $d \mu=\varphi_{1}^{2} d z$ (we normalize $\varphi_{1}$ by $\left\|\varphi_{1}\right\|_{2}=1$ ),
is given by

$$
\tilde{T}_{t}^{D} f(z)=\int_{D} \tilde{p}_{t}^{D}(z, w) f(w) d \mu(w)
$$

where

$$
\tilde{p}_{t}^{D}(z, w)=\frac{e^{\lambda_{1} t} p_{t}^{D}(z, w)}{\varphi_{1}(z) \varphi_{1}(w)}
$$

and its generator is

$$
\begin{equation*}
L=\frac{1}{2} \Delta+\frac{\nabla \varphi_{1}}{\varphi_{1}} \cdot \nabla . \tag{1.1}
\end{equation*}
$$

If $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots\right\}$ and $\left\{\varphi_{1}, \varphi_{2}, \varphi_{3}, \ldots\right\}$ are the eigenvalues and eigenfunctions for $-\frac{1}{2} \Delta$ with Dirichlet boundary conditions, then $\left\{0, \lambda_{2}-\lambda_{1}, \lambda_{3}-\right.$ $\left.\lambda_{1}, \ldots\right\}$ and $\left\{1, \varphi_{2} / \varphi_{1}, \varphi_{3} / \varphi_{1}, \ldots\right\}$ are the eigenvalues and eigenfunctions for $-L$ in $D$. That is, for any bounded domain $D \subset \mathbb{R}^{2}$ [21],

$$
\begin{equation*}
L\left(\frac{\varphi_{n}}{\varphi_{1}}\right)=-\left(\lambda_{n}-\lambda_{1}\right)\left(\frac{\varphi_{n}}{\varphi_{1}}\right) . \tag{1.2}
\end{equation*}
$$

If, in addition, the domain has some boundary smoothness, these eigenfunctions satisfy the Neumann boundary condition. For instance, this is the case if the domain has piecewise smooth boundary. That is, it follows from [20] that

$$
\begin{equation*}
\frac{\partial}{\partial \eta}\left(\frac{\varphi_{2}}{\varphi_{1}}\right)=0 \tag{1.3}
\end{equation*}
$$

for all points on the boundary of $D$ where $D$ is smooth. Here, and for the rest of the paper, $\frac{\partial}{\partial \eta}$ is the outer normal derivative on the boundary of $D$. We will say that $\partial D$ is piecewise smooth if, with the exception of perhaps a finite number of points, every boundary point has a neighborhood where the boundary is at least $C^{2}$. For example, a polygon has piecewise smooth boundary. Of course, (1.3) may hold under much weaker conditions than piecewise smooth boundary but in this paper we are not really interested in smoothness "per se" but rather in the convexity properties of $D$. Indeed, smoothness is only used in Corollary 1.1 to give the exact location of the max and min. The following conjecture was first formulated in [3]; it appears there as Problem 10.

Conjecture 1.1. Suppose $D$ is a bounded convex domain in $\mathbb{R}^{2}$. Then $D$ has the hot-spots property for Brownian motion conditioned to remain forever in $D$. More precisely, $\Psi(z)=\varphi_{2}(z) / \varphi_{1}(z)$ attains its maximum (and minimum) on, and only on, the boundary of $D$.

As explained in [5] and [7], the hot-spots conjecture of Rauch can be related to the long term behavior of the survival time probabilities for Brownian motion with killing and reflection. In our setting the hot-spots conjecture
can be related to the long term behavior of the survival time probabilities of killed Brownian motion. It is well known that for a large class of domains $D$, including all bounded convex domains in any dimension,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\lambda_{1} t} p_{t}^{D}(z, w)=\varphi_{1}(z) \varphi_{1}(w) \tag{1.4}
\end{equation*}
$$

uniformly for $z, w \in D$; see [3] and references therein. In addition, if we let $\tau_{D}$ be the first exit time of Brownian motion from the domain $D$, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\lambda_{1}} P_{z}\left\{\tau_{D}>t\right\}=\varphi_{1}(z) \int_{D} \varphi_{1}(w) d w \tag{1.5}
\end{equation*}
$$

uniformly for $z \in D$. From this we see that the functions $P_{z}\left\{\tau_{D}>t\right\}$ and $p_{t}^{D}(z, w)$ both give information on the function $\varphi_{1}$. We can also relate $\varphi_{2}$ to the transition densities of Brownian motion. To do this, we recall some basic properties of nodal lines for convex domains. The set $\gamma=\overline{\left\{x \in D: \varphi_{2}(x)=0\right\}}$, the closure of the set of zeros of $\varphi_{2}$, is called the nodal line (also nodal curve) of $\varphi_{2}$. It is known that planar convex domains (see [1] and [16]) do not have closed nodal lines. That is, for convex planar domains $\gamma$ is a smooth simple curve intersecting the boundary at exactly two points. The curve divides $D$ into two simply connected domains, $D_{1}$ and $D_{2}$, called nodal domains. We may take $\varphi_{2}>0$ on $D_{1}$, and $\varphi_{2}<0$ on $D_{2}$. When restricted to $D_{1}, \varphi_{2}$ is the ground state eigenfunction corresponding to the smallest eigenvalue for the Dirichlet Laplacian on $D_{1}$. Of course, in this case the lowest eigenvalue for $D_{1}$ is just $\lambda_{2}$. Thus we can relate $\varphi_{2}$, as before, to the transition densities and exit time of killed Brownian motion in $D_{1}$. This gives rise to the following conjecture which parallels the problems formulated in [7] for Brownian motion with killing and reflection.

Conjecture 1.2. Suppose $D$ is a bounded convex domain in $\mathbb{R}^{2}$. Let $D_{1}, D_{2}$ and $\gamma$ be the nodal domains and nodal line as above. For $z \in \bar{D}_{1}$ and $t>0$, set

$$
\begin{equation*}
\Psi(z, t)=\frac{P_{z}\left\{\tau_{D_{1}}>t\right\}}{P_{z}\left\{\tau_{D}>t\right\}} \tag{1.6}
\end{equation*}
$$

Then, for each $t>0$ arbitrarily fixed, the function $\Psi$ attains its maximum on, and only on, $\partial D_{1} \backslash \gamma$.

As in the case of the Brownian motion with killing and reflection, a major obstacle with this conjecture is our lack of understanding (for arbitrary convex domains) of the geometry of, particularly the "location" of, the nodal line. In this paper we prove Conjecture 1.2 when the domain is symmetric relative to both coordinate axes. This leads to a proof of Conjecture 1.1 under the same assumptions on the domain. In fact, our results only require symmetry and convexity of the domain in both coordinate axes. Our result is the exact
analogue of the hot-spots result for Neumann eigenfunctions proved by Jerison and Nadirashvili in [14].

Let $D$ be a bounded domain in $\mathbb{R}^{2}$. We say that $D$ is convex with respect to both axes if all the vertical and horizontal cross sections of $D$ are intervals. Note that a domain can be convex with respect to both axes without being convex. The following result should be compared to those in [7] for Brownian motion with killing and reflection. Set

$$
\begin{aligned}
& D^{+}=D \cap\left\{(x, y) \in \mathbb{R}^{2}: y>0\right\} \\
& D^{-}=D \cap\left\{(x, y) \in \mathbb{R}^{2}: y<0\right\}
\end{aligned}
$$

Theorem 1.1. Let $D$ be a bounded domain in $\mathbb{R}^{2}$ which is symmetric and convex with respect to both axes.
(i) If $z_{1}=\left(x, y_{1}\right) \in D^{+}, z_{2}=\left(x, y_{2}\right) \in D^{+}$and $y_{1}<y_{2}$, then

$$
\begin{equation*}
\frac{P_{z_{1}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{1}}\left\{\tau_{D}>t\right\}}<\frac{P_{z_{2}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{2}}\left\{\tau_{D}>t\right\}} \tag{1.7}
\end{equation*}
$$

for any $t>0$. In particular, the function

$$
\Psi(z, t)=\frac{P_{z}\left\{\tau_{D^{+}}>t\right\}}{P_{z}\left\{\tau_{D}>t\right\}}
$$

for each $t>0$ arbitrarily fixed, cannot have a maximum at an interior point of $D^{+}$.
(ii) If $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right| \leq\left|x_{1}\right|$, then

$$
\begin{equation*}
\frac{P_{z_{1}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{1}}\left\{\tau_{D}>t\right\}} \leq \frac{P_{z_{2}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{2}}\left\{\tau_{D}>t\right\}} \tag{1.8}
\end{equation*}
$$

for any $t>0$.
In order to relate the above result to eigenfunctions, we need information on the location of the nodal line. The study of the geometry of nodal curves has been of interest for many years. We refer the reader to [1] and [16] for some of these results. In the case of planar domains which are symmetric and convex in both axes, as those in Theorem 1.1, L. Payne [19] proved that there are no closed nodal curves and that there is a second eigenfunction whose nodal line is the intersection of the domain with one of the coordinate axes. As we will show below, Theorem 1.1 will give the following result.

Theorem 1.2. Let $D \subset \mathbb{R}^{2}$ be a bounded domain which is symmetric and convex with respect to both coordinate axes. Let $\varphi_{2}$ be such that its nodal line is the intersection of the $x$-axis with the domain. Assume without loss of generality that $\varphi_{2}>0$ in $D^{+}$and $\varphi_{2}<0$ in $D^{-}$. Set $\Psi=\varphi_{2} / \varphi_{1}$.
(i) If $z_{1}=\left(x, y_{1}\right) \in D^{+}$and $z_{2}=\left(x, y_{2}\right) \in D^{+}$with $y_{1}<y_{2}$, then

$$
\begin{equation*}
\Psi\left(z_{1}\right)<\Psi\left(z_{2}\right) \tag{1.9}
\end{equation*}
$$

$$
\begin{equation*}
\text { If } z_{1}=\left(x, y_{1}\right) \in D^{-} \text {and } z_{2}=\left(x, y_{2}\right) \in D^{-} \text {with } y_{2}<y_{1}, \text { then } \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\Psi\left(z_{1}\right)<\Psi\left(z_{2}\right) \tag{1.10}
\end{equation*}
$$

In particular, $\Psi$ cannot attain a maximum nor a minimum in the interior of $D$.
(iii) If $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right|<\left|x_{1}\right|$, then

$$
\begin{equation*}
\Psi\left(z_{1}\right) \leq \Psi\left(z_{2}\right) \tag{1.11}
\end{equation*}
$$

Using Theorem 1.2 and the boundary condition (1.3) we will proof the following Corollary in $\S 5$.

Corollary 1.1. Suppose $D \subset \mathbb{R}^{2}$ is a bounded domain with piecewise smooth boundary which is symmetric and convex with respect to both coordinate axes and that $\varphi_{2}$ is as in Theorem 1.2. Then strict inequality holds in (1.11) unless $D$ is a rectangle. The maximum and minimum of $\Psi$ on $\bar{D}$ are achieved at the points where the $y$-axis meets $\partial D$ and, except for the rectangle, at no other points.

In [11], an example of a planar domain is given where the Neumann eigenfunction attains a maximum in the interior of the domain. It was proved in [17] that there exists a domain $D$ such that the nodal line of the second Dirichlet eigenfunction $\varphi_{2}$ is closed. Thus the hot-spots property for the conditioned Brownian motion, as stated in Conjecture (1.1), also fails in general domains. It would be interesting to know, as in the case of the Neumann eigenfunctions ([9], [10]), if in this setting there is also a domain for which both the maximum and the minimum are attained in the interior of the domain and if such a domain can be constructed with only one hole as was done in [10] for the Neumann problem. We would be very surprised if this were not the case. Also of interest would be extensions of the above results to other domains for which the Rauch conjecture is now known, such as convex domains with only one line of symmetry ([7], [18]), and the lip1 domains studied in [2]. We note here that the multiple integral techniques used in this paper are completely different from the coupling techniques used in the above mentioned papers dealing with the Neumann problem. However, we believe that coupling techniques (applied to the conditioned Brownian motion) should also be explored for this problem and that a better understanding of the "conditioned" hotspots property will lead to a better understanding of the "classical" hot-spots property.

The paper is organized as follows. In $\S 2$, we state the general multiple integral inequalities needed for the proof of Theorem 1.1 and set some notation. The proofs of the multiple integral inequalities are by induction on the number of integrals as the arguments in, for example, [8] and [22]. However, in all the previous works we were interested in inequalities where the starting points were fixed and the "polarization" arguments, as complicated as they
appear to be, were, more or less, "straightforward." The situation here is more complicated and great care has to be given to the many reflections that arise. In $\S 3$, we prove the case $n=1$; the general case is proved in $\S 4$. The proofs of Theorems 1.1, 1.2 and Corollary 1.1 are given in $\S 5$. We end $\S 5$ with some results and question on "hot-spots" for Schrödinger operators of the form $L_{V}=-\Delta+V$.

## 2. Multiple integrals

For the rest of this section we assume that $D$ is a bounded domain which is symmetric and convex in both axes. We may assume that $D$ is of the form

$$
\begin{equation*}
D=\left\{(x, y) \in \mathbb{R}^{2}: x \in(-a, a),-f(x)<y<f(x)\right\} \tag{2.1}
\end{equation*}
$$

where $f:[-a, a] \rightarrow \mathbb{R}^{+}$is an even, non-increasing, function on $[0, a]$ with $f(-a)=f(a)=0$, and maximum $b=f(0)$. With this notation we also have

$$
D^{+}=\left\{(x, y) \in \mathbb{R}^{2}: x \in(-a, a), 0<y<f(x)\right\} .
$$

For $(x, y) \in \mathbb{R}^{2},\left\{t_{k}\right\}_{k=1}^{\infty} \subset(0, \infty)$, and $n \geq 2$, we define the following functions in $\mathbb{R}^{2}$ :

$$
\begin{gathered}
\Phi_{1}(x, y)=\int_{D} p_{t_{1}}\left(x_{1}-x, x_{2}-y\right) d x_{1} d x_{2} \\
\Phi_{1}^{+}(x, y)=\int_{D^{+}} p_{t_{1}}\left(x_{1}-x, x_{2}-y\right) d x_{1} d x_{2} \\
\Phi_{n}(x, y)=\int_{D} p_{t_{n}}\left(x_{1}-x, x_{2}-y\right) \Phi_{n-1}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
\end{gathered}
$$

and

$$
\Phi_{n}^{+}(x, y)=\int_{D^{+}} p_{t_{n}}\left(x_{1}-x, x_{2}-y\right) \Phi_{n-1}^{+}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
$$

where

$$
p_{t}(x, y)=\frac{1}{2 \pi t} e^{-\left(x^{2}+y^{2}\right) / 2 t}
$$

Notice that for all $x, y \in \mathbb{R}$ and all $n \geq 1$,

$$
\begin{equation*}
\Phi_{n}(x, y)=\Phi_{n}(-x, y)=\Phi_{n}(x,-y) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{n}^{+}(x, y)=\Phi_{n}^{+}(-x, y) \tag{2.3}
\end{equation*}
$$

The main result of this section, which is used to derive the inequalities in $\S 1$, is the following theorem.

Theorem 2.1. Suppose $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. Then for $n \geq 1$

$$
\begin{align*}
& \Phi_{n}^{+}\left(x_{1}, y_{2}\right) \Phi_{n}\left(x_{2}, y_{1}\right) \geq \Phi_{n}^{+}\left(x_{1}, y_{1}\right) \Phi_{n}\left(x_{2}, y_{2}\right)  \tag{2.4}\\
& \Phi_{n}^{+}\left(x_{1}, y_{2}\right) \Phi_{n}\left(x_{2}, y_{1}\right) \geq \Phi_{n}^{+}\left(x_{2}, y_{2}\right) \Phi_{n}\left(x_{1}, y_{1}\right) \tag{2.5}
\end{align*}
$$

$$
\begin{align*}
& \Phi_{n}^{+}\left(x_{1}, y_{2}\right) \Phi_{n}\left(x_{2}, y_{1}\right)+\Phi_{n}^{+}\left(x_{2}, y_{2}\right) \Phi_{n}\left(x_{1}, y_{1}\right) \geq  \tag{2.6}\\
& \Phi_{n}^{+}\left(x_{1}, y_{1}\right) \Phi_{n}\left(x_{2}, y_{2}\right)+\Phi_{n}^{+}\left(x_{2}, y_{1}\right) \Phi_{n}\left(x_{1}, y_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{n}^{+}\left(x_{1}, y_{2}\right) \Phi_{n}\left(x_{2}, y_{1}\right)+\Phi_{n}^{+}\left(x_{1}, y_{1}\right) \Phi_{n}\left(x_{2}, y_{2}\right) \geq  \tag{2.7}\\
& \Phi_{n}^{+}\left(x_{2}, y_{2}\right) \Phi_{n}\left(x_{1}, y_{1}\right)+\Phi_{n}^{+}\left(x_{2}, y_{1}\right) \Phi_{n}\left(x_{1}, y_{2}\right)
\end{align*}
$$

From (2.4) and (2.5) we have the following corollary.
Corollary 2.1. Suppose $0 \leq y_{1} \leq y_{2}$. Then for all $n \geq 1$

$$
\begin{equation*}
\frac{\Phi_{n}^{+}\left(x, y_{1}\right)}{\Phi_{n}\left(x, y_{1}\right)} \leq \frac{\Phi_{n}^{+}\left(x, y_{2}\right)}{\Phi_{n}\left(x, y_{2}\right)} \tag{2.8}
\end{equation*}
$$

for any $x \in \mathbb{R}$. If $\left|x_{1}\right| \leq\left|x_{2}\right|$, then

$$
\begin{equation*}
\frac{\Phi_{n}^{+}\left(x_{2}, y\right)}{\Phi_{n}\left(x_{2}, y\right)} \leq \frac{\Phi_{n}^{+}\left(x_{1}, y\right)}{\Phi_{n}\left(x_{1}, y\right)} \tag{2.9}
\end{equation*}
$$

for any $y>0$.
The proof of Theorem 2.1 is by induction on $n$. We prove the case $n=1$ in $\S 3$ and the general case in $\S 4$. Here we present two general lemmas and introduce some more notation that will be used throughout the paper.

LEMMA 2.1. Suppose $x_{1} \leq x_{2}, 0 \leq u_{1} \leq u_{2}, v_{2} \leq 0$, and $0 \leq v_{1}$. Then for all $t>0$

$$
\begin{equation*}
p_{t}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \geq p_{t}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{t}\left(x_{1}-v_{2}, x_{2}-v_{1}\right) \geq p_{t}\left(x_{2}-v_{2}, x_{1}-v_{1}\right) \tag{2.11}
\end{equation*}
$$

In addition, if $0 \leq\left|v_{2}\right| \leq v_{1}$, and $0 \leq x_{1}$, then

$$
\begin{equation*}
p_{t}\left(x_{1}-v_{2}, x_{2}-v_{1}\right) \geq p_{t}\left(x_{1}+v_{1}, x_{2}+v_{2}\right) \tag{2.12}
\end{equation*}
$$

Proof. A simple computation shows that

$$
\begin{aligned}
\left(x_{1}-u_{1}\right)^{2}+\left(x_{2}-u_{2}\right)^{2} & \leq\left(x_{1}-u_{2}\right)^{2}+\left(x_{2}-u_{1}\right)^{2} \Leftrightarrow \\
-x_{1} u_{1}-x_{2} u_{2} & \leq-x_{1} u_{2}-x_{2} u_{1} \Leftrightarrow \\
x_{1}\left(u_{2}-u_{1}\right) & \leq x_{2}\left(u_{2}-u_{1}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left(x_{1}-v_{2}\right)^{2}+\left(x_{2}-v_{1}\right)^{2} & \leq\left(x_{2}-v_{2}\right)^{2}+\left(x_{1}-v_{1}\right)^{2} \Leftrightarrow \\
-x_{1} v_{2}-x_{2} v_{1} & \leq-x_{2} v_{2}-x_{1} v_{1} \Leftrightarrow \\
x_{1}\left(v_{1}-v_{2}\right) & \leq x_{2}\left(v_{1}-v_{2}\right) .
\end{aligned}
$$

On the other hand, if $-v_{2} \leq v_{1}$, then

$$
\begin{aligned}
\left(x_{1}-v_{2}\right)^{2}+\left(x_{2}-v_{1}\right)^{2} & \leq\left(x_{1}+v_{1}\right)^{2}+\left(x_{2}+v_{2}\right)^{2} \Leftrightarrow \\
-x_{1} v_{2}-x_{2} v_{1} & \leq x_{1} v_{1}+x_{2} v_{2} \Leftrightarrow \\
x_{1}\left(-v_{1}-v_{2}\right) & \leq x_{2}\left(v_{1}+v_{2}\right)
\end{aligned}
$$

Thus (2.10), (2.11) and (2.12) follow from the fact that the function $p_{t}(x, y)=$ $p_{t}(|x-y|)$ is radial symmetric decreasing.

Define

$$
\begin{aligned}
\hat{p}_{t}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) & =p_{t}\left(x_{1}-u_{1}, x_{2}-u_{2}\right)+p_{t}\left(x_{1}+u_{1}, x_{2}-u_{2}\right) \\
& +p_{t}\left(x_{1}-u_{1}, x_{2}+u_{2}\right)+p_{t}\left(x_{1}+u_{1}, x_{2}+u_{2}\right)
\end{aligned}
$$

LEMMA 2.2. Suppose $0 \leq x_{1} \leq x_{2}$, and $0 \leq u_{1} \leq u_{2}$. Then

$$
\begin{equation*}
\hat{p}_{t}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \geq \hat{p}_{t}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \tag{2.14}
\end{equation*}
$$

for all $t>0$.
Proof. Without loss of generality we can assume that $t=1 / 2$. A simple computation shows that (2.14) is equivalent to

$$
\begin{aligned}
& e^{x_{1} u_{1}+x_{2} u_{2}}+e^{-x_{1} u_{1}+x_{2} u_{2}}+e^{-\left(-x_{1} u_{1}+x_{2} u_{2}\right)}+e^{-\left(x_{1} u_{1}+x_{2} u_{2}\right)} \geq \\
& e^{x_{2} u_{1}+x_{1} u_{2}}+e^{-x_{2} u_{1}+x_{1} u_{2}}+e^{-\left(-x_{2} u_{1}+x_{1} u_{2}\right)}+e^{-\left(x_{2} u_{1}+x_{1} u_{2}\right)} .
\end{aligned}
$$

Consider

$$
\begin{aligned}
a_{1} & =x_{1} u_{1}+x_{2} u_{2} \\
a_{2} & =-x_{1} u_{1}+x_{2} u_{2} \\
b_{1} & =x_{2} u_{1}+x_{1} u_{2} \\
b_{2} & =-x_{2} u_{1}+x_{1} u_{2}
\end{aligned}
$$

Then $a_{1} \geq b_{1} \geq 0$ and $a_{2} \geq\left|b_{2}\right|$. The desired result immediately follows from the fact that $e^{x}+e^{-x}$ is an even function which is increasing for $x>0$.

## 3. Proof of Theorem 2.1, case $n=1$

With $f$ as in (2.1), we introduce some more notation.

$$
\begin{aligned}
A(u, v) & =[-f(u), f(u)] \times[0, f(v)] \\
A^{+}(u, v) & =[0, f(u)] \times[0, f(v)] \\
A^{-}(u, v) & =[-f(u), 0] \times[0, f(v)] .
\end{aligned}
$$

Notice that as functions of $u$ and $v, A(u, v), A^{+}(u, v)$ and $A^{-}(u, v)$ are even with respect to both coordinate axes.

LEmmA 3.1. Suppose $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. Then

$$
\begin{equation*}
\Phi_{1}^{+}\left(x_{1}, y_{2}\right) \Phi_{1}\left(x_{2}, y_{1}\right) \geq \Phi_{1}^{+}\left(x_{1}, y_{1}\right) \Phi_{1}\left(x_{2}, y_{2}\right) \tag{3.1}
\end{equation*}
$$

Proof. By Fubini's theorem and the symmetry of the domain we see that (3.1) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{0}^{a} \hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{0}^{a} \hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1} d u_{2} d u_{1}
\end{aligned}
$$

where $\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right)$ is given by (2.13). Thus we must prove that

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1}
\end{aligned}
$$

By (2.14) it is enough to prove that for all $0 \leq y_{1} \leq y_{2}$ and all $0 \leq u_{1} \leq u_{2}$,

$$
\begin{align*}
& \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} \geq  \tag{3.2}\\
& \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

and that

$$
\begin{align*}
& \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+  \tag{3.3}\\
& \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} \geq \\
& \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}+ \\
& \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

We begin by proving (3.2). In order to simplify the proof, we break it into several steps. The first two numbers in the "steps" correspond to the inequality we are proving. For example, 3.2.1 corresponds to step 1 in the
proof of the inequality (3.2), and so on. This notation will be maintained for the rest of this section.

Step 3.2.1:. Suppose $\left(v_{2}, v_{1}\right)$ are such that $0 \leq v_{2} \leq f\left(u_{2}\right) \leq v_{1} \leq f\left(u_{1}\right)$. Then by (2.10) we have,

$$
p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \leq p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

Hence

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{1}\right) \backslash A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1} \leq  \tag{3.4}\\
& \int_{A^{+}\left(u_{2}, u_{1}\right) \backslash A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} .
\end{align*}
$$

Step 3.2.2.: Suppose $\left(v_{2}, v_{1}\right)$ are such that $-f\left(u_{2}\right) \leq v_{2} \leq 0$ and $0 \leq v_{1} \leq$ $f\left(u_{1}\right)$. Then by (2.11),

$$
p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \leq p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

Hence

$$
\begin{align*}
& \int_{A^{-}\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1} \leq  \tag{3.5}\\
& \int_{A^{-}\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 3.2.3:. Suppose $\left(v_{2}, v_{1}\right)$ are such that $0 \leq v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. Clearly

$$
\begin{gathered}
p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)+p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)= \\
p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)+p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)
\end{gathered}
$$

Hence

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}=  \tag{3.6}\\
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

But now clearly (3.4), (3.5) and (3.6) imply (3.2).
The argument for (3.3) is similar and we again break it into several steps.
Step 3.3.1:. Suppose $\left(v_{2}, v_{1}\right)$ are such that $-f\left(u_{1}\right) \leq v_{2} \leq 0$ and $0 \leq v_{1} \leq$ $f\left(u_{1}\right)$. From (2.11) we obtain

$$
p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \leq p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

Hence

$$
\begin{align*}
& \int_{A^{-}\left(u_{2}, u_{1}\right) \cup A^{-}\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{1}, y_{2}-v_{2}\right) d v_{2} d v_{1} \leq  \tag{3.7}\\
& \int_{A^{-}\left(u_{2}, u_{1}\right) \cup A^{-}\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1},
\end{align*}
$$

and

$$
\begin{align*}
& \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{1}, y_{2}-v_{2}\right) d v_{2} d v_{1} \leq  \tag{3.8}\\
& \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 3.3.2:. $\quad$ Suppose $\left(v_{2}, v_{1}\right) \in A^{+}\left(u_{2}, u_{1}\right)$ are such that $0 \leq v_{2} \leq v_{1}$. Then

$$
\begin{aligned}
& p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)+p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)= \\
& p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)+p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)
\end{aligned}
$$

and integrating over all such $\left(v_{2}, v_{1}\right)$ we conclude that

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{1}\right) \cup A^{+}\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}=  \tag{3.9}\\
& \int_{A^{+}\left(u_{2}, u_{1}\right) \cup A^{+}\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1},
\end{align*}
$$

and that

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}=  \tag{3.10}\\
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

Inequality (3.3) follows from (3.7), (3.8), (3.9), and (3.10). This completes the proof of the lemma.

Lemma 3.2. Suppose $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. Then

$$
\begin{equation*}
\Phi_{1}^{+}\left(x_{1}, y_{2}\right) \Phi_{1}\left(x_{2}, y_{1}\right) \geq \Phi_{1}^{+}\left(x_{2}, y_{2}\right) \Phi_{1}\left(x_{1}, y_{1}\right) \tag{3.11}
\end{equation*}
$$

Proof. One easily sees that (3.11) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1}
\end{aligned}
$$

Thanks to (2.14)

$$
\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \geq \hat{p}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right)
$$

Thus it is enough to prove that

$$
\begin{align*}
& \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} \geq  \tag{3.12}\\
& \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

if $u_{2} \geq u_{1} \geq 0$ and $y_{2} \geq y_{1} \geq 0$.
Step 3.12.1:- Suppose $\left(v_{2}, v_{1}\right)$ are such that $0 \leq v_{2} \leq f\left(u_{2}\right) \leq v_{1} \leq f\left(u_{1}\right)$. Then (2.10) implies that

$$
p_{t_{1}}\left(y_{1}-v_{1}, y_{2}-v_{2}\right) \leq p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

Integrating over $A^{+}\left(u_{2}, u_{1}\right) \backslash A^{+}\left(u_{2}, u_{2}\right)$ we have

$$
\begin{align*}
& \int_{A^{+}\left(u_{1}, u_{2}\right) \backslash A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} \leq  \tag{3.13}\\
& \int_{A^{+}\left(u_{2}, u_{1}\right) \backslash A^{+}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 3.12.2:. If $\left(v_{2}, v_{1}\right)$ are such that $0 \leq-v_{2} \leq f\left(u_{2}\right) \leq v_{1} \leq f\left(u_{1}\right)$. Then (2.12) implies that

$$
p_{t_{1}}\left(y_{1}+v_{1}, y_{2}+v_{2}\right) \leq p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

Integrating over $A^{-}\left(u_{2}, u_{1}\right) \backslash A^{-}\left(u_{2}, u_{2}\right)$ we have that

$$
\begin{align*}
& \int_{A^{-}\left(u_{1}, u_{2}\right) \backslash A^{-}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} \leq  \tag{3.14}\\
& \int_{A^{-}\left(u_{2}, u_{1}\right) \backslash A^{-}\left(u_{2}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1} .
\end{align*}
$$

Clearly (3.12) follows from (3.13) and (3.14).
Lemma 3.3. Suppose $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. Then

$$
\begin{align*}
& \Phi_{1}^{+}\left(x_{1}, y_{2}\right) \Phi_{1}\left(x_{2}, y_{1}\right)+\Phi_{1}^{+}\left(x_{2}, y_{2}\right) \Phi_{1}\left(x_{1}, y_{1}\right) \geq  \tag{3.15}\\
& \Phi_{1}^{+}\left(x_{1}, y_{1}\right) \Phi_{1}\left(x_{2}, y_{2}\right)+\Phi_{1}^{+}\left(x_{2}, y_{1}\right) \Phi_{1}\left(x_{1}, y_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{1}^{+}\left(x_{1}, y_{2}\right) \Phi_{1}\left(x_{2}, y_{1}\right)+\Phi_{1}^{+}\left(x_{1}, y_{1}\right) \Phi_{1}\left(x_{2}, y_{2}\right) \geq  \tag{3.16}\\
& \Phi_{1}^{+}\left(x_{2}, y_{2}\right) \Phi_{1}\left(x_{1}, y_{1}\right)+\Phi_{1}^{+}\left(x_{2}, y_{1}\right) \Phi_{1}\left(x_{1}, y_{2}\right)
\end{align*}
$$

Proof. As before, one easily sees that (3.15) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{q}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{q}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{q}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{q}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} p_{t_{1}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1}
\end{aligned}
$$

where

$$
\begin{equation*}
\hat{q}_{t_{1}}\left(x_{1}-u, x_{2}-v\right)=\hat{p}_{t_{1}}\left(x_{1}-u, x_{2}-v\right)+\hat{p}_{t_{1}}\left(x_{1}-v, x_{2}-u\right) \tag{3.17}
\end{equation*}
$$

for all $u, v \in \mathbb{R}$.
In the same way, (3.16) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} q_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} q_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{1}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \int_{A\left(u_{2}, u_{1}\right)} q_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}+\right. \\
& \left.\hat{p}_{t_{1}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right) \int_{A\left(u_{1}, u_{2}\right)} q_{t_{1}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) d v_{2} d v_{1}\right] d u_{2} d u_{1}
\end{aligned}
$$

where

$$
\begin{equation*}
q_{t_{1}}\left(x_{1}-u, x_{2}-v\right)=p_{t_{1}}\left(x_{1}-u, x_{2}-v\right)+p_{t_{1}}\left(x_{1}-v, x_{2}-u\right) \tag{3.18}
\end{equation*}
$$

for all $u, v \in \mathbb{R}$. One easily shows that (2.10), (2.11), and (2.14) hold if we replace $p_{t}$ by $q_{t}$ and $\hat{p}_{t}$ by $\hat{q}_{t}$.

Let $0 \leq x_{1} \leq x_{2}$ and $0 \leq-v_{2} \leq v_{1}$. Then

$$
\begin{aligned}
\left(x_{1}-v_{1}\right)^{2}+\left(x_{2}-v_{2}\right)^{2} & \leq\left(x_{1}+v_{2}\right)^{2}+\left(x_{2}+v_{1}\right)^{2} \Leftrightarrow \\
-v_{2}\left(x_{1}+x_{2}\right) & \leq v_{1}\left(x_{1}+x_{2}\right)
\end{aligned}
$$

Using the fact that for all $t>0, p_{t}$ is a symmetric non-increasing function, we have

$$
p_{t}\left(x_{1}-v_{1}, x_{2}-v_{2}\right) \geq p_{t}\left(x_{1}+v_{2}, x_{2}+v_{1}\right)
$$

This inequality and (2.12) imply that

$$
q_{t}\left(x_{1}-v_{2}, x_{2}-v_{1}\right) \geq q_{t}\left(x_{1}+v_{1}, x_{2}+v_{2}\right)
$$

Hence, (3.15) and (3.16) follow from the proof of Lemma 2.1 and Lemma 2.2.

## 4. Proof of Theorem 2.1, general case

Let us assume that (2.4), (2.5), (2.6), (2.7) are true for $n-1$, where $n \geq 2$. For any Borel set $A \subset \mathbb{R}^{2}$ we define

$$
\begin{equation*}
I_{A}(x, y, z, w)=\int_{A} p_{t_{n}}\left(x-v_{2}, y-v_{1}\right) \Phi_{n-1}^{+}\left(z, v_{1}\right) \Phi_{n-1}\left(w, v_{2}\right) d v_{2} d v_{1} \tag{4.1}
\end{equation*}
$$

Proof of (2.4):. Fubini's theorem implies that (2.4) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{2}, y_{1}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{2}, y_{1}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1} \leq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1}
\end{aligned}
$$

Thus as in the proof of Lemma 2.1 it is enough to prove that for all $0 \leq y_{1} \leq y_{2}$ and $0 \leq u_{1} \leq u_{2}$,

$$
\begin{equation*}
I_{A\left(u_{2}, u_{1}\right)}\left(y_{2}, y_{1}, u_{1}, u_{2}\right) \leq I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{align*}
& I_{A\left(u_{2}, u_{1}\right)}\left(y_{2}, y_{1}, u_{1}, u_{2}\right)+I_{A\left(u_{1}, u_{2}\right)}\left(y_{2}, y_{1}, u_{2}, u_{1}\right) \leq  \tag{4.3}\\
& I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right) .
\end{align*}
$$

We begin with the proof of (4.2). As before, we break the proof into steps.

Step 4.2.1: Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq v_{2} \leq f\left(u_{2}\right) \leq v_{1} \leq f\left(u_{1}\right)$. By (2.10),

$$
\begin{gathered}
p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) \leq \\
p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)
\end{gathered}
$$

Thus

$$
\begin{align*}
& \int_{0}^{f\left(u_{2}\right)} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}  \tag{4.4}\\
& \leq \int_{0}^{f\left(u_{2}\right)} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}
\end{align*}
$$

Step 4.2.2:. Let $\left(v_{2}, v_{1}\right)$ be such that $-f\left(u_{2}\right) \leq v_{2} \leq 0$ and $0 \leq v_{1} \leq f\left(u_{1}\right)$. From (2.11) we see that

$$
\begin{gathered}
p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) \leq \\
p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)
\end{gathered}
$$

Then

$$
\begin{align*}
& \int_{-f\left(u_{2}\right)}^{0} \int_{0}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}  \tag{4.5}\\
& \leq \int_{-f\left(u_{2}\right)}^{0} \int_{0}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}
\end{align*}
$$

Step 4.2.3:. Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. Recall that

$$
p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \leq p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)
$$

By the induction hypothesis for (2.4)

$$
\Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right) \leq \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)
$$

Hence

$$
\begin{aligned}
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right) \leq \\
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right)
\end{aligned}
$$

Integrating we find that

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}  \tag{4.6}\\
& \leq \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Now clearly (4.4), (4.5) and (4.6) imply (4.2).
We next prove (4.3).
Step 4.3.1: Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. Then the induction hypothesis for (2.6) implies that

$$
\begin{aligned}
& \Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right)+\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right) \leq \\
& \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)
\end{aligned}
$$

From (2.10) we conclude that

$$
\begin{aligned}
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\right. \\
&\left.\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)\right\}+ \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right)+\right. \\
&\left.\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right)\right\} \geq \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\right. \\
&\left.\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)\right\}+ \\
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right)+\right. \\
&\left.\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right)\right\}
\end{aligned}
$$

Thus

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}  \tag{4.7}\\
& +\int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1} \\
& \leq \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1} \\
& +\int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 4.3.2:. Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq-v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. One easily proves that

$$
\begin{equation*}
p_{t_{n}}\left(y_{1}+v_{1}, y_{2}+v_{2}\right) \geq p_{t_{n}}\left(y_{1}+v_{2}, y_{2}+v_{1}\right) \tag{4.8}
\end{equation*}
$$

This inequality, and (2.11) imply

$$
\begin{array}{r}
p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\right. \\
\left.\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)\right\}+ \\
p_{t_{n}}\left(y_{2}+v_{2}, y_{1}+v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1},-v_{2}\right) \Phi_{n-1}\left(u_{2},-v_{1}\right)+\right. \\
\left.\Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right)\right\} \geq \\
p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\right. \\
\left.\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)\right\}+ \\
p_{t_{n}}\left(y_{1}+v_{2}, y_{2}+v_{1}\right)\left\{\Phi_{n-1}^{+}\left(u_{1},-v_{2}\right) \Phi_{n-1}\left(u_{2},-v_{1}\right)+\right. \\
\left.\Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right)\right\} .
\end{array}
$$

Thus as in the previous step we have

$$
\begin{align*}
& \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}  \tag{4.9}\\
& +\int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1} \\
& \leq \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1} \\
& +\int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 4.3.3:. Let $\left(v_{2}, v_{1}\right) \in A^{+}\left(u_{2}, u_{1}\right)$ be such that $0 \leq v_{2} \leq v_{1}$. Then the induction hypothesis for (2.4) and (2.5) imply

$$
\frac{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right)}{\Phi_{n-1}\left(u_{1}, v_{1}\right)} \geq \frac{\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right)}{\Phi_{n-1}\left(u_{2}, v_{1}\right)} \geq \frac{\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right)}{\Phi_{n-1}\left(u_{2}, v_{2}\right)}
$$

Then (2.11) implies

$$
\begin{aligned}
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right) \geq \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right) .
\end{aligned}
$$

Thus

$$
\begin{align*}
& \int_{0}^{f\left(u_{2}\right)} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}  \tag{4.10}\\
& +\int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{1} d v_{2} \\
& \leq \int_{0}^{f\left(u_{2}\right)} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2} \\
& +\int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{1} d v_{2}
\end{align*}
$$

Step 4.3.4: Let $\left(v_{2}, v_{1}\right) \in A^{-}\left(u_{2}, u_{1}\right)$ be such that $0 \leq-v_{2} \leq v_{1}$. Thanks to (2.11) and (4.8) we have

$$
p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \geq p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right)
$$

and

$$
p_{t_{n}}\left(y_{2}+v_{2}, y_{1}+v_{1}\right) \geq p_{t_{n}}\left(y_{1}+v_{2}, y_{2}+v_{1}\right)
$$

Thus

$$
\begin{gathered}
p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
p_{t_{n}}\left(y_{2}+v_{2}, y_{1}+v_{1}\right) \Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right) \geq \\
p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
p_{t_{n}}\left(y_{1}+v_{2}, y_{2}+v_{1}\right) \Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right) .
\end{gathered}
$$

This gives

$$
\begin{align*}
& \int_{-f\left(u_{2}\right)}^{0} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}  \tag{4.11}\\
& +\int_{-f\left(u_{1}\right)}^{-f\left(u_{2}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{1} d v_{2} \\
& \leq \int_{-f\left(u_{2}\right)}^{0} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2} \\
& +\int_{-f\left(u_{1}\right)}^{-f\left(u_{2}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{1} d v_{2}
\end{align*}
$$

and inequality (4.3) follows from (4.7), (4.9), (4.10), and (4.11).

Proof of (2.5). One easily sees that (2.5) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1} \geq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1} .
\end{aligned}
$$

As in the proof of Lemma 2.2, it is enough to prove that

$$
\begin{equation*}
I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right) \geq I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right) \tag{4.12}
\end{equation*}
$$

for $u_{2} \geq u_{1}$. Again, we break this into several steps.
Step 4.12.1: Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. Then the induction hypothesis for (2.4) and (2.7) imply

$$
\begin{aligned}
& \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)+\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right) \leq \\
& \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right)
\end{aligned}
$$

and

$$
\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) \leq \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)
$$

From (2.10) we conclude that

$$
\begin{aligned}
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{2}\right) \Phi_{n-1}\left(u_{2}, v_{1}\right) \geq \\
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)+ \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right)
\end{aligned}
$$

Thus

$$
\begin{align*}
& \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1}  \tag{4.13}\\
& \leq \int_{A^{+}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 4.12.2:. Let $\left(v_{2}, v_{1}\right)$ be such that $0 \leq-v_{2} \leq v_{1} \leq f\left(u_{2}\right)$. Then the induction hypothesis for (2.2), (2.3), (2.4), and (2.7) imply that

$$
\begin{aligned}
& \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right)+\Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right) \leq \\
& \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)+\Phi_{n-1}^{+}\left(u_{1},-v_{2}\right) \Phi_{n-1}\left(u_{2},-v_{1}\right)
\end{aligned}
$$

and

$$
\Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) \leq \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right)
$$

Thus (2.12) implies

$$
\begin{align*}
& \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1}  \tag{4.14}\\
& \leq \int_{A^{-}\left(u_{2}, u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 4.12.3:. Let $\left(v_{2}, v_{1}\right) \in A^{+}\left(u_{2}, u_{1}\right)$ be such that $0 \leq v_{2} \leq v_{1}$. Then the induction hypothesis for (2.4) and (2.5) imply

$$
\frac{\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right)}{\Phi_{n-1}\left(u_{1}, v_{1}\right)} \geq \frac{\Phi_{n-1}^{+}\left(u_{2}, v_{2}\right)}{\Phi_{n-1}\left(u_{2}, v_{2}\right)}
$$

Then

$$
\begin{aligned}
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) \geq \\
& p_{t_{n}}\left(y_{2}-v_{2}, y_{1}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{2}\right) \Phi_{n-1}\left(u_{1}, v_{1}\right)
\end{aligned}
$$

Thus

$$
\begin{align*}
& \int_{0}^{f\left(u_{2}\right)} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{1}, y_{1}-v_{2}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{2} d v_{1}  \tag{4.15}\\
& \leq \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{2} d v_{1}
\end{align*}
$$

Step 4.12.4:. Let $\left(v_{2}, v_{1}\right) \in A^{-}\left(u_{2}, u_{1}\right)$ be such that $0 \leq-v_{2} \leq v_{1}$. Then

$$
\Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) \geq \Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right)
$$

Hence (2.12) implies

$$
\begin{aligned}
& p_{t_{n}}\left(y_{1}-v_{2}, y_{2}-v_{1}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) \\
& \geq p_{t_{n}}\left(y_{1}+v_{2}, y_{2}+v_{1}\right) \Phi_{n-1}^{+}\left(u_{2},-v_{2}\right) \Phi_{n-1}\left(u_{1},-v_{1}\right)
\end{aligned}
$$

and

$$
\begin{align*}
& \int_{-f\left(u_{1}\right)}^{-f\left(u_{2}\right)} \int_{0}^{f\left(u_{2}\right)} p_{t_{n}}\left(y_{2}-v_{1}, y_{1}-v_{2}\right) \Phi_{n-1}^{+}\left(u_{2}, v_{1}\right) \Phi_{n-1}\left(u_{1}, v_{2}\right) d v_{1} d v_{2}  \tag{4.16}\\
& \leq \int_{-f\left(u_{2}\right)}^{0} \int_{f\left(u_{2}\right)}^{f\left(u_{1}\right)} p_{t_{n}}\left(y_{2}-v_{1}, y_{1}-v_{2}\right) \Phi_{n-1}^{+}\left(u_{1}, v_{1}\right) \Phi_{n-1}\left(u_{2}, v_{2}\right) d v_{1} d v_{2}
\end{align*}
$$

Inequality (4.12) follows from (4.13), (4.14), (4.15), and (4.16).

Proof of (2.6) and (2.7). One easily sees that (2.6) is equivalent to

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{q}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{q}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1} \leq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{q}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) I_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{q}_{t_{n}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right) I_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1}
\end{aligned}
$$

where $\hat{q}_{t_{n}}\left(x_{1}-u, x_{2}-v\right)$ is given by (3.17). Since the function $\hat{q}_{t}(x, y)$ satisfies (2.14), the proof of (2.5) implies the result.

On the other hand, for any Borel subset $A$ of $\mathbb{R}$ we define

$$
\begin{equation*}
\bar{I}_{A}(x, y, z, w)=\int_{A} q_{t_{n}}\left(x-v_{2}, y-v_{1}\right) \Phi_{n-1}^{+}\left(z, v_{1}\right) \Phi_{n-1}\left(w, v_{2}\right) d v_{2} d v_{1} \tag{4.17}
\end{equation*}
$$

where $q_{t_{n}}\left(x_{1}-u, x_{2}-v\right)$ is given by (3.18). Then (2.7) is equivalent to

$$
\begin{aligned}
& \int_{o}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \bar{I}_{A\left(u_{2}, u_{1}\right)}\left(y_{1}, y_{2}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \bar{I}_{A\left(u_{1}, u_{2}\right)}\left(y_{1}, y_{2}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1} \leq \\
& \int_{0}^{a} \int_{u_{1}}^{a}\left[\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \bar{I}_{A\left(u_{2}, u_{1}\right)}\left(y_{2}, y_{1}, u_{1}, u_{2}\right)+\right. \\
& \left.\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \bar{I}_{A\left(u_{1}, u_{2}\right)}\left(y_{2}, y_{1}, u_{2}, u_{1}\right)\right] d u_{2} d u_{1}
\end{aligned}
$$

Since the function $q_{t}(x, y)$ satisfies $(2.10),(2.11),(2.12)$, and (4.8), the proof of (2.4) implies the result. This completes the proof of Theorem 2.1.

## 5. The hot-spots results

In this section we will prove Theorem 1.1, Theorem 1.2 and Corollary 1.1. We begin by proving Theorem 1.1. For this, fix $t>0$ and consider the sequence of times $t_{i}=\frac{i t}{n}$, where $1 \leq i \leq n$. By the continuity of the Brownian paths we have that for any domain $D$,

$$
\begin{align*}
P_{z}\left\{\tau_{D}>t\right\} & =\lim _{m \rightarrow \infty} P_{z}\left\{B_{s} \in D_{m}, 0 \leq s \leq t\right\}  \tag{5.1}\\
& =\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} P_{z}\left\{B_{\frac{i t}{n}} \in D_{m}, i=1, \ldots, n\right\}
\end{align*}
$$

where $D_{m}$ is an increasing sequence of domains whose union is $D$ and $\bar{D}_{m} \subset$ $D_{m+1}$. In our case we may choose each domain $D_{m}$ satisfying the hypotheses of Theorem 1.1. The Markov property of the Brownian motion implies

$$
P_{z}\left\{B_{\frac{i t}{n}} \in D_{m}, i=1, \ldots, n\right\}=\int_{D_{m}} \cdots \int_{D_{m}} \prod_{i=1}^{n} p_{\frac{t}{n}}\left(z_{i-1}-z_{i}\right) d z_{1} \ldots d z_{n}
$$

where $z=z_{0}$. From (2.8) and (2.9) in Corollary 2.1, it follows that
(i) if $z_{1}=\left(x, y_{1}\right) \in D^{+}$and $z_{2}=\left(x, y_{2}\right) \in D^{+}$with $y_{1}<y_{2}$, then

$$
\begin{equation*}
\frac{P_{z_{1}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{1}}\left\{\tau_{D}>t\right\}} \leq \frac{P_{z_{2}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{2}}\left\{\tau_{D}>t\right\}} \tag{5.2}
\end{equation*}
$$

for any $t>0$, and that
(ii) if $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right| \leq\left|x_{1}\right|$, then

$$
\begin{equation*}
\frac{P_{z_{1}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{1}}\left\{\tau_{D}>t\right\}} \leq \frac{P_{z_{2}}\left\{\tau_{D^{+}}>t\right\}}{P_{z_{2}}\left\{\tau_{D}>t\right\}} \tag{5.3}
\end{equation*}
$$

for all $t>0$.
It remains to prove that the inequality in (5.2) is strict. First observe that for each fix $t>0$ the function

$$
\Psi(z, t)=\frac{P_{z}\left\{\tau_{D^{+}}>t\right\}}{P_{z}\left\{\tau_{D}>t\right\}}
$$

is real analytic in $D$ since both $P_{z}\left\{\tau_{D^{+}}>t\right\}$ and $P_{z}\left\{\tau_{D}>t\right\}$ are strictly positive solutions of the heat equation in $D$. Therefore, if $\Psi(z, t)$ is constant in a sub-interval of the vertical cross section at $(x, 0), \Psi(z, t)$ must be constant in the whole cross section. Given that $\Psi(z, t)=0$ for all $z=(x, 0) \in D$, it follows that $\Psi(z, t)$ cannot be constant on any vertical cross section. Hence, we must have strict inequality in (5.2). In particular, for each $t>0$ arbitrarily fixed, the function

$$
\Psi(z, t)=\frac{P_{z}\left\{\tau_{D^{+}}>t\right\}}{P_{z}\left\{\tau_{D}>t\right\}}
$$

cannot have a maximum at an interior point of $D^{+}$. This completes the proof of Theorem 1.1.

We now prove Theorem 1.2. Recall that for any bounded domain

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\lambda_{1} t} P_{z}\left\{\tau_{D}>t\right\}=\varphi_{1}(z) \int_{D} \varphi_{1}(w) d w \tag{5.4}
\end{equation*}
$$

for each fix $z \in D$. Applying this to the domains $D$ and $D^{+}$, it follows from Theorem 1.1 that
(i) if $z_{1}=\left(x, y_{1}\right) \in D^{+}$and $z_{2}=\left(x, y_{2}\right) \in D^{+}$with $y_{1}<y_{2}$, then

$$
\begin{equation*}
\Psi\left(z_{1}\right) \leq \Psi\left(z_{2}\right) \tag{5.5}
\end{equation*}
$$

and
(ii) if $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right|<\left|x_{1}\right|$, then

$$
\begin{equation*}
\Psi\left(z_{1}\right) \leq \Psi\left(z_{2}\right) \tag{5.6}
\end{equation*}
$$

Notice that the function

$$
\Psi(z)=\frac{\varphi_{2}(z)}{\varphi_{1}(z)}
$$

is also real analytic in $D$ since both $\varphi_{1}(z)$ and $\varphi_{2}(z)$ are real analytic in $D$ and $\varphi_{1}(z)$ is strictly positive in $D$. Given that the nodal line of $\varphi_{2}$ is the intersection of the $x$-axis with the domain we have

$$
\Psi(z)=0 \text { for all } z=(x, 0) \in D .
$$

Thus we must have strict inequality in (5.5). The symmetry of the domain implies that $\varphi_{2}$ can be chosen such that

$$
\Psi(x, y)=-\Psi(x,-y),
$$

for all $(x, y) \in D$. Then (1.10) immediately follows from the strict inequality in (5.5). This completes the proof of Theorem 1.2.

Finally, we prove Corollary 1.1. As above, we observe that $\Psi(z)$ is real analytic in $D$. This time we also assume that $D$ has piecewise smooth boundary. Then $\Psi(z)$ has first partial derivatives which are continuous up to the boundary except at the non-smooth boundary points of $D$ and its normal derivative satisfies (1.3); see [20]. Recall that $b=f(0)$. Suppose we have $z_{1}=\left(x_{1}, y_{1}\right)$ and $z_{2}=\left(x_{2}, y_{1}\right)$ in $D$ such that $x_{1}<x_{2}$ and $\Psi\left(z_{1}\right)=\Psi\left(z_{2}\right)$. Then, by real analyticity, there exists a smooth function $\psi$ such that

$$
\Psi(x, y)=\psi(y) \text { for all }(x, y) \in D^{+} .
$$

Fix $0<y_{0}<b$. By (1.9) and (1.10) we have that

$$
\frac{\partial}{\partial y} \Psi(x, y)=\psi^{\prime}(y)>0, \text { for all }(x, y) \in D .
$$

Then if $\partial D$ is smooth at the boundary point $\left(x_{0}, y_{0}\right)$, we have

$$
\frac{\partial}{\partial y} \Psi\left(x_{0}, y_{0}\right)>0 \text { and } \frac{\partial}{\partial x} \Psi\left(x_{0}, y_{0}\right)=0 .
$$

However, by (1.3) $\Psi$ satisfies the Neumann boundary conditions on $D$. Thus the vertical component of the normal to $D$ at $\left(x_{0}, y_{0}\right)$ is zero and $D$ must be a rectangle. We conclude that strict inequality holds in (1.11) unless $D$ is a rectangle, and that the maximum and minimum of $\Psi$ on $\bar{D}$ are achieved at the points where the $y$-axis meets $\partial D$ and, except for the rectangle, at no other point. This completes the proof of the Corollary 1.1.

We end the paper by stating some generalizations of the above results which follow from our arguments. In [8], we used techniques on multiple integrals similar to those used in this paper to obtain inequalities for ratios of probabilities similar to the results in Theorem 1.1. These inequalities were proved not only for the Laplacian but also for certain Schrödinger operators. In the same way the techniques in this paper, when put together with the arguments in [8], give the following results.

TheOrem 5.1. Let $D$ be a bounded domain in $\mathbb{R}^{2}$ which is symmetric and convex with respect to both axes. Let $V$ be a bounded non-negative $C^{2}$ function defined on $D$ which is symmetric relative to both coordinate axes and with the property that

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x \partial y}(x, y) \geq 0 \tag{5.7}
\end{equation*}
$$

for all $(x, y) \in D$.
(i) If $z_{1}=\left(x, y_{1}\right) \in D^{+}$and $z_{2}=\left(x, y_{2}\right) \in D^{+}$with $y_{1}<y_{2}$, then

$$
\begin{align*}
& \frac{E_{z_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D^{+}}>t\right\}}{E_{z_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D}>t\right\}}  \tag{5.8}\\
& \leq \frac{E_{z_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D^{+}}>t\right\}}{E_{z_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D}>t\right\}}
\end{align*}
$$

for any $t>0$. If, in addition, the function $V$ is real analytic in $D$ then strict inequality holds in (5.8) and the function

$$
\Psi_{V}(z, t)=\frac{E_{z}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D^{+}}>t\right\}}{E_{z}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D}>t\right\}}
$$

for each $t>0$ arbitrarily fixed, cannot have a maximum at an interior point of $D^{+}$.
(ii) If $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right| \leq\left|x_{1}\right|$, then

$$
\begin{aligned}
&\left.\frac{E_{z_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D^{+}}>t\right\}}{E_{z_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right)\right.}, \tau_{D}>t\right\} \\
& \leq \frac{E_{z_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D^{+}}>t\right\}}{E_{z_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{D}>t\right\}}
\end{aligned}
$$

for each $t>0$ arbitrarily fixed.
Next, we consider the eigenvalue problems

$$
\left\{\begin{align*}
-\Delta \varphi+V \varphi & =\lambda \varphi, \text { in } D  \tag{5.9}\\
\varphi & =0, \text { on } \partial D,
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
-\Delta \varphi+V \varphi & =\lambda \varphi, \text { in } D^{+}  \tag{5.10}\\
\varphi & =0, \text { on } \partial D^{+}
\end{align*}\right.
$$

and denote their first eigenvalues and eigenfunctions by $\lambda_{1, D}^{V}, \varphi_{1, D}^{V}$ and $\lambda_{1, D^{+}}^{V}$, $\varphi_{1, D^{+}}^{V}$, respectively. Following the arguments in [8] and the proof of Theorem 1.2 , we obtain the following result.

Theorem 5.2. Let $D$ and $V$ be as in the statement of Theorem 5.1. Set $\Psi_{D, V}(z)=\varphi_{1, D^{+}}^{V}(z) / \varphi_{1, D}^{V}(z)$, for $z \in D^{+}$.
(i) If $z_{1}=\left(x, y_{1}\right) \in D^{+}$and $z_{2}=\left(x, y_{2}\right) \in D^{+}$with $y_{1}<y_{2}$, then

$$
\begin{equation*}
\Psi_{D, V}\left(z_{1}\right) \leq \Psi_{D, V}\left(z_{2}\right) \tag{5.11}
\end{equation*}
$$

If, in addition, the potential $V$ is real analytic in $D$, then strict inequality holds in (5.11) and the function $\Psi_{D, V}(z)$ cannot have a maximum at an interior point of $D^{+}$.
(ii) If $z_{1}=\left(x_{1}, y\right) \in D^{+}$and $z_{2}=\left(x_{2}, y\right) \in D^{+}$with $\left|x_{2}\right|<\left|x_{1}\right|$, then

$$
\begin{equation*}
\Psi_{D, V}\left(z_{1}\right) \leq \Psi_{D, V}\left(z_{2}\right) \tag{5.12}
\end{equation*}
$$

Theorem 5.1 will follow from a new version of Theorem 2.1 for the relevant multiple integrals that arise from the Feynman-Kac formula. For this, one follows the argument for the case $V=0$ making the appropriate changes as in [8]. For the sake of completeness and since the argument may not be completely straightforward to those not familiar with these techniques, we present the proof.

First we introduce some new notation. For $(x, y) \in \mathbb{R}^{2},\left\{t_{k}\right\}_{k=1}^{\infty} \subset(0, \infty)$, and $n \geq 2$, we define the following functions in $\mathbb{R}^{2}$ :

$$
\begin{gathered}
\Psi_{0, V}(x, y)=\Psi_{0, V}^{+}(x, y)=\exp \left\{-t_{1} V(x, y)\right\} \\
\Phi_{1, V}(x, y)=\int_{D} p_{t_{1}}\left(x_{1}-x, x_{2}-y\right) \Psi_{0, V}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
\Phi_{1, V}^{+}(x, y)=\int_{D^{+}} p_{t_{1}}\left(x_{1}-x, x_{2}-y\right) \Psi_{0, V}^{+}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
\Psi_{n-1, V}(x, y)=\exp \left\{-t_{n} V(x, y)\right\} \Phi_{n-1, V}(x, y) \\
\Psi_{n-1, V}^{+}(x, y)=\exp \left\{-t_{n} V(x, y)\right\} \Phi_{n-1, V}^{+}(x, y) \\
\Phi_{n, V}(x, y)=\int_{D} p_{t_{n}}\left(x_{1}-x, x_{2}-y\right) \Psi_{n-1, V}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
\end{gathered}
$$

and

$$
\Phi_{n, V}^{+}(x, y)=\int_{D^{+}} p_{t_{n}}\left(x_{1}-x, x_{2}-y\right) \Psi_{n-1, V}^{+}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
$$

Notice that for all $(x, y) \in \mathbb{R}^{2}$

$$
\Phi_{n, V}(x, y)=\Phi_{n, V}(-x, y)=\Phi_{n, V}(x,-y)
$$

and

$$
\Phi_{n, V}^{+}(x, y)=\Phi_{n, V}^{+}(-x, y)
$$

The next result implies Theorem 5.1.

ThEOREM 5.3. Suppose $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. Then for $n \geq 1$,

$$
\begin{align*}
& \Phi_{n, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n, V}\left(x_{2}, y_{1}\right) \geq \Phi_{n, V}^{+}\left(x_{1}, y_{1}\right) \Phi_{n, V}\left(x_{2}, y_{2}\right)  \tag{5.13}\\
& \Phi_{n, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n, V}\left(x_{2}, y_{1}\right) \geq \Phi_{n, V}^{+}\left(x_{2}, y_{2}\right) \Phi_{n, V}\left(x_{1}, y_{1}\right)  \tag{5.14}\\
& \quad \Phi_{n, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n, V}\left(x_{2}, y_{1}\right)+\Phi_{n, V}^{+}\left(x_{2}, y_{2}\right) \Phi_{n, V}\left(x_{1}, y_{1}\right) \geq  \tag{5.15}\\
& \quad \Phi_{n, V}^{+}\left(x_{1}, y_{1}\right) \Phi_{n, V}\left(x_{2}, y_{2}\right)+\Phi_{n, V}^{+}\left(x_{2}, y_{1}\right) \Phi_{n, V}\left(x_{1}, y_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \Phi_{n, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n, V}\left(x_{2}, y_{1}\right)+\Phi_{n, V}^{+}\left(x_{1}, y_{1}\right) \Phi_{n, V}\left(x_{2}, y_{2}\right) \geq  \tag{5.16}\\
& \Phi_{n, V}^{+}\left(x_{2}, y_{2}\right) \Phi_{n, V}\left(x_{1}, y_{1}\right)+\Phi_{n, V}^{+}\left(x_{2}, y_{1}\right) \Phi_{n, V}\left(x_{1}, y_{2}\right)
\end{align*}
$$

Proof. Let $0 \leq x_{1} \leq x_{2}$ and $0 \leq y_{1} \leq y_{2}$. For any Borel set $A \subset \mathbb{R}^{2}$ define $I_{A, V, n}(x, y, z, w)=\int_{A} p_{t_{n}}\left(x-v_{2}, y-v_{1}\right) \Psi_{n-1, V}^{+}\left(z, v_{1}\right) \Psi_{n-1, V}\left(w, v_{2}\right) d v_{2} d v_{1}$,
where $x, y, z, w \in \mathbb{R}^{2}$. A straightforward computation shows that, if $V$ is a $C^{2}$ function with the property that

$$
\frac{\partial^{2} V}{\partial x \partial y}(x, y) \geq 0
$$

for all $(x, y) \in D$, then

$$
V\left(x_{1}, y_{1}\right)+V\left(x_{2}, y_{2}\right) \geq V\left(x_{1}, y_{2}\right)+V\left(x_{2}, y_{1}\right)
$$

which is equivalent to

$$
\begin{align*}
\Psi_{0, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{0, V}\left(x_{2}, y_{1}\right) & \geq \Psi_{0, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{0, V}\left(x_{2}, y_{2}\right)  \tag{5.17}\\
& =\Psi_{0, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{0, V}\left(x_{1}, y_{1}\right)
\end{align*}
$$

On the other hand

$$
\begin{align*}
& \Psi_{0, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{0, V}\left(x_{2}, y_{1}\right)+\Psi_{0, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{0, V}\left(x_{1}, y_{1}\right)=  \tag{5.18}\\
& \Psi_{0, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{0, V}\left(x_{2}, y_{1}\right)+\Psi_{0, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{0, V}\left(x_{2}, y_{2}\right)= \\
& \Psi_{0, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{0, V}\left(x_{2}, y_{2}\right)+\Psi_{0, V}^{+}\left(x_{2}, y_{1}\right) \Psi_{0, V}\left(x_{1}, y_{2}\right)= \\
& \Psi_{0, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{0, V}\left(x_{1}, y_{1}\right)+\Psi_{0, V}^{+}\left(x_{2}, y_{1}\right) \Psi_{0, V}\left(x_{1}, y_{2}\right)
\end{align*}
$$

After replacing $I_{A}(x, y, z, w)$ by $I_{A, V, n}(x, y, z, w)$, we can follow the proof of Theorem 2.1 in the general case to verify that (5.17) and (5.18) imply Theorem 5.3 for $n=1$. Let us now assume that (5.13), (5.14), (5.15), and (5.16) hold for $n-1$. Combining (5.17) and (5.13) (for $n-1$ ) we obtain

$$
\begin{aligned}
& \Phi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n-1, V}\left(x_{2}, y_{1}\right) \exp \left\{-t_{n} V\left(x_{1}, y_{2}\right)-t_{n} V\left(x_{2}, y_{1}\right)\right\} \geq \\
& \Phi_{n-1, V}^{+}\left(x_{1}, y_{1}\right) \Phi_{n-1, V}\left(x_{2}, y_{2}\right) \exp \left\{-t_{n} V\left(x_{1}, y_{1}\right)-t_{n} V\left(x_{2}, y_{2}\right)\right\}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\Psi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{n-1, V}\left(x_{2}, y_{1}\right) \geq \Psi_{n-1, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{n-1, V}\left(x_{2}, y_{2}\right) \tag{5.19}
\end{equation*}
$$

Furthermore (5.13), (5.14), (5.15), and (5.17) imply that

$$
\begin{aligned}
& \Phi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Phi_{n-1, V}\left(x_{2}, y_{1}\right) \exp \left\{-t_{n} V\left(x_{1}, y_{2}\right)-t_{n} V\left(x_{2}, y_{1}\right)\right\}+ \\
& \Phi_{n-1, V}^{+}\left(x_{2}, y_{2}\right) \Phi_{n-1, V}\left(x_{1}, y_{1}\right) \exp \left\{-t_{n} V\left(x_{2}, y_{2}\right)-t_{n} V\left(x_{1}, y_{1}\right)\right\} \geq \\
& \Phi_{n-1, V}^{+}\left(x_{1}, y_{1}\right) \Phi_{n-1, V}\left(x_{2}, y_{2}\right) \exp \left\{-t_{n} V\left(x_{1}, y_{1}\right)-t_{n} V\left(x_{2}, y_{2}\right)\right\}+ \\
& \Phi_{n-1, V}^{+}\left(x_{2}, y_{1}\right) \Phi_{n-1, V}\left(x_{1}, y_{2}\right) \exp \left\{-t_{n} V\left(x_{2}, y_{1}\right)-t_{n} V\left(x_{1}, y_{2}\right)\right\}
\end{aligned}
$$

Thus

$$
\begin{align*}
& \Psi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{n-1, V}\left(x_{2}, y_{1}\right)+\Psi_{n-1, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{n-1, V}\left(x_{1}, y_{1}\right) \geq  \tag{5.20}\\
& \Psi_{n-1, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{n-1, V}\left(x_{2}, y_{2}\right)+\Psi_{n-1, V}^{+}\left(x_{2}, y_{1}\right) \Psi_{n-1, V}\left(x_{1}, y_{2}\right)
\end{align*}
$$

In a similar manner we obtain that

$$
\begin{equation*}
\Psi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{n-1, V}\left(x_{2}, y_{1}\right) \geq \Psi_{n-1, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{n-1, V}\left(x_{1}, y_{1}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{align*}
& \Psi_{n-1, V}^{+}\left(x_{1}, y_{2}\right) \Psi_{n-1, V}\left(x_{2}, y_{1}\right)+\Psi_{n-1, V}^{+}\left(x_{1}, y_{1}\right) \Psi_{n-1, V}\left(x_{2}, y_{2}\right) \geq  \tag{5.22}\\
& \Psi_{n-1, V}^{+}\left(x_{2}, y_{2}\right) \Psi_{n-1, V}\left(x_{1}, y_{1}\right)+\Psi_{n-1, V}^{+}\left(x_{2}, y_{1}\right) \Psi_{n-1, V}\left(x_{1}, y_{2}\right)
\end{align*}
$$

The proof of Theorem 2.1 in the general case can now be followed, step by step, to prove that if Theorem 5.3 is true for $n-1$, then it is true for $n$.

Unfortunately, as in [8], we are not able to immediately conclude that there is an eigenfunction $\varphi_{2, D}^{V}$ corresponding to the second eigenvalue $\lambda_{2, D}^{V}$ for the problem (5.9) such that $\varphi_{2, D}^{V}(z)=\varphi_{1, D^{+}}^{V}(z)$ for all $z \in D^{+}$. Hence, we are not able to conclude a statement similar to that in Theorem 1.2 for the operator

$$
\begin{equation*}
L_{V}=-\Delta+V \tag{5.23}
\end{equation*}
$$

even in the case of the unit disk. However, in the case of the interval $I=$ $(-a, a)$ and $V(x)$ an even potential in $I$, it is known (see [8]) that there exists an eigenfunction $\varphi_{2, I}^{V}$ corresponding to the second eigenvalue $\lambda_{2, I}^{V}$ such that $\varphi_{2, I}^{V}(z)=\varphi_{1, I^{+}}^{V}(z)$, where $I^{+}=(0, a)$. In this case, our arguments give the following result.

TheOrem 5.4. Let $I=(-a, a), I^{+}=(0, a)$, and $V$ be a continuous positive even function in I. If $x_{1} \in I^{+}$and $x_{2} \in I^{+}$with $x_{1}<x_{2}$, then

$$
\begin{equation*}
\frac{E_{x_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{I^{+}}>t\right\}}{E_{x_{1}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{I}>t\right\}} \leq \frac{E_{x_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{I^{+}}>t\right\}}{E_{x_{2}}\left\{\exp \left(-\int_{0}^{t} V\left(B_{s}\right) d s\right), \tau_{I}>t\right\}} \tag{5.24}
\end{equation*}
$$

For $x \in I^{+}$, set $\Psi_{I, V}(x)=\varphi_{2, I}^{V}(x) / \varphi_{1, I}^{V}(x)$. If $x_{1} \in I^{+}$and $x_{2} \in I^{+}$with $x_{1}<x_{2}$, then

$$
\begin{equation*}
\Psi_{I, V}\left(x_{1}\right) \leq \Psi_{I, V}\left(x_{2}\right) \tag{5.25}
\end{equation*}
$$

If, in addition, the function $V$ is real analytic in $I$, then strict inequality holds in (5.25). Furthermore, the function $\Psi_{I, V}(x)$ attains its maximum in $\overline{I^{+}}$at a, and only at $a$.

As above, this theorem will follow from a new version of Theorem 2.1 for the relevant multiple integrals. Once again, we follow the arguments of the proof of Theorem 2.1 making the appropriate changes. As it turns out, for the one dimensional case one only needs symmetry on the potential. Again, for completeness, we present the argument. From now on we assume that $V(x)=V(-x)$ for all $x \in \mathbb{R}$. Set

$$
\begin{aligned}
& \Phi_{1}(x)=\int_{-a}^{a} p_{t_{1}}\left(x_{1}-x\right) \exp \left[-t_{1} V\left(x_{1}\right)\right] d x_{1} \\
& \Phi_{1}^{+}(x)=\int_{0}^{a} p_{t_{1}}\left(x_{1}-x\right) \exp \left[-t_{1} V\left(x_{1}\right)\right] d x_{1} \\
& \Phi_{n}(x)=\int_{-a}^{a} p_{t_{n}}\left(x_{1}-x\right) \exp \left[-t_{n} V\left(x_{1}\right)\right] \Phi_{n-1}\left(x_{1}\right) d x_{1} \\
& \Phi_{n}^{+}(x)=\int_{0}^{a} p_{t_{n}}\left(x_{1}-x\right) \exp \left[-t_{n} V\left(x_{1}\right)\right] \Phi_{n-1}^{+}\left(x_{1}\right) d x_{1}
\end{aligned}
$$

where

$$
p_{t}(x)=\frac{1}{\sqrt{2 \pi t}} e^{-x^{2} / 2 t}
$$

Lemma 5.1. Suppose $0 \leq x_{1} \leq x_{2}<a$. Then for $n \geq 1$

$$
\begin{equation*}
\Phi_{n}^{+}\left(x_{2}\right) \Phi_{n}\left(x_{1}\right) \geq \Phi_{n}^{+}\left(x_{1}\right) \Phi_{n}\left(x_{2}\right) \tag{5.26}
\end{equation*}
$$

Proof. By Fubini's theorem and the symmetry of the interval $(-a, a)$, we see that (2.4) is equivalent to

$$
\left.\begin{array}{l}
\int_{0}^{a} \int_{0}^{a} \hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \exp [
\end{array}-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right] ~ \begin{aligned}
& \times \Phi_{n-1}^{+}\left(u_{1}\right) \Phi_{n-1}\left(u_{2}\right) d u_{1} d u_{2} \\
\leq \int_{0}^{a} \int_{0}^{a} \hat{p}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) & \exp \left[-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right] \\
& \times \Phi_{n-1}^{+}\left(u_{1}\right) \Phi_{n-1}\left(u_{2}\right) d u_{1} d u_{2}
\end{aligned}
$$

where

$$
\hat{p}_{t_{n}}(x-u, y-v)=p_{t_{n}}(x-u, y-v)+p_{t_{n}}(x-u, y+v)
$$

Thus we must prove that

$$
\begin{aligned}
& \int_{0}^{a} \int_{u_{2}}^{a}\left\{\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right)\right. \exp \left[-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right] \\
& \times \Phi_{n-1}^{+}\left(u_{1}\right) \Phi_{n-1}\left(u_{2}\right) \\
&+\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \exp [ \left.-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right] \\
&\left.\times \Phi_{n-1}^{+}\left(u_{2}\right) \Phi_{n-1}\left(u_{1}\right)\right\} d u_{2} d u_{1} \\
& \leq \int_{0}^{a} \int_{u_{2}}^{a}\left\{\hat{p}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \exp \left[-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right]\right. \\
& \times \Phi_{n-1}^{+}\left(u_{1}\right) \Phi_{n-1}\left(u_{2}\right) \\
&+\hat{p}_{t_{n}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right) \exp \left[-t_{n} V\left(u_{1}\right)-t_{n} V\left(u_{2}\right)\right] \\
&\left.\times \Phi_{n-1}^{+}\left(u_{2}\right) \Phi_{n-1}\left(u_{1}\right)\right\} d u_{2} d u_{1}
\end{aligned}
$$

As before, we proceed by induction. The case $n=1$ is exactly as the case $V=0$. Assuming $\Phi_{n-1}^{+}\left(u_{1}\right) \Phi_{n-1}\left(u_{2}\right) \geq \Phi_{n-1}^{+}\left(u_{2}\right) \Phi_{n-1}\left(u_{1}\right)$, it is enough to prove that

$$
\begin{equation*}
\hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \leq \hat{p}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right) \tag{5.27}
\end{equation*}
$$

and

$$
\begin{align*}
& \hat{p}_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right)+\hat{p}_{t_{n}}\left(x_{1}-u_{2}, x_{2}-u_{1}\right) \leq  \tag{5.28}\\
& \hat{p}_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right)+\hat{p}_{t_{n}}\left(x_{2}-u_{2}, x_{1}-u_{1}\right),
\end{align*}
$$

for all $0 \leq x_{1} \leq x_{2}$ and $0 \leq u_{2} \leq u_{1}$. Now by (2.10),

$$
p_{t_{n}}\left(x_{1}-u_{1}, x_{2}-u_{2}\right) \leq p_{t_{n}}\left(x_{2}-u_{1}, x_{1}-u_{2}\right)
$$

On the other hand,

$$
\begin{aligned}
p_{t_{n}}\left(x_{1}-u_{1}, x_{2}+u_{2}\right) & \leq p_{t_{n}}\left(x_{2}-u_{1}, x_{1}+u_{2}\right) \Leftrightarrow \\
\left(x_{2}-u_{1}\right)^{2}+\left(x_{1}+u_{2}\right)^{2} & \leq\left(x_{1}-u_{1}\right)^{2}+\left(x_{2}+u_{2}\right)^{2} \Leftrightarrow \\
x_{1}\left(u_{1}+u_{2}\right) & \leq x_{2}\left(u_{1}+u_{2}\right),
\end{aligned}
$$

and (5.27) follows. Also, a simple computation shows that (5.28) is equivalent to
$\exp \left(x_{1} u_{1}-x_{2} u_{2}\right)+\exp \left(x_{1} u_{2}-x_{2} u_{1}\right) \leq \exp \left(x_{2} u_{1}-x_{1} u_{2}\right)+\exp \left(x_{2} u_{2}-x_{1} u_{1}\right)$, and this follows from $x_{1} u_{1}-x_{2} u_{2} \leq x_{2} u_{1}-x_{1} u_{2}$ and $x_{1} u_{2}-x_{2} u_{1} \leq x_{2} u_{2}-x_{1} u_{1}$. This completes the proof of the lemma.

It is an interesting problem to give conditions, of sufficiently general nature, that would yield an analogue of Theorem 5.4 for $L_{V}$ in the two dimensional disk or the ball in $\mathbb{R}^{n}, n \geq 3$. Perhaps even more interesting, and challenging, would be to study the classical hot-spots conjecture of J. Rauch for the Neumann problem for $L_{V}$ in the unit ball. As far as we know, there are no results
in this direction outside of those for $V=0$. We believe that studying the hot-spots problem for $-\Delta+V$ will shed new light on the hot-spots conjecture for the Laplacian as new techniques would have to be developed to deal with the potential.
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