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## 1. Introduction

Chen and Ismail [7] studied orthogonal polynomials $\mathcal{F}_{n}(x)$ which satisfy the recurrence relation

$$
\begin{equation*}
x \mathcal{F}_{n}(x)=\mathcal{F}_{n+1}(x)+4 n^{2}\left(4 n^{2}-1\right) \mathcal{F}_{n-1}(x), \quad n>0, \tag{1.1}
\end{equation*}
$$

and the initial data

$$
\begin{equation*}
\mathcal{F}_{0}(x)=1, \quad \mathcal{F}_{1}(x)=x . \tag{1.2}
\end{equation*}
$$

The polynomials $\mathcal{F}_{n}(x)$ are symmetric in the sense that $\mathcal{F}_{n}(-x)=(-1)^{n} \mathcal{F}_{n}(x)$.
Berg and Ismail [4] derived the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\mathcal{F}_{n}(x)}{(2 n)!} t^{n}=\left(1+t^{2}\right)^{-1 / 2} \cosh (\sqrt{x i} \Theta(\sqrt{t / i})) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta(w)=\int_{0}^{w} \frac{d u}{\sqrt{1-u^{4}}}=w_{2} F_{1}\left(1 / 2,1 / 4 ; 5 / 4 ; w^{4}\right) \tag{1.4}
\end{equation*}
$$

In this work we provide a nonsymmetric extension of the $\mathcal{F}_{n}$ 's. Our extension is the one parameter system of polynomials $\left\{G_{n}(x ; a)\right\}$ generated by

$$
\begin{aligned}
-x G_{n}(x ; a)= & 2(n+1)(2 n+1) G_{n+1}(x ; a)+2 n(2 n+1) G_{n-1}(x ; a) \\
& -2 a(2 n+1)^{2} G_{n}(x ; a), \quad n>0
\end{aligned}
$$

with

$$
\begin{equation*}
G_{0}(x ; a):=1, \quad G_{1}(x ; a)=a-x / 2 . \tag{1.6}
\end{equation*}
$$

[^0]In $\S 2$ we establish the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} G_{n}(x ; a) t^{n}=\left(1-2 a t+t^{2}\right)^{-1 / 2} \cos (\sqrt{x} g(t)) \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
g(t)=\frac{1}{2} \int_{0}^{t} u^{-1 / 2}\left(1-2 a u+u^{2}\right)^{-1 / 2} d u \tag{1.8}
\end{equation*}
$$

as well as a generating function for the numerator polynomials $G_{n}^{*}(x ; a)$. We then use (1.7) to develop the asymptotics of $\left\{G_{n}(x ; a)\right\}$ for large $n$ and fixed $x$ in the complex plane.

It is easy to see from (1.5) and (1.6) that

$$
\begin{equation*}
G_{n}(x ; a)=(-1)^{n} G_{n}(-x ;-a) \tag{1.9}
\end{equation*}
$$

hence there is no loss of generality in treating only the case

$$
\begin{equation*}
0 \leq a<\infty \tag{1.10}
\end{equation*}
$$

The monic polynomials $Q_{n}$ are given by

$$
\begin{equation*}
Q_{n}(x)=(-1)^{n}(2 n)!G_{n}(x ; a), \tag{1.11}
\end{equation*}
$$

and satisfy

$$
\begin{equation*}
x Q_{n}(x)=Q_{n+1}(x)+2 a(2 n+1)^{2} Q_{n}(x)+4 n^{2}\left(4 n^{2}-1\right) Q_{n-1}(x), \quad n>0 . \tag{1.12}
\end{equation*}
$$

When $a=1$ and $x$ is replaced by $x-4$ the $G_{n}$ 's are special continuous dual Hahn polynomials, [2], which come from a birth and death process [11] with

$$
\begin{equation*}
\lambda_{n}=2(n+1)(2 n+1), \quad \mu_{n}=2 n(2 n+1) \tag{1.13}
\end{equation*}
$$

In fact when $a>1$ the $G_{n}$ 's come from a birth and death process with killing, or absorption, where the birth and death rates are as in (1.13) and the absorption rate is

$$
\begin{equation*}
\gamma_{n}=2(a-1)(2 n+1)^{2} . \tag{1.14}
\end{equation*}
$$

General birth and death processes with killing were introduced by Karlin and Tavaré in [14] and [15]; see [10] for a survey of the connection with orthogonal polynomials.

From (1.5), (1.6) and the general theory of orthogonal polynomials it follows that there is a probability measure $\mu$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} G_{m}(x ; a) G_{n}(x ; a) d \mu(x)=(2 n+1) \delta_{m, n} \tag{1.15}
\end{equation*}
$$

In $\S 3$ we shall prove that the Hamburger moment problem associated with the $G_{n}$ 's is determinate; i.e., $\mu$ is unique for $a \in(1, \infty)$ (recall that $a \geq 0$ is assumed here). Using the generating functions given in $\S 2$ we work out the asymptotics of the polynomials $G_{n}(x ; a)$ and $G_{n}^{*}(x ; a)$. This gives the continued fraction and the (discrete) orthogonality measure $\mu$.

In $\S 4$ we study the indeterminate case $a \in[0,1)$. We find two of the four entire functions of the corresponding Nevanlinna matrix. This allows us to get the equations giving the spectrum. In two cases the spectrum and the explicit orthogonality measures are derived.

We also show that

$$
\begin{equation*}
W(x, a):=\frac{1 / 2}{\cos (\sqrt{x} K / 2)+\cosh \left(\sqrt{x} K^{\prime} / 2\right)} \tag{1.16}
\end{equation*}
$$

with

$$
\begin{align*}
k & =K\left(\frac{1+a}{2}\right), \\
K^{\prime} & =K\left(\frac{1-a}{2}\right) \\
K\left(k^{2}\right) & =\frac{\pi}{2} F\left(1 / 2,1 / 2 ; 1 ; k^{2}\right), \tag{1.17}
\end{align*}
$$

is a weight function normalized by $\int w(x) d x=1$. This weight function is only one of an infinite family of weight functions derived in §4. Observe that when $a=0$, (1.16) reduces to the weight function derived in [7]:

$$
\begin{equation*}
w(x)=\frac{1 / 2}{\cos \left(K_{0} \sqrt{x}\right)+\cosh \left(K_{0} \sqrt{x}\right)}, \quad K_{0}:=K(1 / 2)=\frac{\Gamma^{2}(1 / 4)}{4 \sqrt{\pi}} \tag{1.18}
\end{equation*}
$$

One reason for our interest in the weight function (1.16) is that for large $|x|$ it behaves as a Freud weight $\exp \left(-|x|^{\alpha}\right)$ for $\alpha=1 / 2$. One can find the moments of the Freud weights but there are no explicit formulas known for the recursion coefficients or for generating functions of the polynomials, except in the case of Hermite polynomials when $\alpha=2$. For a survey of the literature on the Freud weights, see [16], [17]. Our explicit results can then be viewed as results on modified Freud polynomials for $\alpha=1 / 2$.

The generating functions (1.7) and (1.18), when combined with the orthogonality relation (1.15), lead to the evaluation of certain definite integrals. Indeed if we multiply (1.15) by $t^{m} s^{n}$ and add for all $m \geq 0, n \geq 0$ and then insert (1.7) in the resulting integral we get

$$
\begin{align*}
\int_{-\infty}^{\infty} & \frac{\cos (\sqrt{x} g(s)) \cos (\sqrt{x} g(t)) d x}{\cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right) \cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right)}  \tag{1.19}\\
& =\left(1-2 a s+s^{2}\right)^{-1 / 2}\left(1-2 a t+t^{2}\right)^{-1 / 2} \frac{1+s t}{(1-s t)^{2}}
\end{align*}
$$

for $|s|<1$ and $|t|<1$.
From (1.5) and (1.6) it is clear that for every fixed $x, G_{n}(x ; a)$ is also a polynomial in $a$ of degree $n$. In fact as functions of $a,\left\{G_{n}(x ; a)\right\}$ is a system of orthogonal polynomials which contains the Legendre polynomials as the special case $x=0$. These polynomials are orthogonal with respect to a measure whose absolutely continuous component is supported on $[-1,1]$. Depending on the value of $x$, the measure may have a discrete part.

In §5 we study the spectral properties of $G_{n}(x ; a)$ as polynomials in $a$ and for fixed $x$. We evaluate the corresponding $J$-fraction and find their measure of orthogonality.

The continued $J$-fraction associated with the three term recurrence relation (1.12) for $a>1$ was studied by L. J. Rogers as was noted by H. S. Wall [22]. Rogers noted the connection with elliptic functions. He proved

$$
\begin{align*}
\int_{0}^{\infty} & \frac{\operatorname{sn}(u, k) \operatorname{cn}(u, k)}{\operatorname{dn}(u, k)} e^{-z u} d u  \tag{1.20}\\
& =\frac{1}{z^{2}+b_{1}-} \frac{a_{1}}{z^{2}+b_{2}-} \cdots \frac{a_{n}}{z^{2}+b_{n+1}-} \cdots
\end{align*}
$$

where

$$
\begin{equation*}
a_{n}=(2 n-1)(2 n)^{2}(2 n+1), \quad b_{n}=2(2 n-1)^{2}\left(2-k^{2}\right) \tag{1.21}
\end{equation*}
$$

In $\S 3$ we shall provide an alternate representation of the continued fraction in (1.20), see Theorem 3.3. Our results on the case $-1<a<1$ correspond to having the modulus $k$ of the elliptic function on the unit circle, $k \neq 1$. To the best of our knowledge this is the first analysis of continued fractions associated with Jacobian elliptic functions with modulus on the unit circle. Recently Steve Milne [18] has continued Rogers's analysis and applied it to sums of squares.

Since the recurrence relation for the $G_{n}$ 's is given explicitly one can use the Hellmann-Feynman theorem to study the monotonicity of their zeros as functions of $a$ or use chain sequences to obtain inequalities satisfied by their extreme zeros, [12]. One can also use Markov's theorem because we know a weight function explicitly.

## 2. Generating functions

We first briefly indicate why (1.5), (1.6) are equivalent to the generating function (1.7). Let us observe that the right-hand side of (1.7) is analytic in $t$ for $|t|<1$ if $a \in[0,1)$ and $|t|<a-\sqrt{a^{2}-1}$ if $a \geq 1$. Hence we can expand $G(x, t)$ in a power series of $t$. Let

$$
\begin{equation*}
G(x ; t)=\left(1-2 a t+t^{2}\right)^{-1 / 2} \cos (\sqrt{x} g(t))=\sum_{n=0}^{\infty} a_{n}(x) t^{n} \tag{2.1}
\end{equation*}
$$

Multiply both sides of (2.1) by $\left(1-2 a t+t^{2}\right)^{-1 / 2}$, differentiate with respect to $t$ then multiply by $\sqrt{t\left(1-2 a t+t^{2}\right)}$ and differentiate once more. This produces the differential equation

$$
4 \sqrt{t} \frac{\partial}{\partial t}\left(\sqrt{t\left(1-2 a t+t^{2}\right)} \frac{\partial}{\partial t}\left(\sqrt{\left(1-2 a t+t^{2}\right)} G(x, t)\right)\right)=-x G(x, t)
$$

or in expanded form

$$
\begin{align*}
4 t\left(1-2 a t+t^{2}\right) \frac{\partial^{2} G(x, t)}{\partial t^{2}} & +2\left(1-8 a t+7 t^{2}\right) \frac{\partial G(x, t)}{\partial t} \\
& +(x-2 a+6 t) G(x, t)=0 \tag{2.2}
\end{align*}
$$

Upon equating coefficients of different powers of $t$ we see that $a_{n}(x)$ satisfies the three term recurrence relation (1.5). From (2.1) it is easy to verify that $a_{0}(x)=G_{0}(x ; a)$ and $a_{1}(x)=G_{1}(x ; a)$. Thus $G_{n}(x ; a)=a_{n}(x)$ for all $n$ and we have established that (1.7) implies (1.5) and (1.6). To show the converse one can simply reverse the steps in this argument.

Observe that another generating function for the $G_{n}$ 's follows by multiplying (2.1) by $t^{-1 / 2}$ and then integrating over $t$. The result is

$$
\begin{equation*}
\sum_{n=0}^{\infty} G_{n}(x ; a) \frac{t^{n}}{2 n+1}=\frac{\sin (\sqrt{x} g(t))}{\sqrt{x t}} \tag{2.3}
\end{equation*}
$$

Our next task is to find a generating function for the numerators $\left\{G_{n}^{*}(x ; a)\right\}$. To do so we multiply (1.5) by $t^{n}$ and then add for $n>0$. After using the initial conditions

$$
\begin{equation*}
G_{0}^{*}(x ; a)=0, \quad G_{1}^{*}(x ; a)=-1 / 2, \tag{2.4}
\end{equation*}
$$

we see that the generating function

$$
\begin{equation*}
G^{*}(x, t):=\sum_{n=0}^{\infty} G_{n}^{*}(x ; a) t^{n} \tag{2.5}
\end{equation*}
$$

satisfies the differential equation

$$
\begin{aligned}
4 t\left(1-2 a t+t^{2}\right) \frac{\partial^{2} G^{*}(x, t)}{\partial t^{2}} & +2\left(1-8 a t+7 t^{2}\right) \frac{\partial G^{*}(x, t)}{\partial t} \\
& +(x-2 a+6 t) G^{*}(x, t)=-1
\end{aligned}
$$

Since

$$
\begin{equation*}
G(x, t):=\left(1-2 a t+t^{2}\right)^{-1 / 2} \cos (\sqrt{x} g(t)) \tag{2.6}
\end{equation*}
$$

solves the corresponding homogeneous equation we set

$$
\begin{equation*}
G^{*}(x, t)=G(x, t) H(x, t) . \tag{2.7}
\end{equation*}
$$

Now $H$ satisfies

$$
\begin{aligned}
& \frac{\partial^{2} H(x, t)}{\partial t^{2}}+\frac{\partial H(x, t)}{\partial t}\left[\frac{2}{G(x, t)} \frac{\partial G(x, t)}{\partial t}+\frac{1}{2 t}+\frac{3(t-a)}{1-2 a t+t^{2}}\right] \\
& \quad=-\frac{\sec (\sqrt{x} g(t))}{4 t \sqrt{1-2 a t+t^{2}}}
\end{aligned}
$$

Multiply the above equation by the integrating factor $G^{2}(x, t) t^{1 / 2}\left(1-2 a t+t^{2}\right)^{3 / 2}$ and then integrate over $t$ to get

$$
t^{1 / 2}\left(1-2 a t+t^{2}\right)^{3 / 2} G^{2}(x, t) \frac{\partial H(x, t)}{\partial t}=-\int_{0}^{t} \frac{\cos (\sqrt{x} g(u))}{4 \sqrt{u}} d u
$$

Then

$$
\begin{equation*}
H(x, t)=-\int_{0}^{t} \frac{\sec ^{2}(\sqrt{x} g(v))}{4 \sqrt{v\left(1-2 a v+v^{2}\right)}}\left(\int_{0}^{v} \frac{\cos (\sqrt{x} g(u))}{4 \sqrt{u}} d u\right) d v \tag{2.8}
\end{equation*}
$$

since $H(x, t) / t \rightarrow-1 / 2$ as $t \rightarrow 0$. In view of (1.2) we can integrate by parts in the $v$ integral and obtain

$$
H(x, t)=-\frac{\tan (\sqrt{x} g(t))}{2 \sqrt{x}} \int_{0}^{t} \frac{\cos (\sqrt{x} g(u))}{\sqrt{u}} d u+\int_{0}^{t} \frac{\sin (\sqrt{x} g(u))}{2 \sqrt{x u}} d u
$$

This and (2.8) establish the desired generating function

$$
\begin{equation*}
G^{*}(x, t)=-\left(1-2 a t+t^{2}\right)^{-1 / 2} \int_{0}^{t} \frac{\sin (\sqrt{x}(g(t)-g(u)))}{2 \sqrt{x u}} d u \tag{2.9}
\end{equation*}
$$

For $x=0$ the polynomials $G_{n}(0, a)$ and $G_{n}^{\star}(0, a)$ are multiples of the Legendre polynomials $P_{n}(a)$ and their numerators $P_{n}^{(1)}(a)$, respectively. Indeed

$$
\begin{equation*}
G_{n}(0, a)=P_{n}(a), \quad G_{n}^{*}(0, a)=-\frac{1}{2} P_{n-1}^{(1)}(a) \tag{2.10}
\end{equation*}
$$

These relations can be checked at the level of the generating functions since from (2.6) we have

$$
G(0, t)=-\left(1-2 a t+t^{2}\right)^{-1 / 2}
$$

and from (2.9) it follows that

$$
G^{*}(0, t)=-\left(1-2 a t+t^{2}\right)^{-1 / 2} \int_{0}^{t}(g(t)-g(u)) \frac{d u}{2 \sqrt{u}}
$$

Using the definition in (1.8) we get a double integral representation for $G_{n}^{*}(0, a)$, which after we reverse the order of the integration simplifies to

$$
\begin{equation*}
G^{*}(0, t)=-\left(1-2 a t+t^{2}\right)^{-1 / 2} \int_{0}^{t} \frac{d u}{2 \sqrt{1-2 a u+u^{2}}} \tag{2.11}
\end{equation*}
$$

in agreement with the result of Barrucand and Dickinson quoted on page 202 in [8].

## 3. The determinate case

Since the cases $a= \pm 1$ are essentially the continuous dual Hahn polynomials, their asymptotics follow from [13] or from the more general results in [11]. It is known that the moment problem is determinate in this case [11].

We therefore consider $a \in(1, \infty)$, which, in view of (1.10), also covers the remaining case $a \in(-\infty,-1)$. We shall use the notation

$$
\begin{equation*}
a=\cosh \phi, \quad \phi>0 \tag{3.1}
\end{equation*}
$$

Let us begin with:
Theorem 3.1. If $a \in(1, \infty)$ then

$$
\begin{align*}
G_{n}(x ; a) & =[2 \pi n \sinh \phi]^{-1 / 2} e^{(n+1 / 2) \phi} \cos \left[\sqrt{x} g\left(e^{-\phi}\right)\right][1+o(1)] \\
a & =\cosh \phi \tag{3.2}
\end{align*}
$$

as $n \rightarrow \infty$ for all $x$, real or complex.
Proof. Since $a>1$, the generating function (1.7) has only one singularity, $t=$ $e^{-\phi}$ with smallest absolute value. Hence Darboux's method [20] gives

$$
G_{n}(x ; a)=\left(1-e^{-2 \phi}\right)^{-1 / 2} \frac{(1 / 2)_{n}}{n!} e^{n \phi} \cos \left(\sqrt{x} g\left(e^{-\phi}\right)\right),
$$

which simplifies to (3.2) due to the relation

$$
\begin{equation*}
\frac{\Gamma(a+n)}{\Gamma(b+n)}=n^{a-b}[1+o(1)], \quad n \rightarrow \infty \tag{3.3}
\end{equation*}
$$

Using the first complete elliptic integral $K$ one has

$$
\begin{equation*}
g\left(e^{-\phi}\right)=\frac{\pi}{2} e^{-\phi / 2} F\left(1 / 2,1 / 2 ; 1 ; e^{-2 \phi}\right)=e^{-\phi / 2} K\left(e^{-2 \phi}\right) \tag{3.4}
\end{equation*}
$$

THEOREM 3.2. The Hamburger moment problem associated with the $G_{n}$ 's is determinate for $a \in(1, \infty)$ or $a \in(-\infty,-1)$.

Proof. In view of (1.16) the polynomials $\left\{\hat{G}_{n}(x ; a)\right\}$, defined by

$$
\begin{equation*}
\hat{G}_{n}(x ; a):=G_{n}(x ; a) / \sqrt{2 n+1}, \tag{3.5}
\end{equation*}
$$

are orthonormal. Theorem 2.9 in [19] asserts that the divergence of $\sum_{n=0}^{\infty}\left|\hat{G}_{n}(x ; a)\right|^{2}$ for one complex $x$ is sufficient for the determinacy of the Hamburger moment problem. If $a>1$ then from (3.4) it is clear that $g\left(e^{-\phi}\right)$ is positive when $\phi>0$; hence there is a complex $x$ for which $\cos \left(\sqrt{x} g\left(e^{-\phi}\right)\right) \neq 0$ and the series $\sum_{n=0}^{\infty}\left|\hat{G}_{n}(x ; a)\right|^{2}$ will indeed diverge for this complex $x$.

THEOREM 3.3. For $a>1$ the continued $J$-fraction associated with the $G_{n}$ 's converges to $J_{1}(x ; a)$, where

$$
\begin{equation*}
J_{1}(x ; a):=-\int_{0}^{e^{-\phi / 2}} \frac{\sin \left(\sqrt{x}\left(g\left(e^{-\phi}\right)-g\left(u^{2}\right)\right)\right)}{\sqrt{x} \cos \left(\sqrt{x} g\left(e^{-\phi}\right)\right)} d u, \quad a=\cosh \phi \tag{3.6}
\end{equation*}
$$

Proof. The $t$-singularity of $G^{*}(x, t)$ of smallest absolute value is $t=e^{-\phi}$. Thus (2.9) and Darboux's method give

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{G_{n}^{*}(x ; a)}{G_{n}(x ; a)}=-\int_{0}^{e^{-\phi}} \frac{\sin \left(\sqrt{x}\left(g\left(e^{-\phi}\right)-g(u)\right)\right)}{2 \sqrt{x u} \cos \left(\sqrt{x}\left(g\left(e^{-\phi}\right)\right)\right)} d u \tag{3.7}
\end{equation*}
$$

The continued $J$-fraction converges to the left-hand side of (3.7), hence (3.6) follows and the proof is complete.

It is important to note that a formula equivalent to (3.6), due to Rogers, is stated as (94.21) in Wall [22].

Let $\mu$ be the measure with respect to which the $G_{n}$ 's are orthogonal. Then the Stieltjes transform of $\mu$ is $J_{1}(x ; a)$ [19]. Thus

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \mu(u)}{x-u}=-\int_{0}^{e^{-\phi / 2}} \frac{\sin \left(\sqrt{x}\left(g\left(e^{-\phi}\right)-g\left(u^{2}\right)\right)\right)}{\sqrt{x} \cos \left(\sqrt{x}\left(g\left(e^{-\phi}\right)\right)\right)} d u, \quad x \notin[0, \infty) \tag{3.8}
\end{equation*}
$$

The right-hand side of (3.6) is clearly a meromorphic function and its only singularities are isolated simple poles. Thus $\mu$ is purely discrete and has point masses at the poles of the right-hand side of (3.6), which are given by

$$
\begin{equation*}
x_{n}:=\frac{(n+1 / 2)^{2} \pi^{2}}{g^{2}\left(e^{-\phi}\right)}, \quad n=0,1, \ldots \tag{3.9}
\end{equation*}
$$

Furthermore the mass at $x_{n}$ is the residue of the right-hand side of (3.7) at $x=x_{n}$. Thus

$$
\begin{equation*}
\mu\left(x_{n}\right)=\frac{2}{g\left(e^{-\phi}\right)} \int_{0}^{e^{-\phi / 2}} \cos \left((n+1 / 2) \pi g\left(u^{2}\right) / g\left(e^{-\phi}\right)\right) d u \tag{3.10}
\end{equation*}
$$

To evaluate $\mu\left(x_{n}\right)$ we need the theory of elliptic integrals. Set

$$
\begin{equation*}
g\left(e^{-\phi}\right):=\sqrt{k} K\left(k^{2}\right), \quad k:=a-\sqrt{a^{2}-1}=e^{-\phi}<1 . \tag{3.11}
\end{equation*}
$$

In this form the mass points in (3.9) are

$$
\begin{equation*}
x_{n}=\frac{(n+1 / 2)^{2} \pi^{2}}{k K^{2}}, \quad n=0,1, \ldots \tag{3.12}
\end{equation*}
$$

Furthermore (3.10) becomes

$$
\begin{equation*}
\mu\left(x_{n}\right)=\frac{2}{\sqrt{k} K} \int_{0}^{\sqrt{k}} \cos \left[\left(n+\frac{1}{2}\right) \frac{\pi}{\sqrt{k} K} g\left(u^{2}\right)\right] d u . \tag{3.13}
\end{equation*}
$$

We now introduce the new variable

$$
\begin{equation*}
v:=\frac{g\left(u^{2}\right)}{\sqrt{k}}=\frac{1}{\sqrt{k}} \int_{0}^{u^{2}} \frac{d t}{2 \sqrt{t\left(1-2 a t+t^{2}\right)}}=\frac{1}{\sqrt{k}} \int_{0}^{u} \frac{d \tau}{\sqrt{1-2 a \tau^{2}+\tau^{4}}} . \tag{3.14}
\end{equation*}
$$

The Jacobi inversion theorem [23] gives

$$
u / \sqrt{k}=\operatorname{sn}\left(v, k^{2}\right), \quad d u=\sqrt{k} \operatorname{cn} v \operatorname{dn} v d v
$$

Therefore the masses

$$
\begin{equation*}
\mu\left(x_{n}\right)=\frac{2}{K} \int_{0}^{K} \cos \left[\left(n+\frac{1}{2}\right) \frac{\pi v}{K}\right] \operatorname{cn} v \operatorname{dn} v d v \tag{3.15}
\end{equation*}
$$

are the Fourier coefficients of $\mathrm{cn} v \mathrm{dn} v$. Starting from [23, §22.6],

$$
\begin{equation*}
\operatorname{sn} v=\frac{2 \pi}{k K} \sum_{n=0}^{\infty} \frac{q^{n+1 / 2}}{1-q^{2 n+1}} \sin \left((2 n+1) \frac{\pi v}{2 K}\right) \tag{3.16}
\end{equation*}
$$

upon differentiation we have the Fourier series

$$
\begin{equation*}
\operatorname{cn} v \operatorname{dn} v=\frac{\pi^{2}}{k K^{2}} \sum_{n=0}^{\infty} \frac{(2 n+1) q^{n+1 / 2}}{1-q^{2 n+1}} \cos \left((n+1 / 2) \frac{\pi v}{K}\right) \tag{3.17}
\end{equation*}
$$

Thus (3.14) and (3.16) imply

$$
\begin{equation*}
\mu\left(x_{n}\right)=\frac{\pi^{2}}{k K^{2}} \frac{(2 n+1) q^{n+1 / 2}}{1-q^{2 n+1}}, \quad n=0,1, \ldots \tag{3.18}
\end{equation*}
$$

Dividing (3.16) by $v \neq 0$ and then letting $v \rightarrow 0$ show that the total mass is indeed equal to 1 . Thus we have established the following theorem.

THEOREM 3.4. The orthogonality relation of the $G_{n}$ 's is

$$
\begin{equation*}
\frac{\pi^{2}}{k K^{2}} \sum_{j=0}^{\infty} \frac{(2 j+1) q^{j+1 / 2}}{1-q^{2 j+1}} G_{m}\left(x_{j} ; a\right) G_{n}\left(x_{j} ; a\right)=(2 n+1) \delta_{m, n} \tag{3.19}
\end{equation*}
$$

with $x_{j}$ given by (3.9) or (3.12).
It is worth noting that the orthogonality relation (3.19) is equivalent to

$$
\begin{align*}
4 \sum_{j=0}^{\infty} & \frac{q^{j+1 / 2}}{\left(1-q^{2 j+1}\right)(2 j+1)} \sin \left(\sqrt{x_{j}} g(t)\right) \sin \left(\sqrt{x_{j}} g(s)\right)  \tag{3.20}\\
& =\ln (1+\sqrt{s t})-s t \ln (1-s t)
\end{align*}
$$

with the $x_{j}$ 's as in (3.12).

## 4. The indeterminate case

From now on we shall use the notation

$$
\begin{equation*}
a=\cos \phi \in[0,1), \quad \phi \in(0, \pi / 2], \tag{4.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
e^{ \pm i \phi}=a \pm \sqrt{a^{2}-1} \tag{4.2}
\end{equation*}
$$

and the branch of the square root in (4.2) is taken so that $\sqrt{x^{2}-1} / x \rightarrow 1$ as $x \rightarrow \infty$. This is equivalent to requiring

$$
\begin{equation*}
\left|e^{-i \phi}\right| \leq\left|e^{i \phi}\right| . \tag{4.3}
\end{equation*}
$$

Equality in (4.3) holds if and only if $a \in[-1,1]$.
Our objective now is to determine the large $n$ behavior of $G_{n}(x ; a)$.
THEOREM 4.1. Let $a \in[0,1)$. Then for all $x$ and large $n$ we have

$$
\begin{align*}
G_{n}(x ; a)= & \sqrt{\frac{1}{2 \pi n \sin \phi}}\left[e^{-i(n+1 / 2) \phi+i \pi / 4} \cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right)\right.  \tag{4.4}\\
& \left.+e^{i(n+1 / 2) \phi-i \pi / 4} \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)\right][1+o(1)] .
\end{align*}
$$

Proof. The $t$ singularities of the generating function (1.7) are $t=e^{ \pm i \phi}$ and $\cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right)$ is continuous as $t \rightarrow e^{ \pm i \phi}$ from within the open unit disc of the $t$ complex plane. Thus Darboux's method [20], gives

$$
\begin{align*}
G_{n}(x ; a)= & \left(1-e^{2 i \phi}\right)^{-1 / 2} \frac{(1 / 2)_{n}}{n!} e^{-i n \phi} \cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right)[1+o(1)]  \tag{4.5}\\
& +\left(1-e^{-2 i \phi}\right)^{-1 / 2} \frac{(1 / 2)_{n}}{n!} e^{i n \phi} \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)[1+o(1)]
\end{align*}
$$

which simplifies to (4.4).

It is useful to observe:

Theorem 4.2. For $a \in[0,1)$ or $\phi \in(0, \pi / 2]$ one has the relation

$$
\begin{aligned}
g\left(e^{ \pm i \phi}\right) & =1 / 2\left(K\left(\cos ^{2} \phi / 2\right) \pm i K\left(\sin ^{2} \phi / 2\right)\right) \\
& =1 / 2\left(K\left(\frac{1+a}{2}\right) \pm i K\left(\frac{1-a}{2}\right)\right),
\end{aligned}
$$

where $K$ is the first complete elliptic integral.

Proof. Let us first note that

$$
\begin{aligned}
g\left(e^{i \phi}\right) & =\frac{1}{2} \int_{0}^{e^{i \phi}} u^{-1 / 2}\left(1-u e^{i \phi}\right)^{-1 / 2}\left(1-u e^{-i \phi}\right)^{-1 / 2} d u \\
& =\frac{e^{i \phi / 2}}{2} \int_{0}^{1} u^{-1 / 2}\left(1-u e^{2 i \phi}\right)^{-1 / 2}(1-u)^{-1 / 2} d u
\end{aligned}
$$

Thus

$$
\begin{equation*}
g\left(e^{ \pm i \phi}\right)=\frac{\pi}{2} e^{ \pm i \phi / 2}{ }_{2} F_{1}\left(1 / 2,1 / 2 ; 1 ; e^{ \pm 2 i \phi}\right) \tag{4.6}
\end{equation*}
$$

using Euler's integral representation [9, (2.1.3) p. 59].
In terms of the complete elliptic integral we have

$$
g\left(e^{i \phi}\right)=e^{i \phi / 2} K\left(e^{2 i \phi}\right)
$$

It is now possible to use the transformation theory of the elliptic integrals summarized in [9, p. 319]. We use successively the transformations

$$
k \rightarrow \hat{k}=\frac{2 \sqrt{k}}{1+k}, \quad \text { and } \quad \hat{k} \rightarrow \frac{1}{\hat{k}}
$$

to first get

$$
K\left(\frac{1}{\cos ^{2}(\phi / 2)}\right)=2 \cos (\phi / 2) e^{i \phi / 2} K\left(e^{2 i \phi}\right)
$$

and then

$$
K\left(\frac{1}{\cos ^{2}(\phi / 2)}\right)=\cos (\phi / 2)\left(K\left(\cos ^{2} \phi / 2\right)+i K\left(\sin ^{2} \phi / 2\right)\right)
$$

Combining these relations, and taking into account the fact that $g\left(e^{ \pm i \phi}\right)$ are complex conjugate, we have the theorem.

In the sequel we will use the simplified notations

$$
\begin{aligned}
K & =K\left(\cos ^{2} \phi / 2\right)=K\left(\frac{1+a}{2}\right) \\
K^{\prime} & =K\left(\sin ^{2} \phi / 2\right)=K\left(\frac{1-a}{2}\right), \quad a=\cos \phi
\end{aligned}
$$

Let us now prove:
THEOREM 4.3. The Hamburger moment problem associated with the $G_{n}(x ; a)$ is indeterminate for $a \in(-1,0]$ or $a \in[0,1)$.

Proof. From relation (1.9) we need consider only $a \in[0,1$ ). Theorem 2.9 in [19] asserts that the Hamburger moment problem is indeterminate if and only if $\sum_{n=0}^{\infty}\left|\hat{G}_{n}(x ; a)\right|^{2}$ converges for all complex $x$. Now (4.4) shows that if $0 \leq a<1$ then

$$
\left|\hat{G}_{n}(x ; a)\right|^{2}=\frac{\left|G_{n}(x ; a)\right|^{2}}{2 n+1}=O\left(n^{-3 / 2}\right)
$$

hence $\sum_{n=0}^{\infty}\left|\hat{G}_{n}(x ; a)\right|^{2}$ converges for every complex $x$ and the indeterminacy follows.

As a by-product, for $x=0$, relation (4.4) simplifies to

$$
\begin{equation*}
G_{n}(0, a)=\sqrt{\frac{2}{\pi n \sin \phi}} \cos ((n+1 / 2) \phi-\pi / 4)[1+o(1)] \tag{4.7}
\end{equation*}
$$

in agreement with Theorem 8.21.2 in [20].
We shall mostly follow the notation and terminology in Shohat and Tamarkin [19]. Let $\left\{Q_{n}(z)\right\}$ and $\left\{Q_{n}^{*}(z)\right\}$ be the solutions of the second order difference equation

$$
\begin{equation*}
\omega_{n+1}(z)=\left(z-\alpha_{n}\right) \omega_{n}(z)-\beta_{n} \omega_{n-1}(z), \quad n>0 \tag{4.8}
\end{equation*}
$$

which satisfy the initial data

$$
\begin{equation*}
Q_{0}(z):=1, \quad Q_{1}(z)=z-\alpha_{0}, \quad Q_{0}^{*}(z):=0, \quad Q_{1}^{*}(z)=1 \tag{4.9}
\end{equation*}
$$

Shohat and Tamarkin [19] use $P_{n}$ instead of $Q_{n}^{*}$. We take $\beta_{0}=1$ in [19], so that all measures are normalized to have total mass equal to unity. The $Q_{n}$ 's are orthogonal with respect to a positive measure whose moments of all orders exist. If the moment problem associated with (3.1) and (3.2) is indeterminate then the polynomials $A_{n}(z)$, $B_{n}(z), C_{n}(z)$ and $D_{n}(z)$, given by

$$
\begin{align*}
A_{n+1}(z) & :=\left[Q_{n+1}^{*}(z) Q_{n}^{*}(0)-Q_{n+1}^{*}(0) Q_{n}^{*}(z)\right]\left(\beta_{1} \beta_{2} \cdots \beta_{n}\right)^{-1}  \tag{4.10}\\
B_{n+1}(z) & :=\left[Q_{n+1}(z) Q_{n}^{*}(0)-Q_{n+1}^{*}(0) Q_{n}(z)\right]\left(\beta_{1} \beta_{2} \cdots \beta_{n}\right)^{-1}  \tag{4.11}\\
C_{n+1}(z) & :=\left[Q_{n+1}^{*}(z) Q_{n}(0)-Q_{n+1}(0) Q_{n}^{*}(z)\right]\left(\beta_{1} \beta_{2} \cdots \beta_{n}\right)^{-1}  \tag{4.12}\\
D_{n+1}(z) & :=\left[Q_{n+1}(z) Q_{n}(0)-Q_{n+1}(0) Q_{n}(z)\right]\left(\beta_{1} \beta_{2} \cdots \beta_{n}\right)^{-1} \tag{4.13}
\end{align*}
$$

converge uniformly on compact subsets of the complex plane to entire functions $A(z)$, $B(z), C(z), D(z),[19]$. Furthermore the probability measures with respect to which the $Q_{n}$ 's are orthogonal are parameterized by functions $\sigma(z)$ which are analytic in the open upper and lower half planes, satisfy $\overline{\sigma(z)}=\sigma(\bar{z})$, and map the open upper
(lower) half plane into $\mathfrak{J} z \leq 0(\Im z \geq 0)$, respectively. The orthogonality measures $\psi(., \sigma)$ are related to $A, B, C, D$ and $\sigma$ through

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \psi(t, \sigma)}{z-t}=\frac{A(z)-\sigma(z) C(z)}{B(z)-\sigma(z) D(z)}, \quad \Im z \neq 0 \tag{4.14}
\end{equation*}
$$

The zeros of $A(z), B(z), C(z)$ and $D(z)$ are real and simple and the zeros of $B(z)$ and $D(z)$ interlace [19]. The orthogonality relation of the $Q_{n}$ 's is

$$
\begin{equation*}
\int_{-\infty}^{\infty} Q_{m}(x) Q_{n}(x) d \psi(x, \sigma)=\left[\prod_{k=1}^{n} \beta_{k}\right] \delta_{m, n} \tag{4.15}
\end{equation*}
$$

We now evaluate $B(x)$ and $D(x)$.
ThEOREM 4.4. When $a \in[0,1)$, the functions $B(x)$ and $D(x)$ for the $G_{n}$ 's Hamburger moment problem are given by

$$
\begin{align*}
D(x)= & -\frac{4}{\pi} \sin (\sqrt{x} K / 2) \sinh \left(\sqrt{x} K^{\prime} / 2\right)  \tag{4.16}\\
B(x)= & \frac{2}{\pi} \log (\cot (\phi / 2)) \sin (\sqrt{x} K / 2) \sinh \left(\sqrt{x} K^{\prime} / 2\right)  \tag{4.17}\\
& +\cos (\sqrt{x} K / 2) \cosh \left(\sqrt{x} K^{\prime} / 2\right)
\end{align*}
$$

Proof. From (1.12) it follows that $\beta_{n}=4 n^{2}\left(4 n^{2}-1\right)$; hence

$$
\prod_{k=1}^{n} \beta_{k}=(2 n)!(2 n+1)!.
$$

Let us define the angle $\psi$ by

$$
\cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)=\left|\cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)\right| e^{i \psi}
$$

We then apply (4.4), (4.8) and (4.14) to see that for $x \geq 0$ we have

$$
\begin{aligned}
D(x)= & -\lim _{n \rightarrow \infty} \frac{4}{\pi \sin \phi}\left|\cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)\right| \\
& \times[\cos ((n+3 / 2) \phi-\psi-\pi / 4) \cos ((n+1 / 2) \phi-\pi / 4) \\
& -\cos ((n+3 / 2) \phi-\pi / 4) \cos ((n+1 / 2) \phi-\psi-\pi / 4)] \\
= & -\frac{4}{\pi}\left|\cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)\right| \sin \psi \\
= & -\frac{4}{\pi} \Im \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)
\end{aligned}
$$

where we used (2.6). The result now simplifies to the right-hand side of (4.18) using Theorem 4.2. This establishes (4.18) for $x \geq 0$. Since both sides of (4.18) are entire functions, they must be equal for all $x$, by the identity theorem for analytic functions. We now come to (4.19). Relation (2.11) gives a generating function for the associated polynomials $G_{n}^{*}(0, a)$. Darboux's technique implies the asymptotics
$G_{n}^{*}(0, a)=-2 \Re\left[\frac{\exp (i(n-1 / 2) \phi-i \pi / 4)}{\sqrt{2 \pi n \sin \phi}}{ }_{2} F_{1}\left(1 / 2,1 ; 3 / 2 ; e^{-2 i \phi}\right)[1+o(1)]\right]$.
But

$$
\begin{aligned}
z_{2} F_{1}\left(1 / 2,1 ; 3 / 2 ; z^{2}\right) & =\frac{1}{2}[\log (1+z)-\log (1-z)] \\
& =\frac{1}{2} e^{i \phi}[\log (\cot (\phi / 2))+i \pi / 2]
\end{aligned}
$$

which is relation (16) in [9].
Thus we have established

$$
\begin{align*}
G_{n}^{*}(0, a)= & -(2 \pi n \sin \phi)^{-1 / 2}[1+o(1)]  \tag{4.18}\\
& \times\left[\log (\cot (\phi / 2)) \cos ((n+1 / 2) \phi-\pi / 4)-\frac{\pi}{2} \sin ((n+1 / 2) \phi-\pi / 4)\right]
\end{align*}
$$

For $x>0$ the relationships (4.4), (4.11) and (4.18) lead to

$$
\begin{align*}
B(x) & =\frac{2}{\pi}\left[\log (\cot (\phi / 2)) \sin \psi+\frac{\pi}{2} \cos \psi\right]\left|\cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right)\right|,  \tag{4.19}\\
& =\Re \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)+2 / \pi \Im \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)
\end{align*}
$$

which proves (4.17) for $x>0$ upon use of Theorem 4.2. Finally we invoke the identity theorem and extend (4.17) to the whole complex plane. Now the proof of Theorem 4.4 is complete.

We now examine the so-called Nevanlinna extremal measures, for which

$$
\begin{equation*}
\sigma(z)=\sigma \tag{4.20}
\end{equation*}
$$

where $\sigma$ is some real number, possibly $\infty$. The Stieltjes transform of the corresponding measures $\Psi_{\sigma}$, which are all discrete, is then given by (4.14) and it is known from [1], [19] that the polynomials $G_{n}(x ; a)$ are dense in $L^{2}\left(d \Psi_{\sigma}\right)$.

The masses are located at $x_{n}$, determined by

$$
\begin{equation*}
B\left(x_{n}\right)-\sigma D\left(x_{n}\right)=0 \tag{4.21}
\end{equation*}
$$

while the masses are $\rho\left(x_{n}\right)$. Relation (2.24) in [6] gives the $\rho$ function

$$
\begin{equation*}
\frac{1}{\rho(x)}=\sum_{n=0}^{\infty} \omega_{n}^{2}(x)=B^{\prime}(x) D(x)-B(x) D^{\prime}(x) \tag{4.22}
\end{equation*}
$$

for real $x$. The next theorem records the simplest Nevanlinna extremal measures.

THEOREM 4.5. When $a \in[0,1)$ one has the orthogonality measures

$$
\begin{align*}
\Psi_{\infty}= & \frac{\pi}{K K^{\prime}} \delta_{\left(x_{0}\right)} \\
& +\frac{2 \pi}{K K^{\prime}} \sum_{n=1}^{\infty}\left\{\frac{2 n \pi K^{\prime} / K}{\sinh \left(2 n \pi K^{\prime} / K\right)} \delta_{\left(x_{n}\right)}+\frac{2 n \pi K / K^{\prime}}{\sinh \left(2 n \pi K / K^{\prime}\right)} \delta_{\left(x_{n}^{\prime}\right)},\right\} \tag{4.23}
\end{align*}
$$

with

$$
\begin{equation*}
x_{0}=0, \quad x_{n}=4 \pi^{2} n^{2} / K^{2}, \quad x_{n}^{\prime}=-4 \pi^{2} n^{2} / K^{\prime 2}, \quad n=1,2, \ldots \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{0}=\frac{2 \pi}{K K^{\prime}} \sum_{n=0}^{\infty}\left\{\frac{(2 n+1) \pi K^{\prime} / K}{\sinh \left((2 n+1) \pi K^{\prime} / K\right)} \delta_{\left(y_{n}\right)}+\frac{(2 n+1) \pi K / K^{\prime}}{\sinh \left((2 n+1) \pi K / K^{\prime}\right)} \delta_{\left(y_{n}^{\prime}\right)},\right\} \tag{4.25}
\end{equation*}
$$

with

$$
\begin{equation*}
y_{n}=(2 n+1)^{2} \pi^{2} / K^{2}, \quad y_{n}^{\prime}=-(2 n+1)^{2} \pi^{2} / K^{\prime 2}, \quad n=0,1, \ldots \tag{4.26}
\end{equation*}
$$

Proof. For $\sigma=\infty$ the Stieltjes transform of $\Psi_{\infty}$ is given by

$$
\int_{-\infty}^{\infty} \frac{d \Psi_{\infty}}{z-u}=\frac{C(z)}{D(z)}
$$

It follows that the spectrum is given by (4.24).
Relation (4.22) and Theorem 4.4 give for real $x$

$$
\begin{equation*}
\frac{1}{\rho(x)}=\frac{K K^{\prime}}{2 \pi}\left(\frac{\sin (\sqrt{x} K)}{\sqrt{x} K}+\frac{\sinh \left(\sqrt{x} K^{\prime}\right)}{\sqrt{x} K^{\prime}}\right) \tag{4.27}
\end{equation*}
$$

from which it follows that the measure $\psi_{0}$ is given by (4.25). Taking $\sigma=$ $-1 / 2 \ln \cot (\phi / 2)$ we get the measure $\Psi_{0}$ as given by (4.25) and (4.26).

We now mention some weight functions for the $G_{n}$ 's. It has been shown in [3] that the choice

$$
\frac{1}{\sigma(z)}= \begin{cases}t+i \gamma, & \Im z>0  \tag{4.28}\\ t-i \gamma, & \Im z<0\end{cases}
$$

for real $t$ and $\gamma>0$ gives the weight function

$$
\begin{equation*}
w(x ; t, \gamma)=\frac{\gamma / \pi}{(D(x)-t B(x))^{2}+\gamma^{2} B^{2}(x)} \tag{4.29}
\end{equation*}
$$

The function $w(x ; t, \gamma)$ is a weight function for the $Q_{n}$ 's and is normalized to have unit total mass.

With the choice

$$
\frac{t}{t^{2}+\gamma^{2}}=\frac{1}{2} \ln \cot (\phi / 2)
$$

the denominator in (4.29) simplifies and we obtain the weight function

$$
\begin{equation*}
w(x ; \eta)=\frac{\zeta / 4}{\left|\cos (\sqrt{x} K / 2) \cosh \left(\sqrt{x} K^{\prime} / 2\right)+i \zeta \sin (\sqrt{x} K / 2) \sinh \left(\sqrt{x} K^{\prime} / 2\right)\right|^{2}} \tag{4.30}
\end{equation*}
$$

with

$$
\begin{equation*}
\zeta=\frac{4 \gamma}{\pi\left(t^{2}+\gamma^{2}\right)}>0 \tag{4.31}
\end{equation*}
$$

When $\zeta=1$, (4.30) simplifies considerably and we obtain the weight function stated in (1.18).

## 5. The polynomials in $a$

Now, let us consider $G_{n}(x ; a)$ as polynomials in the variable $a$, while $x$ becomes a parameter.

The corresponding monic polynomials are

$$
\begin{equation*}
Q_{n}(x ; a)=\frac{n!}{2^{n}(1 / 2)_{n}} G_{n}(x: a), \tag{5.1}
\end{equation*}
$$

with the recurrence relation

$$
\begin{equation*}
Q_{n+1}(x ; a)=\left(a-\frac{x / 2}{(2 n+1)^{2}}\right) Q_{n}(x ; a)-\frac{n^{2}}{4 n^{2}-1} Q_{n-1}(x ; a), \quad n \geq 1 \tag{5.2}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
Q_{0}(x ; a)=1, \quad Q_{1}(x ; a)=-\frac{x}{2}+a \tag{5.3}
\end{equation*}
$$

From (5.2), (5.3) and the general theory of orthogonal polynomials it follows that there is a probability measure $\psi$ such that their orthogonality relation will be

$$
\begin{equation*}
\int_{-\infty}^{\infty} G_{m}(x ; a) G_{n}(x ; a) d \psi(a)=\frac{\delta_{m, n}}{2 n+1} \tag{5.4}
\end{equation*}
$$

From the recurrence relation (5.2) it is clear that the orthogonality is now on a bounded subset of $(-\infty, \infty)$ and Theorems 3.1 and 4.1 indicate that the polynomials are
oscillatory only if $a \in[-1,1]$; hence the absolutely continuous component of the measure is supported on $[-1,1]$.

A theorem of Maté, Nevai and Totik (see the survey [21, Theorem 6]) asserts that if

$$
\sum_{n=0}^{\infty}\left(\left|1-4 a_{n+1}^{2}\right|+2\left|b_{n}\right|\right)<\infty
$$

then the polynomials $\left\{Q_{n}(x)\right\}$ generated by (5.2) and (5.3) are orthogonal with respect to a measure $\psi$ whose absolutely continuous component $\psi^{\prime}$ is supported on $[-1,1]$ and

$$
\begin{equation*}
Q_{n}(\cos \phi)=\sqrt{\frac{2}{\pi} \prod_{j=1}^{n} \beta_{j}} \frac{\cos (v(\phi, n))}{\sqrt{\sin (\phi) \psi^{\prime}(\cos \phi)}}[1+o(1)] \tag{5.5}
\end{equation*}
$$

and $v(\phi, n) / n \rightarrow 0$ as $n \rightarrow \infty$. Here the previous hypotheses hold since we have

$$
\left|b_{n}\right|=\frac{|x| / 2}{(2 n+1)^{2}}, \quad\left|1-4 a_{n}^{2}\right|=\frac{1}{4 n^{2}-1}
$$

From (4.4) and (5.5) one obtains

$$
\begin{align*}
\psi^{\prime}(a) & =\frac{1}{\cos \left(\sqrt{x} g\left(e^{i \phi}\right)\right) \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)}  \tag{5.6}\\
& =\frac{2}{\cos (\sqrt{x} K)+\cosh \left(\sqrt{x} K^{\prime}\right)}, \quad a=\cos \phi \in(-1,1)
\end{align*}
$$

with

$$
\begin{equation*}
K=K\left(\frac{1+a}{2}\right), \quad K^{\prime}=K\left(\frac{1-a}{2}\right) \tag{5.7}
\end{equation*}
$$

We have all the information needed to determine the Stieltjes transform of $\psi$. As polynomials in $a$, we replace (4.1) by

$$
\begin{equation*}
G_{0}^{*}(x ; a):=0, \quad G_{1}^{*}(x ; a)=1 \tag{5.8}
\end{equation*}
$$

Hence the corresponding continued $J$-fraction, say $J_{2}(x ; a)$ is

$$
\begin{align*}
J_{2}(x ; a) & =\int \frac{d \mu(u)}{a-u} \\
& =2 \int_{0}^{e^{-i \phi / 2}} \frac{\sin \left(\sqrt{x}\left(g\left(e^{-i \phi}\right)-g\left(u^{2}\right)\right)\right)}{\sqrt{x} \cos \left(\sqrt{x} g\left(e^{-i \phi}\right)\right)} d u, \quad a \notin[-1,1] \tag{5.9}
\end{align*}
$$

For $a>1$, and $x>0$ the masses are given by

$$
\begin{equation*}
g\left(e^{-\phi}\right)=\frac{(n+1 / 2) \pi}{\sqrt{x}} \tag{5.10}
\end{equation*}
$$

where $g\left(e^{-\phi}\right)$, given by (3.11), is monotonously decreasing from $\infty$ to 0 . It follows that (5.10) has a unique solution for every $n$, which we denote by $a_{n}$. This agrees with the general theory [21]. Now the residue of $J_{2}(x, a)$ at $a=a_{n}$ is $\psi\left(a_{n}\right)$, where

$$
\psi\left(a_{n}\right)=-\frac{2}{x g^{\prime}\left(e^{-\phi}\right)} \int_{0}^{e^{-\phi / 2}} \cos \left((n+1 / 2) \pi g\left(u^{2}\right) / g\left(e^{-\phi}\right)\right) d u
$$

where $g^{\prime}\left(e^{-\phi}\right)$ is the derivative with respect to the variable $a$. Comparing with (3.10) we get

$$
\psi\left(a_{n}\right)=-\frac{g\left(e^{-\phi}\right)}{x g^{\prime}\left(e^{-\phi}\right)} \mu\left(x_{n}\right),
$$

and

$$
\frac{g^{\prime}\left(e^{-\phi}\right)}{g\left(e^{-\phi}\right)}=\frac{1}{2 \sqrt{a^{2}-1}}\left(1-\frac{2 E\left(k^{2}\right)}{k^{\prime 2} K\left(k^{2}\right)}\right), \quad k=a-\sqrt{a^{2}-1} .
$$

For $x \in(0,+\infty]$, it follows from (1.9) that we get the spectrum $-a_{n}$. For large $n$, relation (5.10) shows that the $\pm a_{n}$ accumulate to $\pm 1$.
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