# SWAN MODULES AND ELLIPTIC FUNCTIONS 

BY<br>Anupam Srivastav ${ }^{1}$<br>Dedicated to the memory of Irving Reiner

## 1. Introduction

The normal basis theorem for a finite Galois extension $N / L$ states that $N$ as an $L$-vector space has a basis of the form $\left\{a^{\gamma}\right\}$, where $a$ is a fixed element of $N$ and $\gamma$ runs over the Galois group $\operatorname{Gal}(N / L)=\Gamma$. In other words, $N$ is a free rank one $L \Gamma$-module. The analogous question for the rings of algebraic integers, $\mathcal{O}_{N}$ in $N$ and $\mathcal{O}_{L}$ in $L$, is the well-known normal integral basis problem. In fact, $\mathcal{O}_{N}$ is an $\mathscr{A}$-module where

$$
\mathscr{A}=\left\{x \in L \Gamma: \mathcal{O}_{N} x \subseteq \mathcal{O}_{N}\right\}
$$

the associated order of the extension $N / L$ in $L \Gamma$. Thus the best possible result would be that $\mathcal{O}_{N}$ is $\mathscr{A}$-free.

Abelian extensions of $\mathbf{Q}$ are contained in cyclotomic extensions. Leopoldt [4] has shown that in the case that $L=\mathbf{Q}$ and $\Gamma$ is abelian, $\mathcal{O}_{N}$ is, indeed, $\mathscr{A}$-free. Furthermore, he has described the order $\mathscr{A}$ explicitly. In the relative case, where both $L$ and $N$ are cyclotomic fields we have the following result [1, Chapter I].

Proposition (1.1). Let $m, r$ be positive integers such that $m$ divides $r$. Let $N=\mathbf{Q}(\zeta), L=\mathbf{Q}\left(\zeta^{m}\right)$ where $\zeta$ is a primitive mr-th root of unity in $\mathbf{C}$. Let $\Gamma=\operatorname{Gal}(N / L)$ and $\mathscr{A}$ be the associated order of $N / L$ in $L \Gamma$. Then, $\mathcal{O}_{N}$ is a free rank one $\mathscr{A}$-module.

Abelian extensions of a quadratic imaginary number field are obtained by adjoining singular values of certain elliptic functions. In [10], M.J. Taylor has obtained elliptic analogues of (1.1) for certain Kummer extensions with respect to an elliptic group law. Taylor showed that the ring of algebraic

[^0]integers is free over the associated order if, and only if, a certain elliptic analogue of a Swan module is a principal ideal of the associated order. In this paper we use transcendental means to settle the algebraic question of the freeness of this elliptic Swan module. We find an explicit generator for the square of this elliptic Swan module in quite a general case. This generator is a product of elliptic resolvent elements.

For a number field $M$, we continue to write $\mathcal{O}_{M}$ for its ring of algebraic integers. Let $K$ be a quadratic imaginary number field with discriminant less than -4 . Moreover, assume the prime 2 splits in $K / \mathbf{Q}$. Let $\nsim=\lambda \mathcal{O}_{K}$ denote a non-ramified, principal prime ideal of $\mathcal{O}_{K}$, where $\lambda \equiv \pm 1 \bmod 4 \mathcal{O}_{K}$. We fix positive integers $r>m$ and let $N$ (respectively, $L$ ) denote $K$ ray classfield $\bmod 4 \ell^{m+r}$ (respectively, $4 \ell^{r}$ ). As before, we write $\Gamma=\operatorname{Gal}(N / L)$ and $\mathscr{A}$ denotes the associated order of $N / L$ in $L \Gamma$.

We remark at the outset that $\Gamma$ is an abelian group so that $L \Gamma$ is a commutative $L$-algebra. The restriction on the discriminant implies that the group of units $\mathcal{O}_{K}^{\times}$of $K$ is $\{ \pm 1\}$. Moreover, the restriction on $\lambda$ implies that $\nsim$ is completely split in $K(4)$, the $K$ ray classfield $\bmod 4 \mathcal{O}_{K}$. In [1], Ph. CassouNoguès and Taylor have described $N$ as a Kummer extension over $L$ with respect to an elliptic group law.

For any commutative ring $R$ we write $(a, b) R$ for the ideal $a R+b R$. Let $p \cap \mathbf{Z}=(p)$ for an odd rational prime $p$. For $s \in \mathbf{Z}$ with $p+s$, we define a locally free $\mathscr{A}$-ideal, $I_{s}=\left(s, \lambda^{-m} \Sigma\right) \mathscr{A}$, where $\Sigma=\Sigma_{\gamma \in \Gamma} \gamma$. The ideal $I_{s}$ is called an elliptic Swan module since it is a natural elliptic analogue of the Swan module $(s, \Sigma) \mathbf{Z} \Gamma$ for the integral group ring $\mathbf{Z} \Gamma$. In [10], Taylor has shown that $\mathcal{O}_{N}$ is $\mathscr{A}$-free if, and only if, the elliptic Swan module $I_{2}$ is a principal $\mathscr{A}$-ideal.

In case the prime $p$ splits in $K / \mathbf{Q}$ Taylor showed in [9] that $\mathcal{O}_{N}$ is a free $\mathscr{A}$-module of rank one. The main result of this paper is:

Theorem (1.2). If $p$ is inert in $K / \mathbf{Q}$ and $p \equiv \pm 1 \bmod 8$ then $I_{2}$ is a principal ideal of the associated order $\mathscr{A}$.

Remark (1.3). In general, whether or not $I_{2}$ is a principal $\mathscr{A}$-ideal in the case that $p$ is inert and $p \equiv \pm 3 \bmod 8$ remains an open question. The only two cases known to the author for which there is a definite answer are:
(i) $m=1$.
(ii) $m=2$, and $p^{2}$ is a Wieferich square, i.e., $2^{p-1} \equiv 1 \bmod p^{2}$. An example of such a prime is $p=1093$.
In both cases $I_{2}$ is a principal $\mathscr{A}$-ideal. Also see (2.3).

Remark (1.4). The author would like to thank M.J. Taylor and S.V. Ullom for their kind help and suggestions. The author is also grateful to D.R. Grayson for pointing out the geometry of the Fueter model (cf. §4).

## 2. Swan modules

We keep the notation of $\S 1$ and view $\mathscr{A}$ as a Z-order in the $\mathbf{Q}$-algebra $L \Gamma$.
For each integer $s$ relatively prime to $p$, the usual Swan module for the integral group ring $\mathbf{Z} \Gamma$ is defined to be the $\mathbf{Z} \Gamma$-ideal $(s, \Sigma) \mathbf{Z} \Gamma$. Since $\Gamma$ is a $p$-group and $(s, \Sigma) \mathbf{Z}_{p} \Gamma=\mathbf{Z}_{p} \Gamma,(s, \Sigma) \mathbf{Z} \Gamma$ is a locally free $\mathbf{Z} \Gamma$-ideal. Thus $(s, \Sigma) \mathbf{Z} \Gamma$ determines a class $[s, \Sigma]$ in $\mathscr{C} \ell(\mathbf{Z} \Gamma)$, the locally free class group of $\mathbf{Z} \Gamma$. In fact, the Swan classes lie in the kernel group $D(\mathbf{Z} \Gamma)$, and the set of all Swan classes $[s, \Sigma]$ with $p+s, s \in \mathbf{Z}$ forms a subgroup $T(\mathbf{Z} \Gamma)$ of $\mathscr{C} \ell(\mathbf{Z} \Gamma)$. We call $T(\mathbf{Z} \Gamma)$ the Swan subgroup of $\mathscr{C} \ell(\mathbf{Z} \Gamma)$. We refer the reader to [13] and [8] for the properties of the Swan subgroup. Swan modules were first considered in [6].

The elliptic Swan module $I_{s}$ and the usual Swan module $(s, \Sigma) \mathbf{Z} \Gamma$ are related by the following.

Lemma (2.1). If $p+s$ for $s \in \mathbf{Z}$, then $I_{s}=(s, \Sigma) \mathscr{A}$.
Proof. Since $I_{s} \supseteq(s, \Sigma) \mathscr{A}$, it suffices to show the equality locally at each prime $q$ of $\mathcal{O}_{L}$. Let $q$ be a prime of $\mathcal{O}_{L}$. Then

$$
\left(I_{s}\right)_{q}=\left\{\begin{array}{cl}
\mathscr{A}_{q} & \text { if } q+s \\
(s, \Sigma)_{\mathscr{A}_{q}} & \text { if } q \mid s
\end{array}\right.
$$

On the other hand, $(s, \Sigma) \mathscr{A}_{q}=\mathscr{A}_{q}$ if $q+s$.
The change of rings $\mathbf{Z} \Gamma \rightarrow \mathscr{A}$ induces a group homomorphism $\mathscr{C \ell}(\mathbf{Z} \Gamma) \rightarrow$ $\mathscr{C} \ell(\mathscr{A})$. The kernel group $D(\mathbf{Z} \Gamma)$ is mapped into the kernel group $D(\mathscr{A})$ under this homomorphism. We set $T(\mathscr{A}, \mathbf{Z})$ to be the image of the Swan subgroup under this map. We call $T(\mathscr{A}, \mathbf{Z})$ the elliptic Swan subgroup of $\mathscr{C} \ell(\mathscr{A})$. Let us denote by $\left[I_{s}\right]$ the class determined by the elliptic Swan module $I_{s}$ in $\mathscr{C} \ell(\mathscr{A})$. By (2.1) we see that $T(\mathscr{A}, \mathbf{Z})$ is the subgroup of all elliptic Swan classes in $\mathscr{C \ell}(\mathscr{A})$. The addition in $T(\mathbf{Z} \Gamma)$ is given by $\left[s_{1}, \Sigma\right]+$ $\left[s_{2}, \Sigma\right]=\left[s_{1} s_{2}, \Sigma\right]$ for $s_{1}, s_{2} \in \mathbf{Z}$ with $p+s_{1} s_{2}$. Therefore, $\left[I_{s_{1}}\right]+\left[I_{s_{2}}\right]=\left[I_{s_{1} s_{2}}\right]$ in $T(\mathscr{A}, \mathbf{Z})$. We note that since $\mathscr{A}$ is a commutative order an $\mathscr{A}$-ideal $I_{s}$ is principal if, and only if, $\left[I_{s}\right]=0$ in $T(\mathscr{A}, \mathbf{Z})$.

Proposition (2.2). (i) If $p$ splits in $K / \mathbf{Q}$, then $T(\mathscr{A}, \mathbf{Z})=0$. In particular, $I_{2}$ is a principal $\mathscr{A}$-ideal.
(ii) If $p$ is inert in $K / \mathbf{Q}$, then $T(\mathscr{A}, \mathbf{Z})$ is a p-group and $|T(\mathscr{A}, \mathbf{Z})| \leq p^{2 m-1}$.

Proof. (i) In this case $\Gamma$ is a cyclic group and by [6] we obtain $T(\mathscr{A}, \mathbf{Z})=0$.
(ii) In this case $\Gamma$ is a non-cyclic $p$-group of order $p^{2 m}$; by Taylor's theorem (cf. [9]) we obtain $|T(\mathrm{Z} \Gamma)|=p^{2 m-1}$.

Remark (2.3). In fact, in case $p$ is inert in $K / \mathbf{Q}$ it can be shown that $|T(\mathscr{A}, \mathbf{Z})| \leq p^{m-1}$. This is the basis for (1.3).

## 3. Galois module structure

We continue to keep the notation of $\S 1$. From (26.3) in [2] we know that an order in an algebra is determined by all its localizations (completions). In [10] Taylor has described all the localizations of the $\mathcal{O}_{L}$-order $\mathscr{A}$ in $L \Gamma$. For any non-zero prime ideal $\ell$ of $\mathcal{O}_{L}$ with $\ell \cap \mathbf{Z}=(l)$, we fix an embedding of $\overline{\mathbf{Q}}$, a fixed algebraic closure of $\mathbf{Q}$, in $\overline{\mathbf{Q}}_{l}$, a fixed algebraic closure of $\mathbf{Q}_{l}$, so that it corresponds to $\ell$ for $L$. For a fixed $M \subset \overline{\mathbf{Q}}$ we write $M^{\prime}$ for its closure in $\overline{\mathbf{Q}}_{l}$.

In case $\ell \mid \not /$, the local associated order has been shown by Taylor to be amenable to the description in [11] by a Lubin-Tate formal group law. To be precise, there is a Lubin-Tate formal group law $F$ over $\mathcal{O}_{K^{\prime}}$ so that $L^{\prime}=K^{\prime}\left(\omega_{r}\right)$, $N^{\prime}=K^{\prime}\left(\omega_{m+r}\right)$, where $\omega_{n}$ denotes a primitive $\not \eta^{n}$-division point of $F$ for each $n \geq 0$.

The Artin map of global class field theory induces a group homomorphism

$$
\begin{equation*}
\Gamma \cong \frac{1+\mu^{r} \mathcal{O}_{K^{\prime}}}{1+\not \mu^{m+r} \mathcal{O}_{K^{\prime}}} \cong\left[\frac{\mu^{r}}{\mu^{m+r}}\right]^{+} \tag{3.1}
\end{equation*}
$$

Let $G$ be the group of $\mu^{m}$-division points of $F$. Then there is a group isomorphism

$$
\begin{equation*}
G \cong \mu^{-m} / \mathcal{O}_{K} \tag{3.2}
\end{equation*}
$$

We set $E=\mathcal{O}_{K} / \boldsymbol{h}^{m}$, a finite ring. We view $\Gamma$ and $G$ as $E$-modules via (3.1) and (3.2). Both are free $E$-modules of rank one. We write the $E$-actions on $\Gamma$ and $G$ exponentially as $\gamma^{[e]}, g^{[e]}$ for $\gamma \in \Gamma, g \in G$ and $e \in E$. Let $\gamma$ be an $E$-generator of $\Gamma$ and $\omega=\omega_{m}$ a primitive $\not \mu^{m}$-division point of $F$, i.e., an $E$-generator of $G$. From [11] and [12] we see that $\mathscr{A}_{N^{\prime} / L^{\prime}}$, the associated order of $N^{\prime} / L^{\prime}$, can be described as an $\mathcal{O}_{L^{\prime}}$-module by

$$
\begin{equation*}
\mathscr{A}_{N^{\prime} / L^{\prime}}=O_{L^{\prime}} \cdot 1_{\Gamma}+\sum_{i=0}^{q^{m}-2} \mathcal{O}_{L^{\prime}} \cdot \sigma_{i} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{i}=\lambda^{-m} \sum_{e \in E}\left(\omega^{[e]}\right)^{i}\left(\gamma^{[e]}-1_{\Gamma}\right) \in \mathscr{A}_{N^{\prime} / L^{\prime}} \text { for } i \geq 0 \tag{3.4}
\end{equation*}
$$

and $q=\left|\mathcal{O}_{K} / h\right|$.

We obtain the following characterisation of $\mathscr{A}$ from [10].
Proposition (3.5). The associated order $\mathscr{A}$ is described locally for each prime $\ell$ of $\mathcal{O}_{L}$ as follows:

$$
\mathscr{A}_{\ell}= \begin{cases}\mathcal{O}_{L^{\prime}} \Gamma & \text { if } \ell+\neq \\ \mathscr{A}_{N^{\prime} / L^{\prime}} & \text { if } \ell \mid \nmid\end{cases}
$$

where $\mathscr{A}_{N^{\prime} / L^{\prime}}$ is as in (3.3).
As a corollary, in [10] it is shown that $\mathcal{O}_{N}$ is a locally free $\mathscr{A}$-module. Moreover, it is easy to see that $\lambda^{-m} \Sigma \in \mathscr{A}$ so that the elliptic Swan module $I_{s}$ is an $\mathscr{A}$-ideal for each $s \in \mathbf{Z}, p+s$.

For an element $x=\sum_{\delta \in \Gamma} a_{\delta} \delta \in L \Gamma$ we define its antipode by $\bar{x}=$ $\sum_{\delta \in \Gamma} a_{\delta} \delta^{-1}$. From (3.5) we obtain as in [12]:

Corollary (3.6). If $x \in \mathscr{A}$, then $\bar{x} \in \mathscr{A}$.
Next, we set $\mathscr{R}_{N}=\mathcal{O}_{L}+2 \mathcal{O}_{N}$, an $\mathcal{O}_{L}$-order in $N$. From [10] we obtain that $\mathscr{R}_{N}$ is a free $\mathscr{A}$-module of rank one. In addition, $\mathscr{R}_{N}=\mathscr{O}_{L} \cdot I_{2}$. Therefore, we have the following (cf. [10]).

Proposition (3.7). The ring of algebraic integers $\mathcal{O}_{N}$ is a free $\mathscr{A}$-module if, and only if, $I_{2}$ is a principal $\mathscr{A}$-ideal.

## 4. Fueter's elliptic functions

Let $\Omega=\mathbf{Z} \omega_{1}+\mathbf{Z} \omega_{2}$ be a lattice in the complex plane with $\operatorname{im}\left(\omega_{1} / \omega_{2}\right)>0$. Let us denote by $\mathscr{P}_{\Omega}$ the usual Weierstrass $\mathscr{P}$-function (for $\Omega$ ):

$$
\begin{equation*}
\mathscr{P}_{\Omega}(z)=z^{-2}+\sum_{\omega \in \Omega \backslash 0}\left\{(z-\omega)^{-2}-w^{-2}\right\} . \tag{4.1}
\end{equation*}
$$

We shall simply write $\mathscr{P}$ for $\mathscr{P}_{\Omega}$ whenever $\Omega$ is clear from the context. Let us fix $\Omega$.

The Weierstrass $\mathscr{P}$-function and its derivative $\mathscr{P}^{\prime}$ are elliptic functions (for $\Omega$ ) and there is an isomorphism called the Weierstrass model

$$
\begin{equation*}
\mathrm{C} / \Omega \underset{\rightarrow}{\leftrightarrows} \mathscr{E} \tag{4.2}
\end{equation*}
$$

where $\mathscr{E}: y^{2}=4 x^{3}-g_{2} x-g_{3}$ is an elliptic curve and the above isomor-
phism is given by

$$
z \mapsto \begin{cases}\left(\mathscr{P}(z): \mathscr{P}^{\prime}(z): 1\right), & z \notin \Omega \\ (0: 1: 0), & z \in \Omega\end{cases}
$$

and $g_{2}=g_{2}(\Omega), g_{3}=g_{3}(\Omega)$ are defined as usual.
Let $c, d$ be two constants satisfying

$$
\begin{equation*}
4 d^{3}-g_{2} d-g_{3}=0, \quad 4 c^{4}=12 d^{2}-g_{2} \tag{4.3}
\end{equation*}
$$

Then $c \neq 0$ and we set $f=12 d c^{-2}$. The change of variables

$$
(x, y) \mapsto\left(c^{2} x+d, c^{3} y\right)
$$

on the affine equation of $\mathscr{E}$ gives an elliptic curve $\mathscr{E}_{1}: y^{2}=4 x^{3}+f x^{2}+4 x$, and there is an isomorphism

$$
\begin{equation*}
\mathbf{C} / \Omega \stackrel{\sim}{\rightarrow} \mathscr{E}_{1} \tag{4.4}
\end{equation*}
$$

given by

$$
z \mapsto \begin{cases}\left(c^{-2}(\mathscr{P}(z)-d): c^{-3} \mathscr{P}^{\prime}(z): 1\right), & z \notin \Omega \\ (0: 1: 0), & z \in \Omega\end{cases}
$$

The addition formula on the elliptic curve $\mathscr{E}_{1}$ (cf. [5]), shows that there is a non-zero point $Q$ of order 4 in $\mathscr{E}_{1}$ such that

$$
\begin{equation*}
x(Q)=1, \quad x(2[Q])=0 \tag{4.5}
\end{equation*}
$$

Moreover, for any point $P$ in $\mathscr{E}_{1}, P \neq 0,2[Q]$,

$$
\begin{align*}
& x(P+2[Q])=(x(P))^{-1}  \tag{4.6}\\
& y(P+2[Q])=-y(P)(x(P))^{-2}
\end{align*}
$$

We let $P \mapsto P+2[Q]$ on $\mathscr{E}_{1}$. This induces a change of variables

$$
(x, y) \mapsto\left(x^{-1},-y x^{-2}\right)
$$

Therefore, we obtain an isomorphism

$$
\begin{equation*}
\mathbf{C} / \Omega \underset{\rightarrow}{\mathscr{E}}(f) \tag{4.7}
\end{equation*}
$$

given by

$$
z \mapsto \begin{cases}\left(c^{2}(\mathscr{P}(z)-d)^{-1}:-c \mathscr{P}^{\prime}(z)(\mathscr{P}(z)-d)^{-2}: 1\right), & \mathscr{P}(z) \neq d \\ (0: 1: 0), & \mathscr{P}(z)=d\end{cases}
$$

where $\mathscr{E}(f): y^{2}=4 x^{3}+f x^{2}+4 x$ is an elliptic curve with the identity of the group law at the origin $0=(0: 0: 1)$.

Let $\psi$ be a primitive 4 -division point of $\mathbf{C} / \Omega$ that corresponds to $Q$ in $\mathscr{E}_{1}$. Then from (4.4) and (4.5) we obtain

$$
\begin{equation*}
d=\mathscr{P}(2 \psi), \quad c^{2}=\mathscr{P}(\psi)-\mathscr{P}(2 \psi) \tag{4.8}
\end{equation*}
$$

Conversely, let $\psi$ be any primitive 4-division point of $\mathbf{C} / \Omega$. We set $c$ and $d$ to be constants given by (4.8), then $c$ and $d$ satisfy (4.3).

Let us now fix a primitive 4-division point $\psi$ of $\mathbf{C} / \Omega$. Let $c$ and $d$ be given by (4.8). We set a complex number $t_{\psi}=f$. We define the Fueter elliptic functions $T_{\psi}, T_{1, \psi}$ by

$$
\begin{align*}
T_{\psi}(z) & =\frac{\mathscr{P}(\psi)-\mathscr{P}(2 \psi)}{\mathscr{P}(z)-\mathscr{P}(2 \psi)}  \tag{4.9}\\
T_{1, \psi} & =(\mathscr{P}(\psi)-\mathscr{P}(2 \psi))^{-1 / 2} T_{\psi}^{\prime}(z)
\end{align*}
$$

Fueter first defined these functions in [3].
Let $\mathscr{E}_{\psi}: y^{2}=4 x^{3}+t_{\psi} x^{2}+4 x$ be an elliptic curve with identity of the group law at the origin $\mathbf{0}=(0: 0: 1)$. From (4.7) and (4.8) we obtain an isomorphism called the Fueter model,

$$
\begin{equation*}
\xi: \mathbf{C} / \Omega \underset{\rightarrow}{\rightarrow} \mathscr{E}_{\psi} \tag{4.10}
\end{equation*}
$$

given by

$$
\xi(z)= \begin{cases}\left(T_{\psi}(z): T_{1, \psi}(z): 1\right), & z \neq 2 \psi \\ (0: 1: 0), & z=2 \psi\end{cases}
$$

We also note the $j$-invariant,

$$
j\left(\mathscr{E}_{\psi}\right)=\frac{\left(\Delta\left(\mathscr{E}_{\psi}\right)+16\right)^{3}}{\Delta\left(\mathscr{E}_{\psi}\right)}
$$

where $\Delta\left(\mathscr{E}_{\psi}\right)=t_{\psi}^{2}-2^{6}$. Moreover, the discriminant is $4 \Delta\left(\xi_{\psi}\right)$. In the sequel we shall write $t=t_{\psi}, T=T_{\psi}$ etc. whenever $\psi$ is clear from the context. We
now fix $\psi$. We set

$$
D(z)=\frac{T(z)}{T_{1}(z)}
$$

We note the following properties of Fueter functions.
First, from (4.6) we obtain
(4.11) (inversion formula) $T(z) T(z+2 \psi)=1$.

Second, we note from [1, Chapter IV] that
(4.12) (addition formula)

$$
T(u+v)=\frac{\left[D^{-1}(u)+D^{-1}(v)\right]^{2} T(u) T(v)}{4[1-T(u) T(v)]^{2}}
$$

and
(4.13) (difference formula)

$$
[T(u)-T(v)]^{2}[T(u+v)-T(u-v)]=T(u+v) T(u-v) T_{1}(u) T_{1}(v)
$$

From now on we shall take $\Omega=\mathcal{O}_{K}$. Then $\mathscr{E}_{\psi}$ has complex multiplication by $\mathcal{O}_{K}$. From [1] we know that $t$ is an algebraic integer. Since 2 splits in $K / \mathbf{Q}$, there is a primitive 4 -division point $\psi$ on $\mathbf{C} / \mathcal{O}_{K}$ such that $2 \psi$ has annihilator $2 \mathcal{O}_{K}$. We shall take this particular 4-division point $\psi$ in defining $\mathscr{E}_{\psi}, t_{\psi}, T_{\psi}$ etc. . In this case from [1, Chapter IX] we know that $t^{2}-2^{6}$ is a unit in $K(4)$, the $K$ ray classfield $\bmod 4 \mathscr{O}_{K}$ and $K(t)=K(4)$.

We next note the following result on the singular values of $T$ and $T_{1}$ (cf. [1, Chapter IX]).

Proposition (4.14). Let $\beta$ be a primitive $\mu^{s}$-division point of $\mathbf{C} / \Omega$, where $s$ is a positive integer. Then:
(i) $T(\beta) \in \mathcal{O}_{K\left(4 \kappa^{s}\right)}$.
(ii) $T_{1}(\beta) \in K\left(8 \beta^{s}\right)$.
(iii) $\mathcal{O}_{K\left(4 \not \mu^{s}\right)}=\mathcal{O}_{K(4)}[T(\beta+\underline{\psi})]$. Moreover, $T(\beta+\psi)$ is a unit in $K\left(4 \mu^{s}\right)$.
(iv) $T_{1}(\beta+\psi)$ is a unit in $\overline{\mathbf{Q}}$.

Remark (4.15). For (4.14) (iv) we need the fact that $t^{2}-2^{6}$ is a unit.

## 5. The resolvent element

We keep the earlier notation. From now on we shall also assume that $\not p$ is inert in $K / \mathbf{Q}$, so that we may take $\lambda=p$. The group of $p^{m}$-division points of

C/ $\Omega$ is a rank one free $E$-module. We again write the $E$-action on this group exponentially. Let us denote by $\sigma_{1}, \sigma_{2}$ the non-zero 2 -division points of $\mathbf{C} / \Omega$ distinct from $2 \psi$.

We define a group homomorphism $\Psi$ given by the composite

$$
\begin{equation*}
E^{+} \xrightarrow{\mathrm{Tr}_{K / Q}}\left(\mathbf{Z} / p^{m} \mathbf{Z}\right)^{+} \xrightarrow{\exp } \mathbf{C}^{\times} \tag{5.1}
\end{equation*}
$$

where $\exp \left(k \bmod p^{m}\right)=e^{2 \pi i\left(k / p^{m}\right)}$ for $k \in \mathbf{Z}$.
Abel's resolvent function $R_{\mu}$ for $\mu \in E$ is defined by

$$
\begin{equation*}
R_{\mu}(z)=\sum_{e \in E} D\left(z+\alpha^{e}\right) \Psi(2 \mu e) \quad \text { for } z \in \mathbf{C} \tag{5.2}
\end{equation*}
$$

We set $\Lambda=p^{-m} \Omega$ and view $\psi$ (respectively, $\sigma_{1}, \sigma_{2}$ ) as a 4-division point (respectively, 2 -division points) of $\mathbf{C} / \Lambda$. There is an elliptic analogue of the Gauss sum conductor formula (cf. [1, Chapter VI]):

Proposition (5.3). Let $\mu \in E$.
(i) If $\mu=0$, then $R_{0}(z)=p^{m} D\left(p^{m} z\right)$.
(ii) If $\mu \neq 0$, then

$$
R_{\mu}(z) R_{-\mu}(z)=p^{2 m} D^{2}\left(p^{m} z\right) \prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(z+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)}
$$

where $\theta$ is a non-zero $p^{m}$-division point of $\mathbf{C} / \Lambda$ and depends on $\mu$.
Let $\gamma$ be an $E$-generator of $\Gamma$.
Definition (5.4). We define the resolvent element $\rho$ associated with $\alpha$ and $\gamma$ by

$$
\rho=p^{-m} \sum_{e \in E} \frac{D\left(\alpha^{e}+\psi\right)}{D\left(p^{m} \psi\right)} \gamma^{[e]}
$$

We shall call the element $\rho \bar{\rho}$ the conductor element (associated with $\alpha$ and $\gamma$ ).
We note the following instance of Shimura's reciprocity law (cf. [10]).
Proposition (5.5). Let $(-, K)$ denote the Artin map of the global class field theory. Let $\beta_{1}, \beta_{2}$ be points of finite order of $\mathbf{C} / \Omega$ which are not 2 -division points. Then for a unit idele $u \in K$ with $u \equiv 1 \bmod 4 \mathcal{O}_{k}$,

$$
\left[\frac{D\left(\beta_{1}\right)}{D\left(\beta_{2}\right)}\right]^{\left(u^{-1}, K\right)}=\frac{D\left(u \cdot \beta_{1}\right)}{D\left(u \cdot \beta_{2}\right)}
$$

with the natural action of unit ideles of $K$ on points of finite order of $\mathbf{C} / \Omega$.

Corollary (5.6). With the above notation, for each $e \in E$,

$$
\frac{D\left(\alpha^{e}\right)}{D(\psi)}, \frac{D\left(\alpha^{e}+\psi\right)}{D\left(p^{m} \psi\right)} \in K\left(4 \not \ell^{m}\right)
$$

From (4.14) we deduce that $D\left(\alpha^{e}+\psi\right)$ is a unit in $\overline{\mathbf{Q}}$ for each $e \in E$. Moreover, since

$$
D^{2}\left(p^{m} \psi\right)=D^{2}(\psi)=(t+8)^{-1} \in \mathcal{O}_{K(4)}^{\times}
$$

in view of the above corollary we obtain:
Lemma (5.7). $\quad$ The resolvent element $\rho$ is such that $p^{m} \rho \in \mathcal{O}_{L} \Gamma$.
We shall now define an irreducible character of the abelian group $\Gamma$ for each $\mu \in E$. Let $\mu \in E$. We define a group homomorphism

$$
\begin{equation*}
\chi_{\mu}: \Gamma \rightarrow \mathbf{C}^{\times} \tag{5.8}
\end{equation*}
$$

by

$$
\chi_{\mu}\left(\gamma^{[e]}\right)=\Psi(2 \mu e) \quad \text { for } e \in E
$$

Since $K_{h} / \mathbf{Q}_{p}$ is unramified, it follows that the irreducible characters of $\Gamma$ are precisely $\chi_{\mu}, \mu \in E$. Next, we note that for any $x \in \overline{\mathbf{Q}} \Gamma$, we have

$$
\begin{equation*}
x=\sum_{\mu \in E} \chi_{\mu}(x) e_{\chi_{\mu}} \tag{5.9}
\end{equation*}
$$

where $e_{\chi_{\mu}}$ is the idempotent associated to $\chi_{\mu}$ given by

$$
e_{\chi_{\mu}}=p^{-2 m} \sum_{\delta \in \Gamma} \chi_{\mu}\left(\delta^{-1}\right) \delta .
$$

By class field theory, $L$ is a splitting field for $\Gamma$, i.e.,

$$
L \Gamma=\sum_{\mu \in E} L \cdot e_{\chi_{\mu}}
$$

We now observe that

$$
\begin{equation*}
\chi_{\mu}(\rho)=p^{-m} \frac{R_{\mu}(\psi)}{D\left(p^{m} \psi\right)}, \quad \chi_{\mu}(\bar{\rho})=p^{-m} \frac{R_{-\mu}(\psi)}{D\left(p^{m} \psi\right)} \tag{5.10}
\end{equation*}
$$

Therefore, from (5.3) we deduce

$$
\chi_{\mu}(\rho \bar{\rho})= \begin{cases}\prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(\psi+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} & \text { if } \mu \neq 0  \tag{5.11}\\ 1 & \text { if } \mu=0\end{cases}
$$

where $\theta$ is a non-zero $p^{m}$-division point of $\mathbf{C} / \Omega$ which depends on $\mu$.
In §6, using $q$-expansions, we shall show that

$$
\begin{equation*}
a_{\mu}=\frac{1}{4} \prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(\psi+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} \quad \text { is a unit in } \overline{\mathbf{Q}} . \tag{5.12}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\rho \bar{\rho}=e_{\chi_{0}}+4 \sum_{\mu \in E \backslash 0} a_{\mu} e_{\chi_{\mu}} \tag{5.13}
\end{equation*}
$$

where $a_{\mu}$ is a unit in $L$.
Let $\mathscr{M}$ be the unique maximal $\mathcal{O}_{L}$-order in $L \Gamma$. Then

$$
\begin{equation*}
\mathscr{M}=\sum_{\mu \in E} \mathcal{O}_{L} \cdot e_{\chi_{\mu}} \tag{5.14}
\end{equation*}
$$

Proposition (5.15). For the maximal order $\mathscr{M}$ in $L \Gamma$, we have

$$
\left(4, p^{-m} \Sigma\right) \mathscr{M}=\rho \bar{\rho} \mathscr{M}
$$

Proof. From (5.13) and (5.14) we see that

$$
\rho \bar{\rho} \mathscr{M}=\mathcal{O}_{L} \cdot e_{\chi_{0}}+4 \sum_{\mu \in E \backslash 0} \mathcal{O}_{L} \cdot e_{\chi_{\mu}} .
$$

On the other hand,

$$
\left(4, p^{-m} \Sigma\right) \mathscr{M}=\left(4 \mathcal{O}_{L}+p^{m} \mathcal{O}_{L}\right) \cdot e_{\chi_{0}}+4 \sum_{\mu \in E \backslash 0} \mathcal{O}_{L} \cdot e_{\chi_{\mu}}
$$

and $4 \mathcal{O}_{L}+p^{m} \mathcal{O}_{L}=\mathcal{O}_{L}$.
For the next proposition let $J_{q}$ denote the localization (not completion) of an ideal $J$ of $\mathscr{A}$ at prime $q$ of $\mathscr{O}_{L}$.

Proposition (5.16). If the conductor element $\rho \bar{\rho}$ lies in $\mathscr{A}$ then $I_{4}=\rho \bar{\rho} \mathscr{A}$.
Proof. Let $\rho \bar{\rho} \in \mathscr{A}$. Since $I_{4}, \rho \bar{\rho} \mathscr{A}$ are both ideals of $\mathscr{A}$ it suffices to show equality locally.

Let $q$ be a prime of $\mathcal{O}_{L}$. If $q+\beta$ then $\mathcal{O}_{L_{q}} \Gamma=\mathscr{M}_{q}$ so that $\mathscr{A}_{q}=\mathscr{M}_{q}$, and the equality follows from (5.15).

Now assume that $q \mid \nmid$. In this case, $\left(I_{4}\right)_{q}=\mathscr{A}_{q}$, and from (5.15) we obtain $\mathscr{M}_{q}=\rho \bar{\rho} \mathscr{M}_{q}$. Therefore, $\rho \bar{\rho} \in \mathscr{A}_{q} \cap \mathscr{M}_{q}^{\times}=\mathscr{A}_{q}^{\times}$implying that $\rho \bar{\rho} \mathscr{A}_{q}=\mathscr{A}_{q}$.

Corollary (5.17). If the conductor element $\rho \bar{\rho}$ lies in $\mathscr{A}$, then $I_{2}$ is a principal $\mathscr{A}$-ideal.

Proof. From (5.16) we see that the elliptic Swan class [ $I_{4}$ ] is trivial in the elliptic Swan subgroup $T(\mathscr{A}, \mathbf{Z})$. Thus, the order of the Swan class $\left[I_{2}\right]$ is either 1 or 2 . By (2.2) $|T(\mathscr{A}, \mathbf{Z})|$ is odd, hence $\left[I_{2}\right]=0$ in $T(\mathscr{A}, \mathbf{Z})$.

In §8 we look at the question of the conductor element $\rho \bar{\rho}$ being in the associated order $\mathscr{A}$.

## 6. q-expansions

Let $h$ be the upper half plane of complex numbers. We let $h^{*}=h \cup \mathbf{Q} \cup$ $\{\infty\}$, the completion of $h$. Set $\Gamma=S L_{2}(\mathbf{Z})$. We remark that in this section only, $\Gamma$ does not denote a Galois group. We view each $\gamma \in \Gamma$ as a linear fractional transformation on $h^{*}$ given by

$$
\gamma(z)=\frac{a z+b}{c z+d} \quad \text { where } \gamma=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] .
$$

For a complex valued function $f, \gamma \in \Gamma, z \in \mathbf{C}$ we write

$$
\left.f\right|_{\gamma}(z)=f(\gamma(z))
$$

Definition (6.1). Let $\Delta$ be subgroup of $\Gamma$ of finite index. Let $f$ be a meromorphic function on $h$. We call $f$ a modular function for $\Delta$ if
(i) $\left.f\right|_{\delta}=f$ for $\delta \in \Delta$, and
(ii) $f$ is meromorphic at every cusp of $\Delta$.

For a fixed positive integer $n$ we set

$$
\Gamma(n)=\left\{\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in \Gamma: a \equiv d \equiv 1 \bmod n ; b \equiv c \equiv 0 \bmod n\right\}
$$

the principal congruence subgroup of level $n$. A meromorphic function $f$ is a
modular function for $\Gamma(n)$ if, and only if,
(6.2) $\left.f\right|_{\gamma}$ is meromorphic at the standard cusp $\infty$ for each $\gamma \in \Gamma$, and (6.1)(i) holds.

Moreover, by standard theory, $f$ is meromorphic at the cusp $\infty$ if, and only if, $f$ has a Laurent series expansion with finitely many polar terms in $q_{z}^{1 / n}$ where $q_{z}=e^{2 \pi i z}$. We call this Laurent series the $q$-expansion of $f$ at the standard cusp $\infty$. In general, the $q$-expansion of a modular function $f$ for $\Gamma(n)$ at a cusp $s$ is defined to be the $q$-expansion of $\left.f\right|_{\gamma}$ at $\infty$ where $\gamma \in \Gamma$ is such that $\gamma(s)=\infty$.

Let $\zeta_{n}$ be a primitive $n$-th root of unity in some fixed algebraic closure $\overline{\mathbf{Q}}$ of Q. We define the ring $S_{n}$ by

$$
S_{n}=\mathbf{Z}\left[\zeta_{n}\right]\left(\left(q_{z}^{1 / n}\right)\right)
$$

We have the following $q$-expansion principle from [1, (5.5), Chapter VII].
Proposition (6.3). Let $\tau \in h$ and $\Omega_{\tau}=\mathbf{Z} \tau+\mathbf{Z}$ be a lattice with complex multiplication. Let $f$ be a modular function for $\Gamma(n)$ which is finite on $h$.
(i) If the q-expansions of $f$ at all cusps of $\Gamma(n)$ lie in $S_{n}$, then $f(\tau)$ is an algebraic integer.
(ii) Moreover, if the $q$-expansions of $f$ at all cusps lie in $S_{n}^{\times}$and $f$ is non-zero on $h$, then $f(\tau)$ is a unit in $\overline{\mathbf{Q}}$.

For $f, g \in S_{n}$, we write $f \sim g$ whenever $f=g h, h \in S_{n}^{\times}$. Moreover, for two modular functions $f, g$ for $\Gamma(n)$, we write $f \approx g$ whenever their $q$-expansions at each cusp of $\Gamma(n)$ are $\sim$-equivalent. We note that both $\sim$ and $\approx$ are equivalence relations on $S_{n}$ and modular functions for $\Gamma(n)$ respectively. Furthermore, if $f \approx g$ for $\Gamma(n)$, then $f \approx g$ for $\Gamma(n k), k>0$.

We fix some notation. Let $\mathbf{x} \in(\mathbf{Q} / \mathbf{Z})^{(2)}$. We view $\mathbf{x}$ as $\mathbf{x}=\left(x_{1}, x_{2}\right)$ where $x_{i} \in[0,1)$ for $i=1,2$. For non-zero $n \mathbf{Z}$-division points $\mathbf{a}_{i} \in(\mathbf{Q} / \mathbf{Z})^{(2)}$, with $1 \leq i \leq 4$ and $\mathbf{a}_{1} \neq \pm \mathbf{a}_{2}, \mathbf{a}_{3} \neq \pm \mathbf{a}_{4}$, we define a modular function for $\Gamma(n)$ which is non-zero and finite on $h$ by

$$
F_{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}, \mathbf{a}_{4}}(z)=\frac{\mathscr{P}_{z}\left(\mathbf{a}_{1}\left[\begin{array}{l}
\omega_{1}  \tag{6.4}\\
\omega_{2}
\end{array}\right]\right)-\mathscr{P}_{z}\left(\mathbf{a}_{3}\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]\right)}{\mathscr{P}_{z}\left(\mathbf{a}_{2}\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]\right)-\mathscr{P}_{z}\left(\mathbf{a}_{4}\left[\begin{array}{c}
\omega_{1} \\
\omega_{2}
\end{array}\right]\right)}
$$

where $z=\omega_{1} / \omega_{2} \in h, \mathscr{P}_{z}=\mathscr{P}_{\Omega_{z}}$ and $\Omega_{z}=\mathbf{Z} \omega_{1}+\mathbf{Z} \omega_{2}$ is a lattice in $\mathbf{C}$. Often the function $F(z)$ is called a Weierstrass modular unit.

Next, let $\mathbf{d} \in(\mathbf{Q} / \mathbf{Z})^{(2)}$ be a primitive $4 \mathbf{Z}$-division point. We set

$$
t_{\mathbf{d}}(z)=\frac{12 \mathscr{P}_{z}\left(2 \mathbf{d}\left[\begin{array}{c}
\omega_{1}  \tag{6.5}\\
\omega_{2}
\end{array}\right]\right)}{\mathscr{P}_{z}\left(\left[\begin{array}{c}
\omega_{1} \\
\omega_{2}
\end{array}\right]\right)-\mathscr{P}_{z}\left(2 \mathbf{d}\left[\begin{array}{l}
\omega_{1} \\
\omega_{2}
\end{array}\right]\right)}
$$

Then we define

$$
\begin{equation*}
\phi_{\mathbf{d}}(z)=t_{\mathbf{d}}^{2}(z)-2^{6} \tag{6.6}
\end{equation*}
$$

From (1.2), (1.7) of Chapter VIII of [1] we obtain:
Proposition (6.7). Let d be a primitive 4Z-division point in $(\mathbf{Q} / \mathbf{Z})^{(2)}$. Then $\phi_{\mathbf{d}}$ is a modular function for $\Gamma(4)$. Moreover, the $q$-expansion of $\phi_{\mathbf{d}}$ at $\infty$ is ~ equivalent to

$$
\begin{array}{ll}
1 & \text { if } 2 d_{1} \neq 0 \\
2^{12} & \text { if } 2 d_{1}=0
\end{array}
$$

Now we note the following result on the $q$-expansion of the Weierstrass $\mathscr{P}$-function (cf. (3.2), Chapter VIII [1]).

Proposition (6.8). Let a be a primitive $n \mathbf{Z}$-division point in $(\mathbf{Q} / \mathbf{Z})^{(2)}$. We set $\zeta_{n}=e^{2 \pi i / n}$. Then in the $q$-expansion of $(2 \pi i)^{-2} \mathscr{P}_{z}(\mathbf{a})-1 / 12$, the leading term is

$$
\begin{array}{ll}
\zeta_{n}^{n a_{2}}\left(1-\zeta_{n}^{n a_{2}}\right)^{-2} & \text { if } a_{1}=0 \\
\zeta_{n}^{n a_{2}} q^{a_{1}} & \text { if } 0<a_{1}<1 / 2 \\
\zeta_{n}^{-n a_{2}} q^{1-a_{1}} & \text { if } 1 / 2<a_{1}<1 \\
\left(\zeta_{n}^{-n a_{2}}+\zeta_{n}^{n a_{2}}\right) q^{1 / 2} & \text { if } a_{1}=1 / 2 \text { and } n \neq 4 \\
-6 q & \text { if } a_{1}=1 / 2 \text { and } n=4
\end{array}
$$

Moreover, all subsequent coefficients in this q-expansion lie in $\mathbf{Z}\left[\zeta_{n}\right]$.
Let $m>0$ be a fixed integer. Let $\mathbf{b}$ be a non-zero $p^{m} \mathbf{Z}$-division point of $(\mathbf{Q} / \mathbf{Z})^{(2)}$. Let $\mathbf{d}$ be a primitive $4 \mathbf{Z}$-division point of $(\mathbf{Q} / \mathbf{Z})^{(2)}$. Let $\mathbf{c}(1), \mathbf{c}(2)$ be non-zero $2 \mathbf{Z}$-division points of $(\mathbf{Q} / \mathbf{Z})^{(2)}$ distinct from $2 \mathbf{d}$. We define a modular function $E_{\mathrm{d}, \mathrm{b}}$ for $\Gamma\left(4 p^{m}\right)$ as follows:

$$
\begin{equation*}
E_{\mathbf{d}, \mathbf{b}}=\prod_{k=1}^{2} F_{\mathbf{d}+2 k \mathbf{d}, \mathbf{b}, \mathbf{c}(k), \mathbf{b}} \prod_{k=1}^{2} F_{\mathbf{d}+\mathbf{c}(k), \mathbf{b}, \mathbf{c}(k), \mathbf{b}} \tag{6.9}
\end{equation*}
$$

We now use (6.8) to show the following.
Proposition (6.10). Let be be non-zero $p^{m} \mathbf{Z}$-division point of $(\mathbf{Q} / \mathbf{Z})^{(2)}$ and let $\mathbf{d}$ be a primitive $4 \mathbf{Z}$-division point of $(\mathbf{Q} / \mathbf{Z})^{(2)}$. Then $E_{\mathrm{d}, \mathrm{b}}^{2} \approx 2^{8} \phi_{\mathbf{d}}^{-1}$.

Proof. By abuse of notation, we shall write $f$ for the $q$-expansion of a modular function $f$ at a given cusp. We must show that $E_{\mathrm{d}, \mathrm{b}}^{2} \sim 2^{8} \phi_{\mathrm{d}}^{-1}$ at each cusp. For $\gamma \in \Gamma$,

$$
\left.E_{\mathbf{d}, \mathbf{b}}\right|_{\gamma}=E_{\mathbf{d} \gamma, \mathbf{b} \gamma},\left.\quad \phi_{\mathbf{d}}\right|_{\gamma}=\phi_{\mathbf{d} \gamma}
$$

Moreover, $\mathbf{d} \gamma$ is a primitive $4 \mathbf{Z}$-division point and $\mathbf{b} \gamma$ is a non-zero $p^{m} \mathbf{Z}$-division point in $(\mathbf{Q} / \mathbf{Z})^{(2)}$. Therefore, in view of (6.2), it suffices to show that for all choices of primitive $4 \mathbf{Z}$-division points $\mathbf{d}^{\prime}$ and non-zero $p^{m} \mathbf{Z}$-division points $\mathbf{b}^{\prime}$ in $(\mathbf{Q} / \mathbf{Z})^{(2)}$,

$$
\begin{equation*}
E_{\mathbf{d}^{\prime}, \mathbf{b}^{\prime}} \sim 2^{8}{\phi_{\mathbf{d}^{\prime}}^{-1}}^{-1} \text { at the standard cusp } \infty \tag{6.11}
\end{equation*}
$$

For convenience we write $\mathbf{d}$ for $\mathbf{d}^{\prime}$ and $\mathbf{b}$ for $\mathbf{b}^{\prime}$. From now on a $q$-expansion means a $q$-expansion at the cusp $\infty$. From (6.8) we find the leading coefficient in the $q$-expansion of $(2 \pi i)^{-2}\left(\mathscr{P}_{z}(\mathbf{d})-\mathscr{P}_{z}(\mathbf{b})\right)$ to be

$$
\begin{array}{ll}
-\frac{1}{2}-\eta(1-\eta)^{-2} & \text { if } b_{1}=0, d_{1}=0 \\
-\frac{1}{2} & \text { if } b_{1} \neq 0, d_{1}=0  \tag{6.12}\\
-\eta(1-\eta)^{-2} & \text { if } b_{1}=0, d_{1} \neq 0 \\
\text { root of unity in } \mathbf{Z}[i, \eta] & \text { if } b_{1} \neq 0, d_{1} \neq 0
\end{array}
$$

where $\eta \neq 1$ is a $p^{m}$-th root of unity. Furthermore, all subsequent coefficients are in $\mathbf{Z}[i, \eta]$.

Similarly the leading coefficient in the $q$-expansion of $(2 \pi i)^{-2}\left(\mathscr{P}_{z}(\mathbf{f})-\mathscr{P}_{z}(\mathbf{b})\right)$ for a non-zero 2Z-division point $\mathbf{f}$ in $(\mathbf{Q} / \mathbf{Z})^{(2)}$ (cf. (3.6), Chapter VIII [1]) is

$$
\begin{array}{ll}
-\frac{1}{4}-\eta(1-\eta)^{-2} & \text { if } b_{1}=0, f_{1}=0 \\
-\frac{1}{4} & \text { if } b_{1} \neq 0, f_{1}=0  \tag{6.13}\\
-\eta(1-\eta)^{-2} & \text { if } b_{1}=0, f_{1} \neq 0 \\
\text { root of unity in } \mathbf{Z}[\eta] & \text { if } b_{1} \neq 0, f_{1} \neq 0
\end{array}
$$

We also note that all other coefficients are in $\mathbf{Z}[\eta]$.

From (6.12) and (6.13) we obtain

$$
\prod_{k=1}^{2} F_{\mathrm{d}+2 k \mathrm{~d}, \mathbf{b}, \mathbf{c}(k), \mathrm{b}} \sim \begin{cases}4 & \text { if } 2 d_{1} \neq 0  \tag{6.14}\\ \frac{1}{4} & \text { if } d_{1}=0 \\ 1 & \text { if } d_{1}=\frac{1}{2}\end{cases}
$$

Now let e be a non-zero $2 \mathbf{Z}$-division point in $(\mathbf{Q} / \mathbf{Z})^{(2)}$ distinct from $2 d$. We write $\mathbf{h}=\mathbf{d}+\mathbf{e}$. Then $2 h_{1} \neq 0$ if, and only if, $2 d_{1} \neq 0$. Moreover, $h_{1}=0$ if, and only if, $d_{1}=1 / 2$. We also observe that the set $\{\mathbf{h}, \mathbf{h}+2 \mathbf{h}\}$ equals the set $\{\mathbf{d}+\mathbf{c}(1), \mathbf{d}+\mathbf{c}(2)\}$. Therefore, using (6.14), we see that

$$
\prod_{k=1}^{2} F_{\mathbf{d}+\mathbf{c}(k), \mathbf{b}, \mathbf{c}(k), \mathbf{b}} \sim \begin{cases}4 & \text { if } 2 d_{1} \neq 0  \tag{6.15}\\ \frac{1}{4} & \text { if } d_{1}=\frac{1}{2} \\ 1 & \text { if } d_{1}=0\end{cases}
$$

Combining (6.14) and (6.15), we obtain

$$
E_{\mathrm{d}, \mathrm{~b}} \sim \begin{cases}2^{4} & \text { if } 2 d_{1} \neq 0  \tag{6.16}\\ 2^{-2} & \text { if } 2 d_{1}=0\end{cases}
$$

From (6.16) and (6.7), we immediately see that $E_{d, \mathrm{~b}}^{2} \sim 2^{8} \phi_{\mathrm{d}}{ }^{-1}$. This proves (6.11).

Corollary (6.17). With the notation above, the q-expansions of

$$
2^{-12}\left(\prod_{k=1}^{2} F_{\mathbf{d}+2 k \mathbf{d}, \mathbf{b}, \mathbf{c}(k), \mathbf{b}}\right)^{6} \phi_{\mathbf{d}}^{2}
$$

at all cusps of $\Gamma\left(4 p^{m}\right)$ lie in $S_{4 p^{m}}$.
Proof. This follows from (6.14) and (6.7).
The purpose of $q$-expansion results (6.10) and (6.17) is to show (5.12).
Theorem (6.18). With the notation of $\S 5$, we have

$$
\prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(\psi+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} \in 4 \overline{\mathcal{O}}^{\times}
$$

where $\overline{\mathcal{O}}$ is the ring of integers of $\overline{\mathbf{Q}}$.

Proof. Let $\Omega=\mathcal{O}_{K}=\mathbf{Z} \omega_{1}+\mathbf{Z} \omega_{2}$. Then $\Lambda=p^{-m} \mathcal{O}_{K}=\mathbf{Z} \lambda_{1}+\mathbf{Z} \lambda_{2}$, where $\lambda_{k}=p^{-m} \omega_{k}$ for $k=1,2$. We make the following specialization in applying the $q$-expansion principle (6.3) to (6.10) and (6.17):

$$
\tau=\lambda_{1} / \lambda_{2}, \quad \mathbf{d}\left[\begin{array}{l}
\lambda_{1} \\
\lambda_{2}
\end{array}\right]=\psi, \quad \mathbf{b}\left[\begin{array}{c}
\lambda_{1} \\
\lambda_{2}
\end{array}\right]=\theta
$$

Then

$$
\mathbf{c}(k)\left[\begin{array}{l}
\lambda_{1} \\
\lambda_{2}
\end{array}\right]=\sigma_{k} \quad \text { for } k=1,2
$$

this may require rearranging the ordering of $\left\{\sigma_{1}, \sigma_{2}\right\}$. Let $\mathbf{h}=\mathbf{d}+\mathbf{c}(1)$. Then

$$
\begin{equation*}
\phi_{h}(\tau)=\phi_{d}(\tau)=t^{2}-2^{6} . \tag{6.19}
\end{equation*}
$$

We recall from $\S 4$ that since 2 splits in $K / \mathbf{Q}$, the choice of $\psi$ implies that $\phi_{d}(\tau)$ is a unit in $\overline{\mathbf{Q}}$.

Now, applying the $q$-expansion principle (6.3)(i) to (6.17) with 4-division points d, h, we obtain

$$
\begin{equation*}
\prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(\psi+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)}, \quad \prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}\left(\psi+\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} \in 4 \overline{\mathcal{O}} . \tag{6.20}
\end{equation*}
$$

Similarly, applying the $q$-expansion principle (6.3)(ii) to (6.10) with the above specializations, we obtain

$$
\begin{equation*}
\prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}(\psi+2 k \psi)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} \prod_{k=1}^{2} \frac{\mathscr{P}_{\Lambda}\left(\psi+\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)}{\mathscr{P}_{\Lambda}\left(\sigma_{k}\right)-\mathscr{P}_{\Lambda}(\theta)} \in 16 \overline{\mathcal{O}}^{\times} . \tag{6.21}
\end{equation*}
$$

We combine (6.20) and (6.21) to get the desired result.

## 7. The formal group associated with the Fueter model

We keep the notation of $\S 3$ and $\S 4$. Let us consider the elliptic curve of the Fueter model (4.10):

$$
\begin{equation*}
\mathscr{E}_{\psi}: y^{2}=4 x^{3}+t x^{2}+4 x \tag{7.1}
\end{equation*}
$$

where the identity on $\mathscr{E}_{\psi}$ is taken to be the point at the origin $0=(0: 0: 1)$. We look at $\mathscr{E}_{\psi}$ locally at $p$ and denote this elliptic curve by $\mathscr{E}^{\prime}$. We fix an embedding of $\overline{\mathbf{Q}}$ in $\overline{\mathbf{Q}}_{p}$ so that it corresponds to $\nsim$ for $K$. For a field $M \subseteq \overline{\mathbf{Q}}$
we write $M^{\prime}$ for its closure in $\overline{\mathbf{Q}}_{p}$. We observe that $K^{\prime}=K(4)^{\prime}$, since $\nprec$ is completely split in $K(4)$. We also recall that $t \in K(4)$. Now $\mathscr{E}^{\prime}$ admits complex multiplication and has good reduction modulo $\alpha$.

We shall simply write $(x, y)$ for a point on $\mathscr{E}^{\prime \prime}$ with projective coordinates ( $x: y: 1$ ). Let us denote by $\mathscr{E}_{0}^{\prime}$ the kernel of reduction of $\mathscr{E}^{\prime}$ modulo $\nsim$. We know from [7] that there is a formal group law $F$ on $\mathscr{E}_{0}^{\prime}$ with the parameter

$$
\begin{equation*}
t=\frac{2 x}{y} \tag{7.2}
\end{equation*}
$$

on $F$ associated with the point $(x, y)$ of $\mathscr{E}_{0}^{\prime}$. Moreover,

$$
\begin{equation*}
x=t^{2} a\left(t^{2}\right), \quad y=2 t a\left(t^{2}\right) \tag{7.3}
\end{equation*}
$$

where $a(t) \in \mathcal{O}_{K},[[t]]$ and $a(0)=1$. In $[1]$ it is also shown that $F$ is, in fact, a Lubin-Tate formal group law defined over $\mathcal{O}_{K}$, for a uniformizing parameter $p^{\prime} \in\{ \pm p\}$.

Let $s$ be a positive integer and let $\beta$ be a primitive $p^{s}$-division point of $\mathbf{C} / \mathcal{O}_{K}$. Then:
(7.4) $\left(T(\beta), T_{1}(\beta)\right) \in \mathscr{E}_{0}^{\prime}$ and the parameter $2 D(\beta)$ on $F$ associated with this point is a primitive $p^{s}$-division point of $F$.

We recall from (4.14) that $D(\beta) \in K\left(8 \mu^{s}\right)$.
Lemma (7.5). If $p \equiv \pm 1 \bmod 8$ and $\beta$ is a primitive $p^{s}$-division point of $\mathbf{C} / \Omega$ for a positive integer $s$, then $K^{\prime}(D(\beta))=K\left(4 \mu^{s}\right)^{\prime}$.
Proof. We know that

$$
\left(K^{\prime}(D(\beta)): K^{\prime}\right)=\left(p^{2}-1\right) p^{2(s-1)}=\left(K\left(4 \mu^{s}\right)^{\prime}: K^{\prime}\right) .
$$

Furthermore, $D(\beta) \in K\left(8 \mu^{s}\right)^{\prime}=K\left(4 \mu^{s}\right)^{\prime}$, since $p \equiv \pm 1 \bmod 8$.
Remark (7.6). This lemma shows that for $p \equiv \pm 1 \bmod 8$ we can use the Lubin-Tate formal group law associated with the Fueter model to describe the local Galois module structure by (3.3). Moreover, for a primitive $p^{m}$-division point $\alpha$ of $\mathbf{C} / \mathcal{O}_{K}, \omega=2 D(\alpha)$ is a primitive $p^{m}$-division point of $F$.

Proposition (7.7). Let a be a primitive $p^{m}$-division point of $\mathbf{C} / \mathcal{O}_{K}$. Then, there exists $b(X) \in \mathcal{O}_{K^{\prime}}[[X]]$ such that

$$
\frac{D\left(\alpha^{e}+\psi\right)}{D(\psi)}=b\left(\frac{D\left(\alpha^{e}\right)}{D(\psi)}\right) \quad \text { for } e \in E .
$$

Moreover, $b(0)=1$.

Proof. Let $z \in \mathbf{C} / \Omega$ be such that $\left(T(z), T_{1}(z)\right) \in \mathscr{E}_{0}^{\prime}$. We consider

$$
\frac{D(z+\psi)}{D(\psi)}
$$

and use the difference formula (4.13) with $u=z+\psi$ and $v=\psi$ to obtain

$$
\begin{equation*}
\frac{D(z+\psi)}{D(\psi)}=\frac{T(z+\psi) T(z) T_{1}^{2}(\psi)}{[T(z+\psi)-1]^{2}\left[1-T^{2}(z)\right]} \tag{7.8}
\end{equation*}
$$

Expanding $T(z+\psi)$ by the addition formula (4.12), and in view of (7.2), (7.3) writing

$$
\begin{equation*}
t(z)=2 D(z), \quad T(z)=t^{2}(z) a\left(t^{2}(z)\right) \tag{7.9}
\end{equation*}
$$

where $a(X) \in \mathcal{O}_{K^{\prime}},[[X]]$ with $a(0)=1$, we obtain

$$
\begin{equation*}
\frac{D(z+\psi)}{D(\psi)}=\frac{f(t(z))}{g(t(z))} \tag{7.10}
\end{equation*}
$$

where

$$
\begin{gathered}
f(X)=4 T_{1}^{2}(\psi) X^{2} a^{2}\left(X^{2}\right)\left[2+T_{1}(\psi) X\right]^{2}\left[1-X^{2} a\left(X^{2}\right)\right] \\
g(X)=\left[\left\{2+T_{1}(\psi) X\right\}^{2}-4\left\{1-X^{2} a\left(X^{2}\right)\right\}^{2}\right]^{2}\left[1+X^{2} a\left(X^{2}\right)\right]
\end{gathered}
$$

We now write

$$
t^{\prime}=\frac{T_{1}(\psi)}{2} t
$$

Then

$$
t^{\prime}(z)=\frac{D(z)}{D(\psi)} \quad \text { and } \quad\left(t^{\prime}\right)^{2}=\frac{(t+8)}{4} t^{2}
$$

Since $t^{2}-2^{6} \in \mathcal{O}_{K(4)}^{\times}$and $p$ is odd we see that $(t+8) / 4 \in \mathcal{O}_{K^{\prime}}^{\times}$. Therefore,

$$
\begin{equation*}
f(t)=16\left(t^{\prime}\right)^{2} f_{1}\left(t^{\prime}\right), \quad g(t)=64\left(t^{\prime}\right)^{2} g_{1}\left(t^{\prime}\right) \tag{7.11}
\end{equation*}
$$

where $f_{1}(X), g_{1}(X) \in \mathcal{O}_{K^{\prime}},[[X]]$ with $f_{1}(0)=4, g_{1}(0)=1$.

Taking the inverse of the formal power series $g_{1}(X)$ in $\mathcal{O}_{K^{\prime}}[[X]]$ and noting that $4 \in \mathcal{O}_{K^{\prime}}^{\times}$, we have shown

$$
\begin{equation*}
\frac{D(z+\psi)}{D(\psi)}=b\left(\frac{D(z)}{D(\psi)}\right) \tag{7.12}
\end{equation*}
$$

where $b(X) \in \mathcal{O}_{K^{\prime}}[[X]]$ and $b(0)=1$.
The proof is now completed on taking $z=\alpha^{e}$ for each $e \in E$.

$$
\text { 8. } p \equiv \pm 1 \bmod 8
$$

We keep the notation of earlier sections.
Theorem (8.1). If $p \equiv \pm 1 \bmod 8$, then the resolvent element $\rho$ lies in the associated order $\mathscr{A}$.

Proof. From (5.7) it suffices to show that $\rho \in \mathscr{A}_{q}$ whenever $q$ is a prime of $\mathcal{O}_{L}$ such that $q \mid h$.

Let $q$ be a prime of $\mathcal{O}_{L}$ such that $q / h$. We fix an embedding of $\overline{\mathbf{Q}}$ in $\overline{\mathbf{Q}}_{p}$ so that it corresponds to $q_{N}$ over $N$ where $q_{N}$ is the unique prime of $\mathcal{O}_{N}$ with $q_{N} \cap \mathcal{O}_{L}=q$. We see that this embedding corresponds to $q$ over $L$ and $\not p$ over $K$. With the notation of $\S 7$ we have that $N^{\prime}=N_{q_{N}}, L^{\prime}=L_{q}$ and $K^{\prime}=K_{\mu}$. Since $p \equiv \pm 1 \bmod 8$ we note from (7.6) that the local Galois module structure of $N^{\prime} / L^{\prime}$ can be described by the Lubin-Tate formal group law associated with the Fueter model (4.10).

Let $\alpha$ be the primitive $p^{m}$-division point of $\mathbf{C} / \mathcal{O}_{K}$ and let $\gamma$ be the $E$-generator of $\Gamma$ for which the resolvent element $\rho$ is defined in (5.4). We write

$$
\begin{equation*}
\omega=2 D(\alpha) \tag{8.2}
\end{equation*}
$$

Then $\omega^{[e]}=2 D\left(\alpha^{e}\right)$ for $e \in E$ and $\omega$ is a primitive $p^{m}$-division point in $F$. From (3.3) and (3.5) we obtain

$$
\begin{equation*}
\mathscr{A}_{N^{\prime} / L^{\prime}}=O_{L^{\prime}} \cdot 1_{\Gamma}+\sum_{i=0}^{p^{2 m}-2} \mathcal{O}_{L^{\prime}} \cdot \sigma_{i} \tag{8.3}
\end{equation*}
$$

where

$$
\sigma_{i}=p^{-m} \sum_{e \in E}\left(\omega^{[e]}\right)^{i}\left(\gamma^{[e]}-1_{\Gamma}\right) \in \mathscr{A}_{N^{\prime} / L^{\prime}} \quad \text { for } i \geq 0
$$

Now

$$
p^{-m} \sum_{e \in E} \frac{D\left(\alpha^{e}+\psi\right)}{D\left(p^{m} \psi\right)}=p^{-m} \frac{R_{0}(\psi)}{D\left(p^{m} \psi\right)}=1
$$

Therefore,

$$
\rho-1_{\Gamma}=p^{-m} \sum_{e \in E} \frac{D\left(\alpha^{e}+\psi\right)}{D\left(p^{m} \psi\right)}\left(\gamma^{[e]}-1_{\Gamma}\right) .
$$

Since $D$ is an odd function and $p^{m} \psi=\varepsilon\left(p^{m}\right) \psi$ in $\mathbf{C} / \Omega$ where $\varepsilon\left(p^{m}\right)= \pm 1$, we obtain

$$
\rho-1_{\Gamma}=\varepsilon\left(p^{m}\right) p^{-m} \sum_{e \in E} \frac{D\left(\alpha^{e}+\psi\right)}{D(\psi)}\left(\gamma^{[e]}-1_{\Gamma}\right) .
$$

Using (7.7), we see that

$$
\begin{equation*}
\rho-1_{\Gamma}=\varepsilon\left(p^{m}\right) p^{-m} \sum_{e \in E} b\left(\frac{\omega^{[e]}}{2 D(\psi)}\right)\left(\gamma^{[e]}-1_{\Gamma}\right) \tag{8.4}
\end{equation*}
$$

where $b(X) \in \mathcal{O}_{K^{\prime}}[[X]]$ and $b(0)=1$.
Since $D(\alpha) / D(\psi) \in K\left(4 \not \varkappa^{m}\right) \subseteq L, D(\alpha) \in L^{\prime}$ and $D^{2}(\psi)=(t+8)^{-1} \in$ $\mathcal{O}_{K(4)}^{\times}$we see that $2 D(\psi) \in \mathcal{O}_{L^{\prime}}^{\times}$. Thus, we may rewrite (8.4) as

$$
\begin{equation*}
\rho-1_{\Gamma}=\varepsilon\left(p^{m}\right) \sum_{e \in E} p^{-m}\left(\sum_{i \geq 0} s_{i}\left(\omega^{[e]}\right)^{i}\right)\left(\gamma^{[e]}-1_{\Gamma}\right) \tag{8.5}
\end{equation*}
$$

where $s_{i} \in \mathcal{O}_{L^{\prime}}$ for $i \geq 0$. Rearranging terms, we obtain

$$
\begin{equation*}
\rho-1_{\Gamma}=\varepsilon\left(p^{m}\right) \sum_{i \geq 0} s_{i} \sigma_{i} \tag{8.6}
\end{equation*}
$$

where $s_{i} \in \mathcal{O}_{L^{\prime}}$ for $i \geq 0$. Since $\sigma_{i} \in \mathscr{A}_{q}$ for $i \geq 0$ and $\lim _{n \rightarrow \infty} \sigma_{n}=0$ in $L \Gamma$, we see that $\rho \in \mathscr{A}_{q}$.

Finally, we obtain the main result (1.2).
Proof of (1.2). In view of our previous results, in particular, (5.17) it suffices to show that $\rho \bar{\rho} \in \mathscr{A}$. In (8.1) we proved that $\rho \in \mathscr{A}$ for $p \equiv$ $\pm 1 \bmod 8$. From (3.6) we deduce that in that case $\bar{\rho} \in \mathscr{A}$. This completes the proof of (1.2).
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