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## 1. Introduction

Let $\lambda$ be normalized Lebesgue measure on either the unit ball or the unit sphere in $\mathbf{R}^{\boldsymbol{n}}$ and write $\lambda_{r}$ for the dilate of $\lambda$ defined by

$$
\left\langle f, \lambda_{r}\right\rangle=\int_{\mathbf{R}^{\prime}} f(r x) d \lambda(x), \quad r>0
$$

Suppose $1 \leqq p \leqq q \leqq \infty, 1 \leqq s \leqq \infty$ and suppose $f$ is continuous with compact support. When $\lambda$ is the measure on the ball, define

$$
\begin{gathered}
S_{p, q, s} f(x)=\left[\int_{0}^{\infty}\left|r^{n / p-n / q} \lambda_{r} * f(x)\right|^{s} \frac{d r}{r}\right]^{1 / s}, \\
S_{p, q, \infty} f(x)=\sup _{r>0} r^{n / p-n / q}\left|\lambda_{r} * f(x)\right|
\end{gathered}
$$

When $\lambda$ is the measure on the sphere, define operators $T_{p, q, s}$ and $T_{p, q, \infty}$ analogously. For nonnegative $f$, both $S_{p, q, 1} f$ and $T_{p, q, 1} f$ are multiples of the Riesz potential $I_{\alpha}(f)$ when $\alpha=n / p-n / q$. Hence $S_{p, q, 1}$ and $T_{p, q, 1}$ are bounded from $L^{p}\left(=L^{p}\left(\mathbf{R}^{n}\right)\right)$ to $L^{q}$ whenever $1<p<q<\infty$. On the other hand, $S_{p, q, \infty}$ and $T_{p, q, \infty}$ are maximal operators, weighted to allow the possibility of $L^{p}-L^{q}$ boundedness. Indeed, $S_{p, p, \infty}$ is the Hardy-Littlewood maximal operator and therefore bounded on $L^{p}$ for $1<p \leqq \infty$, while $T_{p, p, \infty}$ is the spherical maximal operator, now known to be bounded on $L^{p}$ when $n /(n-1)<p \leqq \infty$ (see [7], [2]). In general, and especially when $s=2$, the functions $S_{p, q, s} f$ and $T_{p, q, s} f$ are reminiscent of $g$-functions. The purpose of this paper is to begin the study of the following question:

For what values of $p, q$, and $s$ is $T_{p, q, s}$ bounded from $L^{p}$ to $L^{q}$ ?

[^0]The corresponding problem for $S_{p, q, s}$ is not difficult. We give its solution in the short $\S 2$. In $\S 3$ we tell what we know for the operators $T_{p, q, s}$. There are necessary conditions which may be sufficient and sufficient conditions which fall short of the necessary conditions. In $\S 4$ we apply one of the results of $\S 3$ to study the mapping properties of the convolution operator defined by a certain singular measure on $\mathbf{R}^{3}$. From now on the statement " $S_{p, q, s}$ is bounded" will mean that $S_{p, q, s}$ is bounded from $L^{p}$ to $L^{q}$, and similarly for $T_{p, q, s}$.

## 2. The operators $S_{p, q, s}$

TheOrem 1. The operator $S_{p, q, s}$ is bounded exactly when one of the following holds:
(a) $1<p<q<\infty$ and $1 \leqq s<\infty$,
(b) $1<p \leqq q \leqq \infty$ and $s=\infty$,
(c) $1<p \leqq s<\infty$ and $q=\infty$,
(d) $p=1, q=s=\infty$.

Proof. In order to apply complex interpolation we view the operators $S_{p, q, s}$ not as sublinear operators from $L^{p}$ to $L^{q}$ but as linear operators from $L^{p}$ into the mixed normed spaces $L_{d x}^{q}\left(L_{d r / r}^{s}\right)$. Define

$$
S_{z} f(x, r)=r^{z} \lambda_{r} * f(x), \quad z \in \mathbf{C} .
$$

Then the boundedness of $S_{p, q, s}$ is equivalent to the boundedness of $S_{n / p-n / q}$ from $L^{p}$ to $L^{q}\left(L^{s}\right)$. Now suppose $1<p<q<\infty$. The operator $S_{p, q, 1}$ is bounded, so $S_{n / p-n / q}$ is bounded from $L^{p}$ to $L^{q}\left(L^{1}\right)$. By the interpolation theorem in [1], (a) will follow when we show that $S_{n / p-n / q}$ is bounded from $L^{p}$ to $L^{q}\left(L^{\infty}\right)$. But the operators $S_{i y}(y \in \mathbf{R})$ are controlled by the HardyLittlewood maximal operator and so are uniformly bounded from $L^{p}$ to $L^{p}\left(L^{\infty}\right)$ (even if $\left.p=\infty\right)$. Also, the operators $S_{n / p+i y}(y \in \mathbf{R})$ are uniformly bounded from $L^{p}$ to $L^{\infty}\left(L^{\infty}\right)$ since the measures $r^{n / p+i y} \lambda_{r}(r>0, y \in \mathbf{R})$ are uniformly bounded in the dual of $L^{p}$. Thus another application of the mixed norm interpolation theorem finishes the proof of the sufficiency of (a). Along the way, we have also established the sufficiency of (b). The case $s=p$ of (c) can be deduced from Hardy's inequality (p. 196 of [8], for example). The remainder of (c) follows by interpolating with the case $s=\infty$. To see that one of (a)-(c) is necessary for boundedness when $p>1$, just note that if $1<p=$ $q \leqq \infty$ and $1 \leqq s<\infty$, the integral defining $S_{p, q, s} f$ will not generally converge. The remaining case occurs when $1 \leqq s<p$ and $q=\infty$. To see that $S_{p, q, s}$ is not bounded here, consider $S_{p, q, s} f$ when

$$
f(x)= \begin{cases}|x|^{-n / p} & \text { if } 1 \leqq|x| \leqq N \\ 0 & \text { otherwise }\end{cases}
$$

and let $N \rightarrow \infty$.

If $p=1$, then $S_{p, q, s}$ will be bounded if and only if

$$
\left\|S_{p, q, s} \delta_{0}\right\|_{q}<\infty
$$

Condition (d) is necessary and sufficient for this to occur.

## 3. The operators $T_{p, q, s}$

Mixed norm interpolation arguments like those in $\S 2$ show that the collection of points

$$
\left\{\left(\frac{1}{p}, \frac{1}{q}, \frac{1}{s}\right): 0 \leqq \frac{1}{q} \leqq \frac{1}{p} \leqq 1,0 \leqq \frac{1}{s} \leqq 1, \text { and } T_{p, q, s} \text { is bounded }\right\}
$$

is a convex set. Convergence of the integral in the definition of $T_{p, q, s}$ requires
(A)

$$
\frac{1}{q}<\frac{1}{p} \quad \text { unless } s=\infty
$$

To get necessary conditions reflecting the dimension $n$ ( $n \geqq 2$ ), we estimate norms

$$
\left\|T_{p, q, s} f\right\|_{q}
$$

where $f$ is the characteristic function $\chi_{E}$ of a suitable subset $E$ of $\mathbf{R}^{n}$. For example, if $E$ is a ball, then

$$
\left\|T_{p, q, s} \chi_{E}\right\|_{q}<\infty
$$

implies
(B)

$$
\frac{n}{p}-n+1<\frac{1}{s}
$$

If $E$ is an annulus of inner radius 1 and outer radius $1+\varepsilon$, then

$$
\begin{equation*}
\left\|T_{p, q, s} \chi_{E}\right\|_{q}=O\left(\left\|\chi_{E}\right\|_{p}\right) \tag{1}
\end{equation*}
$$

leads to

$$
\begin{equation*}
\frac{1}{p} \leqq \frac{n}{q}+\frac{1}{s} \tag{C}
\end{equation*}
$$

Finally, if

$$
E=[0,1]^{n-1} \times[0, \varepsilon]
$$

then for $x=\left(x_{1}, \ldots, x_{n}\right)$ with $x_{i} \in\left[\frac{1}{2}, \frac{3}{4}\right]$ for $1 \leqq i \leqq n-1$ and $x_{n}>\varepsilon^{-1}$, say, we have

$$
T_{p, q, s} \chi_{E}(x) \sim\left[\left(x_{n}^{n / p-n / q-n+1}\right)^{s} \frac{\varepsilon}{x_{n}}\right]^{1 / s}
$$

Thus, if $1 \leqq s<\infty$, (1) leads to

$$
\varepsilon^{1 / s}\left[\int_{\varepsilon^{-1}}^{\infty} x_{n}^{[(n / p-n / q-n+1) s-1]^{q / s}} d x_{n}\right]^{1 / q}=0\left(\varepsilon^{1 / p}\right)
$$

For $T_{p, q, s}$ to be bounded, (B) must hold. It follows that the integral above converges and that

$$
\begin{equation*}
\frac{n+1}{p}-n+1 \leqq \frac{2}{s}+\frac{n-1}{q} \tag{D}
\end{equation*}
$$

One can check directly that (D) must also hold when $s=\infty$ (and $T_{p, q, s}$ is bounded). Figure 1 represents in the case $n \geqq 3$ the intersection of the subset $B$ of

$$
\left\{\left(\frac{1}{p}, \frac{1}{q}, \frac{1}{s}\right): 0 \leqq \frac{1}{q} \leqq \frac{1}{p} \leqq 1,0 \leqq \frac{1}{s} \leqq 1\right\}
$$

defined by (A)-(D) with the plane $1 / s=0$. Figure 2 represents the projection of the intersection of $B$ with the plane $1 / q=1 / s$ onto the $1 / p-1 / q$ plane. The sufficient conditions which we will establish can be explained as follows. Theorem 2 implies that $T_{p, q, \infty}$ is bounded whenever $(1 / p, 1 / q)$ lies strictly above the line through $(0,0)$ and $((n-1) / n, 1 / n)$ in the region of Figure 1. Theorem 3 shows that in the case $n=2, T_{p, q, q}$ is bounded whenever $(1 / p, 1 / q)$ is in the region of Figure 2 except perhaps on the open segment from $\left(\frac{1}{2}, \frac{1}{6}\right)$ to $\left(\frac{2}{3}, \frac{1}{3}\right)$. Of course other sufficient conditions follow by interpolating these results with the boundedness of $T_{p, q, 1}$ whenever $1<p<q<\infty$. The corollary after Theorem 2 is an example.

Theorem 2. Suppose $n \geqq 3$ and let $p^{\prime}$ denote the exponent dual to $p$. Then $T_{p, p^{\prime}, \infty}$ is bounded whenever $n /(n-1)<p \leqq 2$.

Proof. This is an easy application of complex interpolation in the mixed norm setting as in the proof of Theorem 1. Adopt the notations of [7] and fix $p$ with $n /(n-1)<p \leqq 2$. Let

$$
\varepsilon=\frac{1}{2}\left(n-\frac{p}{p-1}\right)
$$
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Then $\varepsilon>0$. Put

$$
\alpha(z)=1+\left(\frac{n}{2}-\varepsilon\right)\left(\frac{z}{n}-1\right)
$$

and define

$$
T_{z} f(x, r)=r^{z}\left(M_{r}^{\alpha(z)} f\right)(x)
$$

Then Theorem 2 of [7] gives the boundedness of the operators $T_{z}$ from $L^{2}$ to $L^{2}\left(L^{\infty}\right)$ when $\operatorname{Re} z=0$. When $\operatorname{Re} z=n$ the operators $T_{z}$ are bounded from $L^{1}$ to $L^{\infty}\left(L^{\infty}\right)$. After interpolating it follows that $T_{n / p-n / p^{\prime}}$ is bounded from $L^{p}$ to $L^{p^{\prime}}\left(L^{\infty}\right)$. This is the desired result since

$$
\alpha\left(\frac{n}{p}-\frac{n}{p^{\prime}}\right)=0
$$

by choice of $\varepsilon$.
Corollary. For $n \geqq 2,(n /(n+1), 1 /(n+1))$ is a limit of points $(1 / p, 1 / q)$ such that $T_{p, q, q}$ is bounded.

Proof. As a consequence of [2] (when $n=2$ ) and Theorem 2 (when $n \geqq 3$ ), there are always points $(1 / p, 1 / q)$ close to $((n-1) / n, 1 / n)$ such that $T_{p, q, \infty}$ is bounded. Interpolating judiciously with the fact that $T_{p_{2}, p_{2}^{\prime}, 1}$ is bounded for $p_{2}$ slightly larger than 1 yields the corollary.

Theorem 3. Fix $n=2$ and suppose $(1 / p, 1 / q)$ is a point in the region of Figure 2 not on the open segment joining $\left(\frac{1}{2}, \frac{1}{6}\right)$ and $\left(\frac{2}{3}, \frac{1}{3}\right)$. Then $T_{p, q, q}$ is bounded.

Proof. By interpolation and the corollary above it is enough to show that $T_{2,6,6}$ is bounded. Let

$$
\mathbf{R}_{+}^{3}=\left\{(x, r): x \in \mathbf{R}^{2}, r>0\right\}
$$

and define an operator $T$ taking functions on $\mathbf{R}^{2}$ to functions on $\mathbf{R}_{+}^{3}$ by

$$
T f(x, r)=r^{1 / 2} \lambda_{r} * f(x)
$$

Then the boundedness of $T_{2,6,6}$ is equivalent to the boundedness of $T$ from $L^{2}$ to $L^{6}\left(\mathbf{R}_{+}^{3}\right)$, where the measure on $\mathbf{R}_{+}^{3}$ is given by $d x d r$ (the restriction of three-dimensional Lebesgue measure) and not by $d x d r / r$. This latter boundedness is equivalent to that of $T T^{*}$ from $L^{6 / 5}\left(\mathbf{R}_{+}^{3}\right)$ to $L^{6}\left(\mathbf{R}_{+}^{3}\right)$. A computation yields

$$
T^{*} g(x)=\int_{0}^{\infty} \lambda_{s} * g(\cdot, s)(x) s^{1 / 2} d s
$$

and so

$$
T T^{*} g(x, r)=r^{1 / 2} \lambda_{r} *\left(T^{*} g\right)(x)=r^{1 / 2} \int_{0}^{\infty} \lambda_{r} * \lambda_{s} * g(\cdot, s)(x) s^{1 / 2} d s
$$

A Jacobian computation shows that for $f \geqq 0$,

$$
\begin{aligned}
& \int_{\mathbf{R}^{2}} f d\left(\lambda_{r} * \lambda_{s}\right) \\
& \quad=4 \int_{\{|r-s|<|y|<r+s\}} f(y)\left[\left[(r+s)^{2}-|y|^{2}\right]\left[|y|^{2}-(r-s)^{2}\right]\right]^{-1 / 2} d y
\end{aligned}
$$

Thus

$$
\begin{aligned}
T T^{*} g(x, r)= & 4 \iint_{\{s>0,|r-s|<|x-y|<r+s\}} g(y, s)(r s)^{1 / 2}\left[\left[(r+s)^{2}-|x-y|^{2}\right]\right. \\
& \left.\times\left[|x-y|^{2}-(r-s)^{2}\right]\right]^{-1 / 2} d y d s \\
= & 2 \iint_{\{s>0,|r-s|<|x-y|<r+s\}} g(y, s) \\
& \times\left[\frac{1}{(r+s)^{2}-|x-y|^{2}}+\frac{1}{|x-y|^{2}-(r-s)^{2}}\right]^{1 / 2} d y d s \\
\leqq & 2 \iint_{\{s>0,|x-y|<r+s\}} g(y, s)\left[(r+s)^{2}-|x-y|^{2}\right]^{-1 / 2} d y d s \\
& +2 \int_{\{s>0,|r-s|<|x-y|\}} g(y, s)\left[|x-y|^{2}-(r-s)^{2}\right]^{-1 / 2} d y d s
\end{aligned}
$$

Define kernels $K_{1}$ and $K_{2}$ on $\mathbf{R}^{3}=\mathbf{R}^{2} \times \mathbf{R}$ by

$$
\begin{aligned}
& K_{1}(y, s)= \begin{cases}\left(s^{2}-|y|^{2}\right)^{-1 / 2} & \text { if }|y|<|s| \\
0 & \text { if }|y| \geqq|s|\end{cases} \\
& K_{2}(y, s)= \begin{cases}\left(|y|^{2}-s^{2}\right)^{-1 / 2} & \text { if }|y|>|s| \\
0 & \text { if }|y| \leqq|s|\end{cases}
\end{aligned}
$$

It is enough to show that, for $i=1,2$, convolution with $K_{i}$ defines a bounded operator from $L^{6 / 5}\left(\mathbf{R}^{3}\right)$ to $L^{6}\left(\mathbf{R}^{3}\right)$. To do so we adopt the notation of [3]. Thus we will use $x_{1}, x_{2}, x_{3}$ for coordinates in $\mathbf{R}^{3}$ and write $P(x)$ for either

$$
x_{1}^{2}-x_{2}^{2}-x_{3}^{2} \quad \text { or } x_{1}^{2}+x_{2}^{2}-x_{3}^{2} .
$$

In the first case $P_{+}^{-1 / 2}$ corresponds to $K_{1}$, in the second to $K_{2}$. We will use complex interpolation to show that convolution with $P_{+}^{-1 / 2}$ defines a bounded operator from $L^{6 / 5}$ to $L^{6}$. To this end, define a family of convolution operators by

$$
T_{z} f=P_{+}^{z} * f / \Gamma(z+1) \Gamma\left(z+\frac{3}{2}\right)
$$

By the considerations of Chapter 3 (Section 2.2) of [3], $T_{z}$ is an entire family of convolution operators. If $\operatorname{Re} z=0$, the functions $P_{+}^{z}$ are uniformly bounded, and so the operators $T_{z}$ are bounded from $L^{1}$ to $L^{\infty}$. If $\operatorname{Re} z=-\frac{3}{2}$, the functions $P_{+}^{z}$ have uniformly bounded Fourier transforms (p. 365 of [3]), and so the operators $T_{z}$ are bounded on $L^{2}$. The interpolation theorem in [6] is applicable. It follows that $T_{-1 / 2}$ is bounded from $L^{6 / 5}$ to $L^{6}$. This completes the proof of Theorem 3.

## 4. An application

Let $\lambda_{r}$ be the uniform probability measure on the circle in $\mathbf{R}^{2}$ with center the origin and radius $r$. Define a measure $\mu$ on $\mathbf{R}^{3}=\mathbf{R}^{2} \times \mathbf{R}$ by

$$
\int_{\mathbf{R}^{3}} f d \mu=\int_{0}^{\infty} \int_{\mathbf{R}^{2}} f(x, r) d \lambda_{r}(x) d r
$$

Then $\mu$ is concentrated on a cone in $\mathbf{R}^{3}$. Let $T$ be the operator on functions on $\mathbf{R}^{3}$ given by convolution with $\mu$.

Theorem 4. The operator $T$ is bounded from $L^{p}\left(\mathbf{R}^{3}\right)$ to $L^{q}\left(\mathbf{R}^{3}\right)$ if and only if

$$
\frac{1}{q}=\frac{1}{p}-\frac{1}{3} \quad \text { and } \quad \frac{6}{5}<p<2
$$

Proof. If $T$ is bounded from $L^{p}$ to $L^{q}$, homogeneity considerations show that

$$
\frac{1}{q}=\frac{1}{p}-\frac{1}{3}
$$

If $f$ is the characteristic function of a ball, then $\|T f\|_{q}$ can be finite only when $q>2$ (and so $p>6 / 5$ if $1 / q=1 / p-1 / 3$ ). It then follows from duality that $p<2$ if $T$ is bounded from $L^{p}$ to $L^{q}$. To prove the converse, fix nonnegative
functions $f$ and $g$ on $\mathbf{R}^{3}$. Using $\|\cdot\|_{p}$ to denote an $L^{p}$ norm on either $\mathbf{R}^{2}$ or $\mathbf{R}^{3}$, we estimate

$$
\begin{aligned}
\left\langle f, \mu^{*} g\right\rangle= & \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{\mathbf{R}^{2}} f(x, t+r) \lambda_{r} * g(\cdot, t)(x) d x d r d t \\
\leq & \int_{-\infty}^{\infty} \int_{0}^{\infty}\|f(\cdot, t+r)\|_{q^{\prime}}\left\|_{r} * g(\cdot, t)\right\|_{q} d r d t \\
\leq & \int_{-\infty}^{\infty}\left[\int_{0}^{\infty}\left(\|f(\cdot, t+r)\|_{q^{\prime}} r^{1 / s-2 / p+2 / q}\right)^{s^{\prime}} d r\right]^{1 / s^{\prime}} \\
& \times\left[\int_{0}^{\infty}\left\|r^{2 / p-2 / q} \lambda_{r} * g(\cdot, t)\right\|_{q}^{s} \frac{d r}{r}\right]^{1 / s} d t
\end{aligned}
$$

Thus $T$ will be bounded if we can find $s \in(1, \infty)$ such that the estimates (2) and (3) below are valid:

$$
\begin{gather*}
{\left[\int_{-\infty}^{\infty}\left[\int_{0}^{\infty}\left(\|f(\cdot, t+r)\|_{q^{\prime}} r^{1 / s-2 / p+2 / q s^{\prime}} d r\right)\right]^{p^{\prime} / s^{\prime}} d t\right]^{1 / p^{\prime}} \leqq C\|f\|_{q^{\prime}}}  \tag{2}\\
{\left[\int_{-\infty}^{\infty}\left[\int_{0}^{\infty}\left\|r^{2 / p-2 / q} \lambda_{r} * g(\cdot, t)\right\|_{q}^{s} \frac{d r}{r}\right]^{p / s} d t\right]^{1 / p} \leqq C\|g\|_{p}}
\end{gather*}
$$

(The symbol $C$ denotes a positive constant which may increase from line to line.)

If $s^{\prime}<q^{\prime}<p^{\prime}<\infty$, let $C$ be a bound for the one-dimensional Riesz potential of order $s^{\prime} / q^{\prime}-s^{\prime} / p^{\prime}$ as a mapping from $L^{q^{\prime} / s^{\prime}}(\mathbf{R})$ to $L^{p^{\prime} / s^{\prime}}(\mathbf{R})$. Then if

$$
\frac{1}{q}=\frac{1}{p}-\frac{1}{3}
$$

we have

$$
s^{\prime}\left(\frac{1}{s}-\frac{2}{p}+\frac{2}{q}\right)=-1+\frac{s^{\prime}}{q^{\prime}}-\frac{s^{\prime}}{p^{\prime}}
$$

so

$$
\begin{aligned}
& \left(\int _ { - \infty } ^ { \infty } \left[\int_{0}^{\infty}\|f(\cdot, t+r)\|_{\left.\left.q^{s^{\prime}}, r^{(1 / s-2 / p+2 / q) s^{\prime}} d r\right]^{p^{\prime^{\prime} / s^{\prime}}} d t\right)^{s^{\prime} / p^{\prime}}}^{\quad \leq C\left[\int_{-\infty}^{\infty}\|f(\cdot, t)\|_{q^{\prime}}^{q^{\prime}} d t\right]^{s^{\prime} / q^{\prime}}} .\right.\right.
\end{aligned}
$$

This gives (2). To obtain (3) we start from the fact that the convolution operator defined by the measure $\lambda\left(=\lambda_{1}\right)$ is bounded from $L^{3 / 2}\left(\mathbf{R}^{2}\right)$ to $L^{3}\left(\mathbf{R}^{2}\right)$ (see, for example [4] or the lemma in [5]). Thus the following estimate holds for functions $h$ on $\mathbf{R}^{2}$ :

$$
\sup _{r>0}\left\|r^{2(2 / 3-1 / 3)} \lambda_{r} * h\right\|_{3} \leq C\|h\|_{3 / 2}
$$

On the other hand, the case $(1 / p, 1 / q)=\left(\frac{1}{2}, \frac{1}{6}\right)$ of Theorem 3 yields the estimate

$$
\left[\int_{0}^{\infty}\left\|r^{2(1 / 2-1 / 6)} \lambda_{r} * h\right\|_{6}^{6} \frac{d r}{r}\right]^{1 / 6} \leq C\|h\|_{2}
$$

Interpolating these estimates shows that if $1 / q=1 / p-1 / 3$ and $\frac{3}{2}<p<2$, then there is some $s>q$ such that

$$
\left[\int_{0}^{\infty}\left\|r^{2(1 / p-1 / q)} \lambda_{r} * h\right\|_{q}^{s} \frac{d r}{r}\right]^{1 / s} \leq C\|h\|_{p}
$$

This yields (3), and so $T$ is bounded from $L^{p}$ to $L^{q}$ whenever $1 / q=1 / p-$ $1 / 3$ and $\frac{3}{2}<p<2$. Duality and one more interpolation complete the proof of the theorem.

## References

1. A. Benedek and R. Panzone, The spaces $L^{p}$ with mixed norms, Duke Math. J., vol. 28 (1961), pp. 301-324.
2. J. Bourgain, Averages in the plane over convex curves and maximal operators, J. Analyse Math., vol. 47 (1986), pp. 69-85.
3. I.M. Gelfand and G.E. Shilov, Generalized functions, vol. I, Academic Press, New York, 1964.
4. W. Littman, $L^{p}-L^{q}$-estimates for singular integral operators, Proceedings of Symposia in Pure Mathematics, vol. 23, American Math. Soc., Providence, R.I., 1973.
5. D. Oberlin, Convolution estimates for some measures on curves, Proc. Amer. Math. Soc., vol. 99 (1987), pp. 56-60.
6. E.M. Stein, Interpolation of linear operators, Trans. Amer. Math. Soc., vol. 87 (1958), pp. 159-172.
7. $\qquad$ , Maximal functions: spherical means, Proc. Nat. Acad. Sci., vol. 73 (1976), pp. 2174-2175.
8. E.M. Stein and G. Weiss, Introduction to Fourier analysis on Euclidean spaces, Princeton University Press, Princeton, N.J., 1971.

## The Florida State University

Tallahassee, Florida


[^0]:    Received February 18, 1987.
    ${ }^{1}$ Partially supported by a grant from the National Science Foundation.

