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## 1. Introduction

The present paper is concerned with the extension of the concepts of adjointness, normality, symmetrizability, and definiteness of Bliss [1], [2] and Reid [4], [6] to linear differential systems, written in vector form

$$
\begin{gather*}
y^{\prime}-A(x) y=\lambda B(x) y, \\
\left(M_{0}+\lambda M_{1}\right) y(a)+\left(N_{0}+\lambda N_{1}\right) y(b)=0 \tag{1.1}
\end{gather*}
$$

In addition, the hypotheses imposed on the coefficients of the boundary conditions are analyzed, and necessary and sufficient conditions for testing these assumptions for individual problems (1.1) are developed. For real-valued coefficients, Bobonis [3] has extended the class of definite problems introduced by Bliss [1] and [2] to problems (1.1) in which corresponding assumptions on the boundary conditions are postulated. As for problems with boundary conditions not involving the parameter, the extension of the definite classes of Reid [4] to problems (1.1) also yields further results for the definite problems of Bobonis.

Section 2 introduces the basic assumptions made on the coefficients of (1.1), and a simple necessary and sufficient test for the conditions imposed on the boundary conditions both in this paper and by Bobonis [3] to hold is given. Adjoint boundary problems and their basic interrelations with the original problem are also discussed. In Section 3 the equivalence of two boundary problems of the form (1.1) under a nonsingular transformation is discussed; in particular, the equivalence of a problem with its adjoint. A problem (1.1) will be termed abnormal if there exist nontrivial vectors $y(x)$ satisfying

$$
\begin{array}{cc}
y^{\prime}-A(x) y \equiv 0 \quad \text { and } \quad B(x) y \equiv 0 & \text { on } a b, \\
M_{0} y(a)+N_{0} y(b)=0 \quad \text { and } \quad M_{1} y(a)+N_{1} y(b)=0, &
\end{array}
$$

and otherwise normal. For abnormal problems (1.1) equivalent to their adjoint under a nonsingular skew-hermitian transformation, Theorem 6.1 of Reid [6] is extended in Section 4 to establish the existence of an equivalent normal problem also equivalent to its adjoint under the same transformation

[^0]and satisfying the boundary assumptions of Section 2. The extension of the concept of symmetrizability to problems (1.1) is discussed in Section 5, and the results of Reid [6] are generalized to show that for an abnormal problem (1.1) equivalent to its adjoint under a nonsingular transformation, there exist an associated nonsingular skew-hermitian transformation and an equivalent normal problem symmetrizable under the associated transformation.

The extension of the classes of definite problems of Bobonis [3] and Reid [4] to problems (1.1) with complex-valued coefficients is developed in Section 6. In particular, for normal definite problems (1.1) we have the reality and the equality of index and multiplicity of proper values, existence theorems, and completeness and extremizing properties of the proper values and solutions. Moreover, for abnormal definite problems (1.1) there are shown to exist corresponding equivalent normal definite problems. Consequently, results for abnormal definite problems (1.1) follow from the application of the above results to the associated normal definite problem.

Matrix notation will be employed throughout this paper. The $n \times n$ identity matrix will be designated by $E$, while $M^{*}$ shall denote the conjugate transpose of the matrix $M$. Vectors are treated as $n \times 1$ matrices, with ( $y, z$ ) denoting the inner product $z^{*} y$ of two $n$-dimensional vectors. In addition, let $\langle y, z\rangle$ denote $\int_{a}^{b}(y, z) d x$ for a pair of vectors $y(x), z(x)$ for which $(y, z)$ is integrable on $a b$.

## 2. Adjoint boundary problems

In the following it will be assumed that the elements of the $n \times n$ matrices $A(x)$ and $B(x)$ are complex-valued continuous functions of the real variable $x$ on $a \leqq x \leqq b, B(x) \not \equiv 0$ on the interval, and the $n \times 2 n$ matrix $\left\|M_{0}+\lambda M_{1} \quad N_{0}+\lambda N_{1}\right\|$ has rank $n$ for every complex value of $\lambda$. The elements of the $n \times n$ coefficient matrices $M_{0}, N_{0}, M_{1}$, and $N_{1}$ may be com-plex-valued. The boundary problem under consideration is

$$
\begin{array}{rlr}
L[y] & \equiv y^{\prime}-A(x) y=\lambda B(x) y, & a \leqq x \leqq b, \\
s[y ; \lambda] & \equiv M(\lambda) y(a)+N(\lambda) y(b)=0, &
\end{array}
$$

with $M(\lambda) \equiv M_{0}+\lambda M_{1}, N(\lambda) \equiv N_{0}+\lambda N_{1}$.
If $n \times n$ matrices $P(\lambda), Q(\lambda)$ are such that the $n \times 2 n$ matrix $\left\|P^{*}(\bar{\lambda}) \quad Q^{*}(\bar{\lambda})\right\|$, where $P^{*}(\bar{\lambda}) \equiv[P(\bar{\lambda})]^{*}, Q^{*}(\bar{\lambda}) \equiv[Q(\bar{\lambda})]^{*}$, is of rank $n$ for all $\lambda$, and if, furthermore, they satisfy

$$
\begin{equation*}
M(\lambda) P(\lambda)-N(\lambda) Q(\lambda) \equiv 0 \quad \text { for all } \lambda \tag{2.2}
\end{equation*}
$$

then the problem

$$
\begin{align*}
L^{\star}[z] & \equiv z^{\prime}+A^{*}(x) z=-\lambda B^{*}(x) z, \\
t[z ; \lambda] & \equiv P^{*}(\bar{\lambda}) z(a)+Q^{*}(\bar{\lambda}) z(b)=0
\end{align*}
$$

will be termed the boundary problem adjoint to (2.1).

Concerning the boundary conditions $s[y ; \lambda]=0$ it will be assumed throughout that there exist constant matrices $M_{2}, N_{2}, P_{2}$, and $Q_{2}$ such that for all values of $\lambda$ the $2 n \times 2 n$ matrices

$$
\left\|\begin{array}{cc}
M(\lambda) & N(\lambda)  \tag{2.4}\\
M_{2} & N_{2}
\end{array}\right\|, \quad\left\|\begin{array}{cc}
-P_{2} & -P(\lambda) \\
Q_{2} & Q(\lambda)
\end{array}\right\|
$$

are reciprocals. It is to be noted that this matrix hypothesis is also employed in [3]. The following result shows that $P(\lambda)$ and $Q(\lambda)$ must then necessarily be linear in $\lambda$.

Theorem 2.1. A necessary and sufficient condition that there exist matrices $P(\lambda), Q(\lambda)$ and constant matrices $M_{2}, N_{2}, P_{2}, Q_{2}$ such that the matrices (2.4) are reciprocals is that the $2 n \times 2 n$ matrix

$$
\left\|\begin{array}{ll}
M_{0} & N_{0}  \tag{2.5}\\
M_{1} & N_{1}
\end{array}\right\|
$$

have rank $n+\rho$, where $\rho$ is the rank of the $n \times 2 n$ matrix $\left\|M_{1} N_{1}\right\|$. Moreover, in this case $P(\lambda)$ and $Q(\lambda)$ must be linear in $\lambda$.

If the matrices (2.4) are reciprocals, there exists a matrix $V$ of rank $\rho$ such that $M_{1}=V M_{2}, N_{1}=V N_{2}$. Then, if $(\breve{\xi}, \breve{\eta})$ is a $1 \times 2 n$ vector orthogonal to each column of matrix (2.5),
$0=\breve{\xi} M_{0}+\breve{\eta} M_{1}=\breve{\xi} M_{0}+\breve{\eta} V M_{2}, \quad 0=\breve{\xi} N_{0}+\breve{\eta} N_{1}=\breve{\xi} N_{0}+\breve{\eta} V N_{2}$,
and it follows that $\xi=0, \breve{\eta} V=0$. Hence, $\breve{\eta} M_{1}=\breve{\eta} N_{1}=0$, and, consequently, (2.5) has rank $n+\rho$.

Furthermore, as

$$
\left\|\begin{array}{cc}
M(\lambda) & N(\lambda)  \tag{2.6}\\
M_{2} & N_{2}
\end{array}\right\|=\left\|\begin{array}{cc}
E & \lambda V \\
0 & E
\end{array}\right\| \cdot\left\|\begin{array}{cc}
M_{0} & N_{0} \\
M_{2} & N_{2}
\end{array}\right\|
$$

it follows, for the choices of $P_{0}, Q_{0}, P_{2}$, and $Q_{2}$ such that the matrices

$$
\left\|\begin{array}{ll}
M_{0} & N_{0}  \tag{2.7}\\
M_{2} & N_{2}
\end{array}\right\|, \quad\left\|\begin{array}{cc}
-P_{2} & -P_{0} \\
Q_{2} & Q_{0}
\end{array}\right\|
$$

are reciprocals, that the reciprocal of (2.6) is

$$
\left\|\begin{array}{cc}
-P_{2} & -P_{0}  \tag{2.8}\\
Q_{2} & Q_{0}
\end{array}\right\| \cdot\left\|\begin{array}{cc}
E & -\lambda V \\
0 & E
\end{array}\right\|=\left\|\begin{array}{cc}
-P_{2} & -\left(P_{0}-\lambda P_{2} V\right) \\
Q_{2} & \left(Q_{0}-\lambda Q_{2} V\right)
\end{array}\right\|
$$

and, thus, $P(\lambda)$ and $Q(\lambda)$ are necessarily linear in $\lambda$.
On the other hand, if the rank of (2.5) is $n+\rho$, let $\sigma$ be a $\rho \times n$ matrix such that $\left\|\sigma M_{1} \quad \sigma N_{1}\right\|$ has rank $\rho$. Then there exist $(n-\rho) \times n$ matrices
$\mu, \nu$ such that the $2 n \times 2 n$ matrix

$$
\left\|\begin{array}{cc}
M_{0} & N_{0} \\
\sigma M_{1} & \sigma N_{1} \\
\mu & \nu
\end{array}\right\|
$$

is nonsingular. On setting $M_{2}=\left\|\begin{array}{c}\sigma M_{1} \\ \mu\end{array}\right\|, N_{2}=\left\|\begin{array}{c}\sigma N_{1} \\ \nu\end{array}\right\|$, the first matrix of (2.7) is nonsingular, and there exists an $n \times n$ matrix $V$ such that $M_{1}=$ $V M_{2}, N_{1}=V N_{2}$. We then have the factorization (2.6), and the matrices (2.4) are reciprocals with the choice of the second matrix as (2.8), where the matrices (2.7) are reciprocals.

The condition that (2.5) have rank $n+\rho$ does not automatically hold whenever the $n \times 2 n$ matrix $\left\|M_{0}+\lambda M_{1} \quad N_{0}+\lambda N_{1}\right\|$ has rank $n$ for all $\lambda$. This may be seen, for example, for $n=2$ from the choice of

$$
M_{0}=\left\|\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right\|, \quad N_{0}=\left\|\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right\|, \quad M_{1}=\left\|\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right\|, \quad N_{1}=\left\|\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right\|
$$

If we now set

$$
s_{i}[y] \equiv M_{i} y(a)+N_{i} y(b), \quad t_{i}[z] \equiv P_{i}^{*} z(a)+Q_{i}^{*} z(b) \quad(i=0,1,2)^{\prime}
$$

it follows from the reciprocal character of (2.4) that

$$
\begin{align*}
& \left(s_{0}[y], t_{2}[z]\right)+\left(s_{2}[y], t_{0}[z]\right)=(y(b), z(b))-(y(a), z(a)),  \tag{2.9}\\
& \left(s_{1}[y], t_{2}[z]\right)+\left(s_{2}[y], t_{1}[z]\right)=0
\end{align*}
$$

for arbitrary values $y(a), y(b), z(a), z(b)$. Moreover,

$$
\begin{equation*}
(L[y], z)+\left(y, L^{\star}[z]\right) \equiv(y, z)^{\prime} \quad \text { for } y, z \in C^{\prime} \tag{2.10}
\end{equation*}
$$

and, in particular, $\langle L[y], z\rangle+\left\langle y, L^{\star}[z]\right\rangle=0$ for all vectors $y(x)$ of class $C^{\prime}$ satisfying $s[y ; \lambda]=0$ for a value $\lambda$ and $z(x)$ of class $C^{\prime}$ if and only if $t[z ; \bar{\lambda}]=0$ for this value of $\lambda$. Consequently, with the further definitions of a proper value of (2.1) as a complex number $\lambda$ for which there exist nonidentically vanishing solutions of (2.1), termed proper solutions, and the index of $\lambda$ as the dimension $i(\lambda)$ of the linear space of all solutions of (2.1) for this value $\lambda$, we then have the following result from relations (2.9) and (2.10).

Lemma 2.1. A constant $\lambda_{0}$ is a proper value for (2.1) if and only if $\bar{\lambda}_{0}$ is a proper value for (2.3) of the same index.

## 3. Equivalent boundary problems

Problem (2.1) will be said to be equivalent to a second boundary problem

$$
\begin{array}{cc}
u^{\prime}-A^{0}(x) u=\lambda B^{0}(x) u, & a \leqq x \leqq b  \tag{3.1}\\
M^{0}(\lambda) u(a)+N^{0}(\lambda) u(b)=0, &
\end{array}
$$

with $M^{0}(\lambda), N^{0}(\lambda)$ linear in $\lambda$, and coefficients satisfying the same conditions imposed on the corresponding coefficient matrices of (2.1), under a transformation $u(x)=H(x) y(x), a \leqq x \leqq b$, provided $H(x)$ is a nonsingular matrix of class $C^{\prime}$ on $a b$ such that, for an arbitrary value $\lambda$, the vector $y(x)$ satisfies the differential equations or the boundary conditions of (2.1) if and only if the corresponding $u(x)$ satisfies the respective differential equations or boundary conditions of (3.1).

Theorem 3.1. The boundary problem (2.1) is equivalent to (3.1) under $H(x)$ if and only if $H(x)$ is a nonsingular matrix of class $C^{\prime}$ satisfying

$$
\begin{array}{cc}
H^{\prime}-A^{0} H+H A \equiv 0, \quad H B-B^{0} H \equiv 0, & a \leqq x \leqq b \\
M^{0}(\lambda) H(a) P(\lambda)-N^{0}(\lambda) H(b) Q(\lambda) \equiv 0 & \text { for all } \lambda
\end{array}
$$

where $P(\lambda), Q(\lambda)$ are $n \times n$ matrices with the $n \times 2 n$ matrix $\left\|P^{*}(\bar{\lambda}) \quad Q^{*}(\bar{\lambda})\right\|$ of rank $n$ and $M(\lambda) P(\lambda)-N(\lambda) Q(\lambda) \equiv 0$ for all $\lambda$.

As a special case of the above theorem we have the following result, the final conclusion of which also appears in Theorem 4.1 of Reid [6].

Theorem 3.2. A necessary and sufficient condition that the system (2.1) be equivalent to its adjoint (2.3) under $T(x)$ is that

$$
\begin{array}{cr}
T^{\prime}+A^{*} T+T A \equiv 0, \quad T B+B^{*} T \equiv 0, \quad a \leqq x \leqq b \\
M(\lambda) T^{-1}(a) M^{*}(\bar{\lambda}) \equiv N(\lambda) T^{-1}(b) N^{*}(\bar{\lambda}) & \text { for all } \lambda . \tag{3.3}
\end{array}
$$

Moreover, the general solution of the matrix differential equation of (3.2) is $T(x)=Y^{*^{-1}}(x) C Y^{-1}(x)$, where $Y(x)$ is a nonsingular matrix solution of $L[Y] \equiv Y^{\prime}-A Y=0$ and $C$ is an arbitrary $n \times n$ constant matrix.

From the relation

$$
P^{*}(\bar{\lambda}) T(a) P(\lambda) \equiv Q^{*}(\bar{\lambda}) T(b) Q(\lambda) \quad \text { for all } \lambda,
$$

equivalent to (3.3), it follows that a system equivalent to its adjoint under $T(x)$ is also equivalent to its adjoint under $T^{*}(x)$ and under $T_{1}(x)=$ $c_{1} T(x)+c_{2} T^{*}(x)$, provided $T_{1}(x)$ is nonsingular for some $x_{0}$ on $a b$. In addition, the Corollary to Theorem 4.2 of Reid [6] with $A_{1}^{0}(x) \equiv A_{1}(x) \equiv E$ is also valid for systems (2.1), (3.1) and their adjoints.

Corollary. If the boundary conditions $s[y ; \lambda]=0$ are equivalent to their adjoint conditions $t[z ; \lambda]=0$ under $z=T(x) y$, then the condition that the matrix (2.5) have rank $n+\rho$, where $\rho$ is the rank of $\left\|M_{1} N_{1}\right\|$, is equivalent to the condition that the matrix

$$
\begin{equation*}
W \equiv M_{0} T^{*^{-1}}(a) M_{1}^{*}-N_{0} T^{*^{-1}}(b) N_{1}^{*} \tag{3.4}
\end{equation*}
$$

have rank $\rho$.
From relation (3.3) for $\lambda=0$ it follows that $W \eta=0$ for a vector $\eta$ if and only if there exists a vector $\xi$ such that $M_{1}^{*} \eta=M_{0}^{*} \xi, N_{1}^{*} \eta=N_{0}^{*} \xi$. In this
case the rank of (2.5) is equal to $n$ plus the rank of $W$, and, hence, (2.5) has rank $n+\rho$ if and only if $W$ has rank $\rho$.

## 4. Normal and abnormal boundary problems

Let $\Lambda_{0,0}$ denote the linear space of vector functions $y(x)$ for which $L[y] \equiv 0$ and $B y \equiv 0$ on $a b, s_{0}[y]=0$ and $s_{1}[y]=0$; correspondingly, let $\Lambda_{0,0}^{\star}$ denote the totality of vectors $z(x)$ satisfying $L^{\star}[z] \equiv 0$ and $B^{*} z \equiv 0$ on $a b, t_{0}[z]=0$ and $t_{1}[z]=0$. A boundary problem (2.1) will be termed normal if $\Lambda_{0,0}$ is zero-dimensional, and abnormal with order of abnormality $r$ if $\operatorname{dim} \Lambda_{0,0}=$ $r>0$. A nontrivial element of $\Lambda_{0,0}$ will be designated an abnormal solution of (2.1). As all values of $\lambda$ are proper values of (2.1) in case $\operatorname{dim} \Lambda_{0,0}=r>0$, let $i_{n}(\lambda)=i(\lambda)-r$ denote the normal index of $\lambda$ as a proper value of (2.1) in case $i(\lambda)>r$, and let a normal proper solution $y(x)$ be a proper solution of (2.1) for which not both $B y \equiv 0$ on $a b$ and $s_{1}[y]=0$ hold.

In addition, let $\Lambda_{0}$ denote the linear space of vectors $y(x)$ satisfying $L[y] \equiv 0$ and $B y \equiv 0$ on $a b$; and, similarly, $\Lambda_{0}^{\star}$ will denote the linear space of vectors $z(x)$ for which $L^{\star}[z] \equiv 0$ and $B^{*} z \equiv 0$ on $a b$. Then, from (2.2) and the reciprocal character of the matrices of (2.4), it follows that a pair of end values $y(a), y(b)$ satisfies $s_{0}[y]=0$ and $s_{1}[y]=0$ if and only if there is a constant vector $\xi$ such that $y(a)=P_{0} K \xi, y(b)=-Q_{0} K \xi$, where the $n \times n$ constant matrix $K$ is of rank $n-\rho$ and satisfies $V K=0$ with the constant $n \times n$ matrix $V$ of rank $\rho$ for which $M_{1}=V M_{2}, N_{1}=V N_{2}$. Thus, if $\rho=n$ for a problem (2.1) the problem is normal, while the case $\rho=0$ is the class of problems studied in Reid [6]. Consequently, if $\operatorname{dim} \Lambda_{0}=p>0$ and $\eta$ denotes an $n \times p$ matrix whose column vectors form a basis for $\Lambda_{0}$, then $\operatorname{dim} \Lambda_{0,0}=r \geqq 0$ is equivalent to the condition that the $2 n \times(n+p)$ matrix

$$
\left\|\begin{array}{rr}
P_{0} K & \eta(a) \\
-Q_{0} K & \eta(b)
\end{array}\right\|
$$

is of rank $n-\rho+p-r$.
Finally, if $\Lambda_{1}$ denotes the linear space of vectors $y(x)$ for which there exists a vector $g(x)$ with continuous components such that $L[y] \equiv B g$ on $a b$, it follows from (2.10) that

$$
\begin{equation*}
z^{*}(a) y(a)-z^{*}(b) y(b)=0 \quad \text { for } y(x) \in \Lambda_{1}, \quad z(x) \in \Lambda_{0}^{\star} \tag{4.1}
\end{equation*}
$$

Now, if (2.1) is equivalent to its adjoint (2.3) under $T(x)$, then $y(x)$ belongs to $\Lambda_{0}$ or $\Lambda_{0,0}$ if and only if $z(x)=T(x) y(x)$ belongs to $\Lambda_{0}^{\star}$ or $\Lambda_{0,0}^{\star}$, respectively. In particular, if under such equivalence $\operatorname{dim} \Lambda_{0,0}=\operatorname{dim} \Lambda_{0,0}^{\star}=$ $r>0$ and $\eta(x)$ is an $n \times r$ matrix whose column vectors form a basis for $\Lambda_{0,0}$, then the columns of $\zeta(x)=T(x) \eta(x)$ form a basis for $\Lambda_{0,0}^{\star}$. Moreover, as $M_{0} P_{1}-N_{0} Q_{1}=-M_{1} P_{0}+N_{1} Q_{0}=V\left(-M_{2} P_{0}+N_{2} Q_{0}\right)=V$ from (2.2), it then follows from $t_{0}[\zeta]=t_{1}[\zeta]=0$ and rank $V=\operatorname{rank}\left\|M_{1} \quad N_{1}\right\|=\rho$ that there exists an $n \times r$ constant matrix $\sigma$ of rank $r$ such that

$$
\zeta^{*}(a)=\sigma^{*} J M_{0}, \quad \zeta^{*}(b)=-\sigma^{*} J N_{0}
$$

where $J$ is an $n \times n$ constant matrix of rank $n-\rho$ satisfying $J V=0$, and $\sigma^{*} J$ has rank $r \leqq n-\rho$. Hence, for $\tau$ an $n \times(n-r)$ constant matrix of rank $n-r$ such that $\sigma^{*} J \tau=0$, the boundary conditions $s[y ; \lambda]=0$ are equivalent to

$$
\begin{gathered}
\tau^{*} s[y ; \lambda]=0 \\
\sigma^{*} J s[y ; \lambda] \equiv \zeta^{*}(a) y(a)-\zeta^{*}(b) y(b)=0
\end{gathered}
$$

In addition, as $\sigma^{*} J M_{1}=\sigma^{*} J V M_{2}=0, \sigma^{*} J N_{1}=\sigma^{*} J V N_{2}=0$ it follows from the nonsingularity of $\left\|\tau J^{*} \sigma\right\|$ that the $(n-r) \times 2 n$ matrix $\left\|\tau^{*} M_{1} \quad \tau^{*} N_{1}\right\|$ has rank $\rho$ and its rows are linearly independent of the rows of $\left\|\tau^{*} M_{0} \tau^{*} N_{0}\right\|$. Consequently, if $\theta$ and $\phi$ are $n \times r$ constant matrices such that the $r \times r$ matrix $\theta^{*} \eta(a)+\phi^{*} \eta(b)$ is nonsingular, then the boundary problem

$$
\begin{equation*}
L[y]=\lambda B y, \quad \tau^{*} s[y ; \lambda]=0, \quad \theta^{*} y(a)+\phi^{*} y(b)=0 \tag{4.2}
\end{equation*}
$$

is a normal problem whose boundary conditions satisfy the matrix hypotheses of Section 2. Furthermore, as relation (4.1) implies that $\sigma^{*} J s[y ; \lambda]=0$ for any proper solution $y(x)$ of $L[y]=\lambda B y$, problem (4.2) is equivalent to (2.1) in the sense that, if $y(x)$ is a proper solution of (4.2) for a value $\lambda$, then $y(x)$ is a normal solution of (2.1) for this value $\lambda$, while if $y(x)$ is a solution of (2.1) for a value $\lambda$, then

$$
y(x)+\eta(x) \gamma, \quad \gamma=-\left[\theta^{*} \eta(a)+\phi^{*} \eta(b)\right]^{-1} \cdot\left[\theta^{*} y(a)+\phi^{*} y(b)\right]
$$

is a solution of (4.2) for the same value $\lambda$. Finally, $\lambda$ is a proper value of (4.2) of index $k$ if and only if $\lambda$ is a proper value of (2.1) with normal index $i_{n}(\lambda)=k$.

Theorem 4.1. If (2.1) is an abnormal problem equivalent to its adjoint (2.3) under a nonsingular skew-hermitian transformation $T(x)$ and the matrices (2.4) are reciprocals, then there exists an equivalent normal problem, (4.4) below, that is also equivalent to its adjoint under the same $T(x)$ and for which the matrices corresponding to (2.4) are reciprocals.

For a problem (2.1) equivalent to its adjoint under $T(x)$ one may choose

$$
\begin{equation*}
P(\lambda)=T^{*-1}(a) M^{*}(\bar{\lambda}), \quad Q(\lambda)=T^{*^{-1}}(b) N^{*}(\bar{\lambda}) \tag{4.3}
\end{equation*}
$$

in view of (3.3). Then, for $\eta(x), J, \sigma$, and $\tau$ as above and

$$
R \equiv-\frac{1}{2}\left[M_{2} T^{-1}(a) M_{2}^{*}-N_{2} T^{-1}(b) N_{2}^{*}\right]
$$

$\sigma^{*} J\left(s_{2}[\eta]-R s_{0}[\eta]\right)=-\sigma^{*} J\left(\sigma^{*} J\right)^{*}$ is nonsingular, and, hence, the boundary problem

$$
\begin{align*}
L[y] & =\lambda B y, \\
\tau^{*} s[y ; \lambda] & =0,  \tag{4.4}\\
\sigma^{*} J\left(s_{2}[y]-R s_{0}[y]\right) & =0
\end{align*}
$$

is a normal problem equivalent to (2.1). Furthermore, if $T(x)$ is skewhermitian on $a b$, then $R$ is also skew-hermitian, while the matrix $W$ given by (3.4) is hermitian in view of (3.3). Consequently, as $W=V$ and $0=V R=$ $W R=R W$ from the choice in (4.3), we have, by direct computation, that the boundary conditions of (4.4) satisfy with $T(x)$ a relation corresponding to (3.3), and, hence, problem (4.4) is also equivalent to its adjoint under the same $T(x)$ as the original problem. Moreover, for problem (4.4) it also follows from the choice (4.3) and $R W=0$ that the matrix $W_{1}$ corresponding to the matrix $W$ of problem (2.1) is of the form

$$
W_{1}=\left\|\begin{array}{cc}
\tau^{*} W \tau & 0 \\
0 & 0
\end{array}\right\|
$$

and has rank equal to rank $W=\rho$ as $\sigma^{*} J W=\sigma^{*} J V=0$ and the matrix $\left\|\tau \quad J^{*} \sigma\right\|$ is nonsingular.

## 5. Symmetrizable boundary problems

A problem (2.1) will be termed symmetrizable under $T(x)$ if it satisfies the matrix assumption of Section 2 that the matrices (2.4) are reciprocals, is equivalent to its adjoint (2.3) under $T(x), S(x) \equiv T^{*}(x) B(x)$ is hermitian on $a b$, and the $2 n \times 2 n$ constant matrix

$$
\left(\mathfrak{G}=\left\|\begin{array}{ll}
T^{*}(a) P_{2} M_{1} & T^{*}(a) P_{2} N_{1}  \tag{5.1}\\
T^{*}(b) Q_{2} M_{1} & T^{*}(b) Q_{2} N_{1}
\end{array}\right\|\right.
$$

belonging to the bilinear form $\mathcal{G}[u ; v] \equiv\left(s_{1}[v], t_{2}[T u]\right)$ is hermitian.
Now, for a boundary problem (2.1) equivalent to its adjoint (2.3) under $T(x)$, it follows from (3.3) that the most general form of $P(\lambda)$ and $Q(\lambda)$ is

$$
\begin{equation*}
P(\lambda)=T^{*-1}(a) M^{*}(\bar{\lambda}) C(\lambda), \quad Q(\lambda)=T^{*-1}(b) N^{*}(\bar{\lambda}) C(\lambda) \tag{5.2}
\end{equation*}
$$

where $C(\lambda)$ is nonsingular for all $\lambda$. From the reciprocal character of the matrices in (2.4) we then have that

$$
\begin{equation*}
C^{-1}(\lambda) \equiv-M_{2} T^{*^{-1}}(a) M^{*}(\bar{\lambda})+N_{2} T^{*^{-1}}(b) N^{*}(\bar{\lambda}) \tag{5.3}
\end{equation*}
$$

that is, $C^{-1}(\lambda)$ is linear in $\lambda$. Writing $C^{-1}(\lambda)=D_{0}+\lambda D_{1}$, we have

$$
\begin{equation*}
D_{1}=-M_{2} T^{*-1}(a) M_{1}^{*}+N_{2} T^{*-1}(b) N_{1}^{*} \tag{5.4}
\end{equation*}
$$

Lemma 5.1. Suppose that the boundary conditions $s[y ; \lambda]=0$ are equivalent to their adjoint conditions $t[z ; \lambda]=0$ under $z=T(x) y$ and that the rank of (2.5) is $n+\rho$, where $\rho$ is the rank of $\left\|M_{1} \quad N_{1}\right\|$. Then the matrix (5.1) is hermitian if and only if the matrix $C(\lambda)$ defined by (5.2) is independent of $\lambda$ and the matrix $W$ given by (3.4) is hermitian. Moreover, under these conditions $P(\lambda)$ and $Q(\lambda)$ can be chosen as in (4.3).

Under the one-to-one transformation between values $u(a), u(b)$ and constant vectors $\xi, \eta$

$$
\begin{equation*}
T(a) u(a)=M_{0}^{*} \xi+M_{2}^{*} \eta, \quad-T(b) u(b)=N_{0}^{*} \xi+N_{2}^{*} \eta \tag{5.5}
\end{equation*}
$$

we have from the reciprocal character of the matrices (2.4) that $t_{2}^{*}[T u]=-\xi^{*}$ and $s_{1}[u]=W^{*} \xi-D_{1}^{*} \eta$, where $D_{1}$ is given by (5.4). Now, if $\xi_{\alpha}, \eta_{\alpha}(\alpha=1,2)$ are arbitrary constant vectors and $u_{\alpha}(a), u_{\alpha}(b)(\alpha=1,2)$ corresponding sets of values related by (5.5), then

$$
\overline{\mathcal{G}\left[u_{2} ; u_{1}\right]}-\mathcal{G}\left[u_{1} ; u_{2}\right]=\xi_{1}^{*}\left(W^{*}-W\right) \xi_{2}+\eta_{1}^{*} D_{1} \xi_{2}-\xi_{1}^{*} D_{1}^{*} \eta_{2}
$$

Thus, $\mathcal{G}[u ; v]$ is hermitian if and only if $W=W^{*}$ and $D_{1}=0$. Now, as the matrices (2.4) are reciprocals from Theorem 2.1, the corresponding matrices obtained on replacing $P(\lambda), Q(\lambda), M_{2}$, and $N_{2}$ by $P(\lambda) D_{0}, Q(\lambda) D_{0}, D_{0}^{-1} M_{2}$, and $D_{0}^{-1} N_{2}$, respectively, are also reciprocals. Hence, without loss of generality, we may choose $P(\lambda)$ and $Q(\lambda)$ of the form (4.3).

Corollary. Under the conditions of Lemma 5.1 the hermitian form $\mathcal{G}[u ; v]$ has the representation

$$
\begin{equation*}
\mathcal{G}[u ; v]=-\left(W t_{2}[T v], t_{2}[T \bar{u}]\right) \tag{5.6}
\end{equation*}
$$

From $D_{1}=0$ it follows that there exists an $n \times n$ constant matrix $F$ such that $T^{*-1}(a) M_{1}^{*}=P_{2} F, T^{*^{-1}}(b) N_{1}^{*}=Q_{2} F$, and from $-M_{0} P_{2}+N_{0} Q_{2}=E$ we have that $F=-W$. Consequently, $s_{1}[v]=-W t_{2}[T v]$ as $W$ is hermitian.

Theorem 5.1. If the boundary conditions $s[y ; \lambda]=0$ satisfy (3.3) with a nonsingular $T(x)$, then necessary and sufficient conditions that there exist matrices $P(\lambda)=P_{0}+\lambda P_{1}, Q(\lambda)=Q_{0}+\lambda Q_{1}$ and constant matrices $M_{2}, N_{2}$, $P_{2}, Q_{2}$ such that the matrices (2.4) are reciprocals and the $2 n \times 2 n$ matrix (5.1) is hermitian are that the matrix $W$ given in (3.4) be hermitian and of rank $\rho$, the rank of $\left\|M_{1} \quad N_{1}\right\|$.

The necessity follows at once from Theorem 2.1, Lemma 5.1, and the Corollary to Lemma 3.1. To establish the sufficiency, let $\sigma$ be a $r \times n$ matrix such that $\sigma W$ is of rank $\rho$. As $\sigma W^{*}=\sigma W$, it follows that $\left\|\sigma M_{1} \sigma N_{1}\right\|$ has rank $\rho$, and if $\tau$ is a $(n-\rho) \times n$ matrix, of rank $n-\rho$, such that $\tau W=0$, there exist $(n-\rho) \times n$ matrices $\mu, \nu$ such that $\mu T^{*-1}(a) M_{1}^{*}-\nu T^{*-1}(b) N_{1}^{*}=0$ while the $(2 n-\rho) \times 2 n$ matrix

$$
\left\|\begin{array}{cc}
\tau M_{0} & \tau N_{0}  \tag{5.7}\\
\sigma M_{1} & \sigma N_{1} \\
\mu & \nu
\end{array}\right\|
$$

is of rank $2 n-\rho$. The rows of $\left\|\sigma M_{0} \quad \sigma N_{0}\right\|$ are linearly independent of the rows of (5.7), for else a nonnull linear combination of its rows, $\|\breve{\mathbf{x}} \breve{\mathbf{y}}\|$, would be dependent on the rows of (5.7) and would, therefore, satisfy $\breve{\mathbf{x}} T^{*-1}(a) M_{1}^{*}-\breve{\mathrm{y}} T^{*-1}(b) N_{1}^{*}=0$, implying that the rows of $\sigma W$ are linearly
dependent. Moreover, if we set $M_{2}^{1}=\left\|\begin{array}{c}\sigma M_{1} \\ \mu\end{array}\right\|, N_{2}^{1}=\left\|\begin{array}{c}\sigma N_{1} \\ \nu\end{array}\right\|$, then $M_{2}^{1} T^{*-1}(a) M_{1}^{*}-N_{2}^{1} T^{*-1}(b) N_{1}^{*}=0$, and $\left\|\begin{array}{cc}M_{0} & N_{0} \\ M_{2}^{1} & N_{2}^{1}\end{array}\right\|$ is nonsingular as $\left\|\begin{array}{c}\tau \\ \sigma\end{array}\right\|$ is nonsingular. Hence, there exists a matrix $V^{1}$ such that $M_{1}=V^{1} M_{2}^{1}$, $N_{1}=V^{1} N_{2}^{1}$, and $H \equiv-M_{2}^{1} T^{*-1}(a) M_{0}^{*}+N_{2}^{1} T^{*-1}(b) N_{0}^{*}$ is nonsingular. Consequently, if we define $M_{2}=H^{-1} M_{2}^{1}, N_{2}=H^{-1} N_{2}^{1}$, the first matrix of (2.7) is nonsingular, and there exists a matrix $V=V^{1} H$ such that $M_{1}=V M_{2}$, $N_{1}=V N_{2}$, while $-M_{2} T^{*-1}(a) M^{*}(\bar{\lambda})+N_{2} T^{*^{-1}}(b) N^{*}(\bar{\lambda}) \equiv E$ for all $\lambda$. Now, let $P_{2}$ and $Q_{2}$ be determined by the relations

$$
-M_{0} P_{2}+N_{0} Q_{2}=E, \quad-M_{2} P_{2}+N_{2} Q_{2}=0
$$

As $-M_{1} P_{2}+N_{1} Q_{2}=V\left(-M_{2} P_{2}+N_{2} Q_{2}\right)=0$, it then follows that for the further choices $P(\lambda)=T^{*^{-1}}(a) M^{*}(\bar{\lambda}), Q(\lambda)=T^{*^{-1}}(b) N^{*}(\bar{\lambda})$, the matrices (2.4) are reciprocals. The final desired conclusion on the hermitian character of (5.1) is then assured by Lemma 5.1.

An immediate consequence of the above result and relation (3.3) is that if the problem (2.1) is symmetrizable under $T(x)$, then (2.1) is also symmetrizable under $T^{*}(x)$. Moreover, under the assumption that the matrices (2.4) are reciprocals, the Corollary to Theorem 3.2 and Theorems 2.1 and 5.1 imply that (2.1) is symmetrizable under a skew-hermitian transformation $T(x)$ whenever (2.1) is equivalent to its adjoint (2.3) under such a $T(x)$, as the matrix $W$ is then hermitian.

Theorem 5.3 of Reid [6] can now be extended.
Theorem 5.2. For a problem (2.1) equivalent to its adjoint (2.3) under $T(x)$ and satisfying the condition that the associated matrices (2.4) are reciprocals, there exist constants $c_{1}, c_{2}$ such that (2.1) is symmetrizable under $T_{1}(x) \equiv$ $c_{1} T(x)+c_{2} T^{*}(x)$ and $T_{1}(x)$ is a nonsingular skew-hermitian transformation on ab. Moreover, if (2.1) is symmetrizable under $T(x)$, then for each such pair $c_{1}, c_{2}$ there is an associated nonzero real constant $k_{1}$ such that the matrix $S_{1}(x) \equiv T_{1}^{*}(x) B(x)$ and the form $\mathcal{G}_{1}[u ; v]$, corresponding to $\mathcal{G}[u ; v]$, satisfy $S_{1}(x) \equiv k_{1} S(x)$ on $a b$ and $\mathcal{G}_{1}[u ; v]=k_{1} \mathcal{G}[u ; v]$ for arbitrary vectors $u(a), u(b)$, $v(a), v(b)$.

In view of the remarks immediately prior to the theorem above, Theorem 2.1, and the remarks following Theorem 3.2, the first result follows as in the proof of the corresponding result of Theorem 5.3 of Reid [6]. Then, if (2.1) is symmetrizable under $T(x)$, it also follows, as in the proof of Theorem 5.3 of [6], on setting $A_{1}=E$, that for any pair of constants $c_{1}, c_{2}$ such that (2.1) is symmetrizable under $T_{1}(x)=c_{1} T(x)+c_{2} T^{*}(x)$ with $T_{1}(x)$ nonsingular and skew-hermitian on $a b$, that $S_{1}(x) \equiv T_{1}^{*}(x) B(x) \equiv k_{1} S(x)$ on $a b$ for $k_{1}=c_{1}-c_{2}$ a nonzero real constant. Now, as in the proof of Theorem 5.1 above, $P_{1}(\lambda)=T_{1}^{*-1}(a) M^{*}(\bar{\lambda}), Q_{1}(\lambda)=T_{1}^{*-1}(b) N^{*}(\bar{\lambda})$ may be chosen as the matrices corresponding to $P(\lambda)=T^{*-1}(a) M^{*}(\bar{\lambda}), Q(\lambda)=T^{*-1}(b) N^{*}(\bar{\lambda})$
and, hence, in view of relation (3.3) for both $T$ and $T_{1}$, it follows that there exists an $n \times n$ matrix $C(\lambda)$, nonsingular for all $\lambda$, such that

$$
P(\lambda) \equiv P_{1}(\lambda) C(\lambda), \quad Q(\lambda) \equiv Q_{1}(\lambda) C(\lambda)
$$

Thus,

$$
\begin{align*}
& M^{*}(\bar{\lambda}) C(\lambda)= T_{1}^{*}(a) T^{*-1}(a) M^{*}(\bar{\lambda}) \\
&=T(a)\left[\bar{c}_{1} T^{-1}(a)+\bar{c}_{2} T^{*-1}(a)\right] M^{*}(\bar{\lambda})  \tag{5.8}\\
& N^{*}(\bar{\lambda}) C(\lambda)=T_{1}^{*}(b) T^{*-1}(b) N^{*}(\bar{\lambda}) \\
&=T(b)\left[\bar{c}_{1} T^{-1}(b)+\bar{c}_{2} T^{*-1}(b)\right] N^{*}(\bar{\lambda})
\end{align*}
$$

On multiplying the first equation of (5.8) on the left by $-W P_{2}^{*}$, and the second on the left by $W Q_{2}^{*}$, and adding, it then follows from (3.3), the reciprocal property of the matrices (2.4), the hermitian character of $W$, and the relations $M_{1}=-W P_{2}^{*} T(a), N_{1}=-W Q_{2}^{*} T(b)$, established in the proof of the Corollary to Lemma 5.1, that

$$
W C(\lambda)=\left(\bar{c}_{1}-\bar{c}_{2}\right) W=k_{1} W .
$$

Moreover,

$$
\begin{aligned}
W=M_{0} P_{1}-N_{0} Q_{1}= & M_{0} P(\lambda)-N_{0} Q(\lambda) \\
& =\left[M_{0} P_{1}(\lambda)-N_{0} Q_{1}(\lambda)\right] C(\lambda)=W_{1} C(\lambda)
\end{aligned}
$$

where $W_{1}$ designates for the transformation $T_{1}(x)$ the matrix corresponding to $W$. Consequently,

$$
\begin{equation*}
W=k_{1} W C^{-1}(\lambda)=k_{1} W_{1} \tag{5.9}
\end{equation*}
$$

Finally, if $P_{2}^{1}, Q_{2}^{1}, t_{2}^{1}[u]$, and $\mathcal{G}_{1}[u ; v]$ denote the matrices and forms for the transformation $T_{1}(x)$ corresponding to $P_{2}, Q_{2}, t_{2}[u]$, and $\mathcal{G}[u ; v]$, respectively, then
$-M_{1}=W_{1} P_{2}^{1^{*}} T_{1}(a)=W P_{2}^{*} T(a), \quad-N_{1}=W_{1} Q_{2}^{1^{*}} T_{1}(b)=W Q_{2}^{*} T(b)$
and, hence, $W_{1} t_{2}^{1}\left[T_{1} u\right]=W t_{2}[T u]$ for arbitrary vectors $u(a), u(b)$. It now follows from the representation (5.6) and relation (5.9) that
$\mathcal{G}_{1}[u ; v]=-\left(W_{1} t_{2}^{1}\left[T_{1} v\right], t_{2}^{1}\left[T_{1} u\right]\right)=-\left(W t_{2}[T v], t_{2}^{1}\left[T_{1} u\right]\right)$

$$
=-k_{1}\left(t_{2}[T v], W_{1} t_{2}^{1}\left[T_{1} u\right]\right)=-k_{1}\left(t_{2}[T v], W t_{2}[T u]\right)=k_{1} 乌[u ; v]
$$

for arbitrary end values $u(a), u(b), v(a), v(b)$.
It is to be noted that the reality and nonvanishing of $k_{1}=c_{1}-c_{2}$ allows the representation $c_{1}=\alpha+i \gamma, c_{2}=\beta+i \gamma, \alpha$ and $\beta$ real and distinct, while the skew-hermitian character of $T_{1}(x)$ implies that $(\alpha+\beta) T(x)$ is skewhermitian on $a b$. In particular, if $\alpha+\beta=c_{1}+\bar{c}_{2} \neq 0$ for a suitable pair $c_{1}, c_{2}$ above, then $T(x)$ is also skew-hermitian on $a b$, and

$$
T_{1}(x) \equiv\left(c_{1}-c_{2}\right) T(x) \equiv k_{1} T(x)
$$

on $a b$.

Combining the results of Theorems 4.1 and 5.2 with the argument below yields the following extension of Theorem 6.2 of Reid [6].

Theorem 5.3. If (2.1) is an abnormal problem equivalent to its adjoint under $T(x)$, and if the associated matrices (2.4) are reciprocals, then for an associated transformation $T_{1}(x)$ of Theorem 5.2 there is an equivalent normal problem that is symmetrizable under $T_{1}(x)$; moreover, if the original problem (2.1) is symmetrizable under $T(x)$, then for each such $T_{1}(x)$ there is a nonzero real constant $k_{1}$ such that the corresponding matrix $S_{1}(x)$ and the corresponding form $\mathcal{G}_{1}[u ; v]$ satisfy $S_{1}(x) \equiv k_{1} S(x)$ on ab and $\mathcal{G}_{1}[u ; v]=k_{1} \mathcal{G}[u ; v]$ for arbitrary vectors $u(a), u(b), v(a)$ and $v(b)$.

To establish the final conclusion we shall show that the matrix (5.1) remains invariant when we pass from an abnormal problem (2.1) to its equivalent normal problem (4.4), with each problem equivalent to its adjoint under a skew-hermitian, nonsingular transformation $T(x)$. Let the superscript 1 following a matrix associated with problem (2.1) denote the corresponding matrix for the problem (4.4). Then, from Lemma 5.1 and the comments prior to Theorem 5.2 we may choose $P^{1}(\lambda)=T^{*-1}(a) M^{1 *}(\bar{\lambda}), Q^{1}(\lambda)=$ $T^{*-1}(b) N^{1 *}(\bar{\lambda})$. Moreover, with $R, J, \sigma$, and $\tau$ as in the proof of Theorem 4.1, $P(\lambda)$ and $Q(\lambda)$ as in (4.3), and the choices

$$
\begin{gathered}
\left\|\begin{array}{c}
P_{2}^{1} \\
Q_{2}^{1}
\end{array}\right\|=\left\|\begin{array}{cc}
P_{2} & P_{0} \\
Q_{2} & Q_{0}
\end{array}\right\| \cdot\left\|\begin{array}{c}
E \\
R+J^{*} \sigma \sigma^{*} J
\end{array}\right\| \cdot\left\|\begin{array}{c}
\tau^{*} \\
\varepsilon \sigma^{*} J
\end{array}\right\|^{-1}, \\
\left\|M_{2}^{1} \quad N_{2}^{1}\right\|=\left\|\begin{array}{cc}
\tau^{*} \tau & 0 \\
0 & \varepsilon
\end{array}\right\|^{-1} \cdot \|-\sigma^{*} J-\tau^{*} R \\
\tau^{*} \sigma^{*} J R \\
\varepsilon^{-1} \sigma^{*} J
\end{gathered}\|\cdot\| \begin{array}{ll}
M_{0} & N_{0} \\
M_{2} & N_{2}
\end{array} \|, ~ l
$$

where $\varepsilon$ is the $r \times r$ nonsingular matrix $\sigma^{*} J J^{*} \sigma$, it follows by direct calculation, in view of the relations $V=W=W^{*}, 0=J V=W J^{*}, R=-R^{*}$, $0=V R=R V, \sigma^{*} J \tau=0,0=J M_{1}=J N_{1}$, and $0=R M_{1}=R N_{1}$, that for the problem (4.4) the matrices corresponding to (2.4) are reciprocals. Furthermore, as

$$
\left\|M_{1}^{1} \quad N_{1}^{1}\right\|=\|\tau \quad 0\| *\left\|M_{1} \quad N_{1}\right\|=\left\|\tau \quad J^{*} \sigma \varepsilon^{*}\right\| *\left\|M_{1} \quad N_{1}\right\|
$$

we then have that

$$
\left\|\begin{array}{c}
P_{2}^{1} \\
Q_{2}^{1}
\end{array}\right\| \cdot\left\|M_{1}^{1} \quad N_{1}^{1}\right\|=\left\|\begin{array}{c}
P_{2} \\
Q_{2}
\end{array}\right\| \cdot\left\|M_{1} \quad N_{1}\right\|
$$

and, consequently, $\mathbb{E 5}^{1}=(5)$.

## 6. Definite boundary problems

For a boundary problem (2.1) let $\Lambda$ denote the linear class of vectors $y(x)$ satisfying $L[y] \equiv B g$ on $a b$ and $s_{0}[y]+s_{1}[g]=0$ with a continuous vector $g(x)$.

Lemma 6.1. For a problem (2.1) symmetrizable under $T(x)$, the bilinear functional

$$
\mathfrak{g}[u ; v] \equiv-\left(s_{0}[v], t_{2}[T u]\right)+\langle L[v], T u\rangle
$$

is hermitian on $\Lambda$ in the sense that $\mathfrak{g}[u ; v]=\overline{\mathfrak{J}[v ; u]}$ for arbitrary vectors $u$ and $v$ of $\Lambda$; in particular, $\mathfrak{J}[u] \equiv \mathcal{J}[u ; u]$ is real-valued on the space $\Lambda$.

For suppose that $u(x)$ and $v(x)$ belong to $\Lambda$ with $g(x)$ and $h(x)$, respectively. Then, with the choice (4.3), $w \equiv T(x) u$ belongs to the corresponding space $\Lambda^{\star}$ for the adjoint problem (2.3) with the vector $T(x) g$; i.e., $L^{\star}[w]=$ $-B^{*} T g=-S g, t_{0}[w]+t_{1}[T g]=0$. From relation (2.10) and the hermitian character of $S$ it now follows that

$$
\begin{aligned}
\langle L[v], T u\rangle-\overline{\langle L[u], T v\rangle} & =\langle L[v], w\rangle-\langle v, S g\rangle \\
& =\langle L[v], w\rangle+\left\langle v, L^{\star}[w]\right\rangle \\
& =(v(b), w(b))-(v(a), w(a)) .
\end{aligned}
$$

Moreover, from relations (2.9) and the hermitian character of (5.1) we have that

$$
\begin{aligned}
&-\left(s_{0}[v], t_{2}[T u]\right)+\overline{\left(s_{0}[u], t_{2}[T v]\right)} \\
&=\left(s_{2}[v], t_{0}[w]\right)-\overline{\left(s_{1}[g], t_{2}[T v]\right)}+(v(a), w(a))-(v(b), w(b)) \\
&=-\left(s_{2}[v], t_{1}[T g]\right)-\left(s_{1}[v], t_{2}[T g]\right)+(v(a), w(a))-(v(b), w(b)) \\
&=(v(a), w(a))-(v(b), w(b))
\end{aligned}
$$

and, thus, $\mathfrak{J}[u ; v]=\overline{\mathfrak{J}[v ; u]}$.
Now, with

$$
\mathfrak{K}[y] \equiv \mathcal{S}[y ; y]+\langle S y, y\rangle
$$

it follows that for a problem (2.1) symmetrizable under $T(x)$ the functional

$$
\begin{equation*}
\mathfrak{I}\left[y ; c_{1}, c_{2} ; T\right] \equiv c_{1} \mathfrak{J}[y]+c_{2} \mathfrak{K}[y] \tag{6.1}
\end{equation*}
$$

is real-valued for vectors $y \in \Lambda$ and arbitrary real constants $c_{1}, c_{2}$. The boundary problem (2.1) will be termed definite $\left[c_{1}, c_{2} ; T\right]$ whenever (2.1) is symmetrizable under $T(x)$ and there exist real constants $c_{1}, c_{2}$ such that (6.1) is positive for arbitrary vectors $y(x) \in \Lambda$ unless $B(x) y(x) \equiv 0$ on $a b$ and $s_{1}[y]=0$.

For symmetrizable problems (2.1) with real coefficients, the condition of definiteness considered by Bobonis [3] is the positive semidefiniteness of $\mathfrak{K}[y]$ for arbitrary continuous vectors. From Lemma 5.3 of [3] such problems are clearly definite $\left[c_{1}, c_{2} ; T\right]$ with $c_{1}=0, c_{2}=1$. On the other hand, for a problem (2.1) definite $\left[c_{1}, c_{2} ; T\right]$ with $c_{1} \neq 0$, the associated problem obtained on replacing $\lambda$ by $\lambda-c_{2} / c_{1}$ is definite either $[1,0 ; T]$ or $[1,0 ;-T]$ according as $c_{1}>0$ or $c_{1}<0$. A problem (2.1) that is normal and definite $[0,1 ; T]$ may be treated by methods corresponding to those of Bobinis [3], while a problem that is normal and definite $[1,0 ; T]$ may be handled by an extension of the methods employed by Reid [4] for the class of problems in which $\lambda$ does not appear in the boundary conditions.

For a normal and definite $\left[c_{1}, c_{2} ; T\right]$ problem (2.1), it follows, from the re-
lation $\mathscr{g}[y]=\lambda \mathscr{K}[y]$ for a proper solution $y(x)$ corresponding to a proper value $\lambda$, that $\mathscr{K}[y] \neq 0$ for all proper solutions. By methods analogous to those employed in the proof of Theorem 4.2 of [3] it then follows that for such a problem (2.1) all proper values are real and at most denumerably infinite in number as they are the zeros of an entire function

$$
\Delta(\lambda) \equiv \operatorname{det}[M(\lambda) Y(a ; \lambda)+N(\lambda) Y(b ; \lambda)]
$$

where $Y(x ; \lambda)$ denotes a fundamental matrix solution of $L[y]=\lambda B(x) y$ with elements entire functions of $\lambda$ for fixed $x$ on $a b$. Furthermore, the index of each proper value is equal to its multiplicity as a zero of $\Delta(\lambda)$, as may be established by a method analogous to that used in the proof of Theorem 5.2 of [3].

Now, if $\lambda=\lambda_{0}$ is not a proper value for a problem (2.1), it follows, by methods entirely analogous to those of Bliss [1, Section 5] for real-valued coefficients, that
$G\left(x, t ; \lambda_{0}\right) \equiv \frac{1}{2} Y\left(x ; \lambda_{0}\right)\left[\frac{|x-t|}{x-t} E+D^{-1}\left(\lambda_{0}\right) \Omega\left(\lambda_{0}\right)\right] Y^{-1}\left(t ; \lambda_{0}\right)$,

$$
a \leqq x, t \leqq b, x \neq t
$$

with

$$
\begin{aligned}
D\left(\lambda_{0}\right) & \equiv M\left(\lambda_{0}\right) Y\left(a ; \lambda_{0}\right)+N\left(\lambda_{0}\right) Y\left(b ; \lambda_{0}\right) \\
\Omega\left(\lambda_{0}\right) & \equiv M\left(\lambda_{0}\right) Y\left(a ; \lambda_{0}\right)-N\left(\lambda_{0}\right) Y\left(b ; \lambda_{0}\right)
\end{aligned}
$$

is the unique Green's matrix for the incompatible homogeneous system

$$
L[y]-\lambda_{0} B(x) y=0, \quad s\left[y ; \lambda_{0}\right]=0
$$

Furthermore, by an argument similar to the one employed by Bobonis [3, Section 6] we have, for arbitrary vectors $g(x)$ with components continuous on $a b$ and arbitrary constant vectors $h$, that the nonhomogeneous problem

$$
L[y]-\lambda_{0} B(x) y=g(x), \quad s\left[y ; \lambda_{0}\right]=h
$$

has a unique solution given by

$$
y(x)=-\left[G\left(x, a ; \lambda_{0}\right) P_{2}+G\left(x, b ; \lambda_{0}\right) Q_{2}\right] h+\int_{a}^{b} G\left(x, t ; \lambda_{0}\right) g(t) d t
$$

where

$$
\begin{aligned}
G\left(a, a ; \lambda_{0}\right) & \equiv \lim _{x \rightarrow a^{+}} G\left(x, a ; \lambda_{0}\right) \\
G\left(b, b ; \lambda_{0}\right) & \equiv \lim _{x \rightarrow b^{-}} G\left(x, b ; \lambda_{0}\right)
\end{aligned}
$$

Consequently, if $\lambda_{0}$ is not a proper value for a problem (2.1), it follows, on rewriting (2.1) in the form

$$
L[y]-\lambda_{0} B(x) y=\left(\lambda-\lambda_{0}\right) B(x) y, \quad s\left[y ; \lambda_{0}\right]=-\left(\lambda-\lambda_{0}\right) s_{1}[y],
$$

that problem (2.1) is equivalent to the integral system

$$
\begin{align*}
& y(x)=\left(\lambda-\lambda_{0}\right)\left\{\left[G\left(x, a ; \lambda_{0}\right) P_{2}+G\left(x, b ; \lambda_{0}\right) Q_{2}\right] s_{1}[y]\right. \\
&  \tag{6.2}\\
& \left.\quad+\int_{a}^{b} G\left(x, t ; \lambda_{0}\right) B(t) y(t) d t\right\}
\end{align*}
$$

The integral equation (6.2) is of the form of problems considered in [7, Section 8], wherein $H(x, t) \equiv G\left(x, t ; \lambda_{0}\right) T^{*-1}(t), S(x) \equiv T^{*}(x) B(x)$ and $\mathcal{G} \equiv \mathbb{5}$. Moreover, such integral equations are equivalent to a system of $3 n$ integral equations of Fredholm type, as indicated in [7, p. 387]. If (2.1) is normal and definite $[1,0 ; T]$, then $\lambda_{0}$ may be chosen as 0 , while for a normal and definite $[0,1 ; T]$ problem (2.1), there exists a real constant $\lambda_{0}$ not a proper value of (2.1). For each of these normal and definite problems the results of Reid [5] on symmetrizable completely continuous linear transformations in Hilbert space provide, for the integral system equivalent to (6.2), results on the existence and extremizing properties of proper values, integral expansions of Hilbert type, and convergence results of associated Fourier series.

For a problem (2.1) that is definite $\left[c_{1}, c_{2} ; T\right]$ and abnormal, let

$$
L[y]=\lambda B y, \quad s^{1}[y ; \lambda] \equiv s_{0}^{1}[y]+\lambda s_{1}^{1}[y]=0
$$

be an equivalent normal problem that is symmetrizable under an associated nonsingular skew-hermitian transformation $T_{1}(x)$, as guaranteed by Theorem 5.3. If $\Lambda^{1}$ denotes the class of vectors $y(x)$ for which there exists a corresponding vector $g(x)$ with continuous components on $a b$ such that $L[y] \equiv B g$ on $a b$ and $s_{0}^{1}[y]+s_{1}^{1}[g]=0$, it follows from relation (4.1) and the discussion preceding Theorem 4.1 that $\Lambda^{1} \subset \Lambda, \Lambda$ denoting the corresponding class for the original problem (2.1). Moreover, if $\mathscr{g}_{1}$ and $\mathcal{G}_{1}$ denote the functionals for the problem $L[y]=\lambda B y, s^{1}[y ; \lambda]=0$ corresponding to $\mathfrak{g}$ and $\mathcal{G}$, respectively, for problem (2.1) it then follows from Theorem 5.3 that for an element $y \in \Lambda^{1}$ we have $\mathfrak{G}\left[y ; c_{1}, c_{2} ; T\right]=\mathscr{I}_{1}\left[y ; c_{1} / k_{1}, c_{2} / k_{1} ; T_{1}\right]$, where $k_{1}$ is the nonzero real constant such that $T_{1}^{*} B \equiv k_{1} T^{*} B$ on $a b$ and $\mathcal{G}_{1}[y ; y]=k_{1} \mathcal{G}[y ; y]$. Furthermore, if $y \in \Lambda$, then there is an abnormal solution $y_{0}$ of (2.1) such that $y^{1}=y+y_{0}$ is an element of $\Lambda^{1}$ and

$$
\mathfrak{I}_{1}\left[y^{1} ; c_{1} / k_{1}, c_{2} / k_{1} ; T_{1}\right]=\mathfrak{I}\left[y^{1} ; c_{1}, c_{2} ; T\right]=\mathfrak{I}\left[y ; c_{1}, c_{2} ; T\right]
$$

Consequently, the normal problem $L[y]=\lambda B y, s^{1}[y ; \lambda]=0$ is definite [ $c_{1} / k_{1}, c_{2} / k_{1} ; T_{1}$ ], and results on the existence and extremizing properties of normal proper values, integral expansions of Hilbert type, and convergence in mean of associated generalized Fourier series in terms of normal proper solutions for the abnormal definite problem (2.1) follow from the application of the above results to the associated normal definite problem.
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