
Diffusions with Bessel-like drifts

Yuji Kasahara and Shin’ichi Kotani

Abstract Linear diffusions which are not far from Bessel diffusions are considered.

Specifically, the regular variation of Feller’s canonical measure is interpreted in terms of

the drift coefficient. As an application, the asymptotic behavior of the transition prob-

ability at large times is discussed.

1. Introduction

Let X = (Xt)t≥0 be a regular conservative diffusion on I = [0,∞) with local

generator of the form

(1.1) L=
1

2

( d2

dx2
+ b(x)

d

dx

)
, x > 0,

with b(x) being assumed to be an element of L1
loc((0,∞), dx). We put a reflecting

boundary condition at 0 when it is regular. As is well known, L in (1.1) can be

written in Feller’s canonical form as

(1.2) L=
d

dm(x)

d

ds(x)
.

The increasing continuous function s(x) is called the scale function and the

Lebesgue–Stieltjes measure dm(x) is called the speed measure or the canonical

measure. For their probabilistic meaning we refer to K. Itô [4] or Itô–McKean

[5].

Since many limit theorems for diffusions are given in terms of m̃(x) :=

m(s−1(x)) (e.g., [7], [9], [13], [14], [12]; see also Theorems A and B in Section 5),

it will be of interest to interpret them in terms of b(x). Therefore, the aim of the

present article is to discuss the mutual dependency of m̃(x) and b(x).

As a typical application of this problem we shall also study the asymptotic

behavior of the transition density in the long term. A diffusion process on [0,∞)

associated with

(1.3) Lρ =
1

2

( d2

dx2
+

ρ− 1

x

d

dx

)
, x > 0, ρ > 0,
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is called a ρ-dimensional Bessel process or a Bessel process of order ν := (ρ/2)−1.

We put the reflecting boundary condition at 0 when it is regular (i.e., 0< ρ< 2).

The transition density pρ(t, x, y) with respect to the speed measure mρ(dx) :=

2xρ dx is

pρ(t, x, y) =
1

2t
(xy)−ν exp

(
−x2 + y2

2t

)
Iν

(xy
t

)
,

where Iν(x) is the modified Bessel function (see, e.g., Borodin–Salminen [2,

pp. 133–134]). Since

Iν(x)∼
1

Γ(ν + 1)

(x
2

)ν

(x→ 0),

it holds that

(1.4) pρ(t, x, y)∼
1

2ρ/2Γ(ρ/2)

1√
t
ρ (t→∞).

Here, ‘f(x)∼ cg(x)’ denotes ‘f(x)/g(x)→ c’ for c ∈R.

Now we return to (1.1) and let p(t, x, y) be its transition density with respect

to the speed measure (see Section 4 for details). Let us generalize (1.4) for more

general diffusions. Since such a problem has been discussed mainly in terms of

m̃(x) as we mentioned above, our interest here is to interpret them in terms

of b(x).

Our main result is as follows. If

b(x)∼ ρ− 1

x
(x→∞),

then

(1.5) p(t, x, y)∼ 1

2ρ/2Γ(ρ/2)

1√
t
exp

{
−
∫ √

t

1

b(x)dx
}

(t→∞).

This can also be written as follows (see Theorem 4.2): if L= Lρ + q(x) d
dx with

q(x) = o(1/x), then

(1.6) p(t, x, y)∼ pρ(t, x, y)/L(
√
t) (t→∞),

where

(1.7) L(x) = exp

∫ x

1

q(t)dt, x > 0.

What is interesting is that the converse holds under a mild condition (see

Theorem 4.3). As a typical example of these results we shall give a necessary and

sufficient condition on b(x) for

(1.8) p(t, x, y)∼ const · 1√
t
ρ
(log t)β

(t→∞),

under a mild condition (see Example 4.1).

The present article is organized as follows. In Section 2 we give a few basic

formulas on the relationship between b and m̃. In Section 3 we discuss the regular

variation of m̃. Theorems 3.1–3.3 are the main theorems. An application is given
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in Section 4, where we discuss (1.5) (or, equivalently, (1.6)), the proof of which

will be given in Section 5. In Section 6 we treat the case of diffusion on the whole

line (−∞,∞) and give some applications to skew Bessel processes.

2. Feller’s canonical form

Let us consider a diffusion process on I = [0,∞) with local generator (1.1) under

the condition that b ∈ L1
loc((0,∞), dx) and

−1< lim inf
x→+0

xb(x)≤ limsup
x→+0

xb(x)<∞.(2.1)

We denote by B the totality of such b’s. For b ∈ B define

(2.2) V (x) =

∫ x

1

b(u)du, W (x) = eV (x), x > 0.

In other words, W is the solution of

W ′(x)

W (x)
= b(x), W (1) = 1.

The initial condition W (1) = 1 is not essential. The lower bound of the integral

in (2.2) may be replaced by any other number. Nonetheless, throughout we shall

adopt (2.2) (i.e., W (1) = 1) to avoid the ambiguity of multiplicative constants.

When one needs to change this condition, see Remarks 3.2 and 4.1. On the

contrary, the condition (2.1) is essential. To treat the case where (2.1) does not

hold we need to discuss the bilateral diffusions and we shall not go into such

details in the present article.

Next define

(2.3) s(x) = s(c;x) =

∫ x

c

1

W (u)
du, m(x) = 2

∫ x

0

W (u)du, x≥ 0.

Here, note that m(x) is finite under the assumption (2.1). The function s(x)

depends on the choice of c. A most general choice is c= 1, but it will sometimes

be convenient to choose c= 0 so that s(0) = 0 when
∫ 1

0
e−V (u) du <∞ and c=∞

so that s(+∞) = 0 when
∫∞
1

e−V (u) du <∞.

We next note that (2.1) implies that the left endpoint 0 of I is an entrance

(in the wide sense); that is,

(2.4)

∫ 1

0

m(x)ds(x)<∞

(see Lemma 2.1 for the proof). In terms of m(x) and s(x) the operator L in (1.1)

is written in Feller’s canonical form:

L=
1

2

( d2

dx2
+

W ′(x)

W (x)

d

dx

)
=

1

2W (x)

d

dx

(
W (x)

d

dx

)
=

d

dm(x)

d

ds(x)
, x > 0.

We next define, as we mentioned above,

m̃(x) =

{
m(s−1(x)) x < �,

+∞ x≥ �,
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where �= s(∞) (≤+∞). Then L can be written as

L=
d

dm̃(s)

d

ds
, −∞< s< �.

The following function will play a crucial role in the present article:

M̃(x) :=

∫ x

−∞
m̃(u)du

(
=

∫ s−1(x)

0

m(u)ds(u)
)
, −∞< x< �.

For x≥ � we conventionally define M̃(x) =∞. Notice that M̃(x)<∞ for x < �

under our assumption (2.1). In fact, we can say more.

LEMMA 2.1

(a) We have that (2.1) implies that∫ x

0

m(y)ds(y) =O(x2) (x→+0).

(b) If, in addition, for some C > 1

(2.5) limsup
x→+0

xb(x)<C <∞,

then

M̃(x) =O
(
|x|−2/(C−1)

)
(x→−∞)

and hence

(2.6)

∫ −A

−∞
M̃k(x)dx <∞, ∃k ≥ 1,∃A> 0.

Proof

(a) There exist ε > 0 and δ > 0 such that

b(x)≥ −1 + ε

x
, 0< x< δ.

Then,

V (z)− V (y) =−
∫ y

z

b(u)du≤ (1− ε)

∫ y

z

du

u
= (1− ε) log

y

z

and so ∫ x

0

m(y)ds(y) = 2

∫ x

0

dy

∫ y

0

eV (z)−V (y) dz

≤ 2

∫ x

0

dy

∫ y

0

(y
z

)1−ε

dz =
x2

ε
, 0< x< δ.

(b) By (a) we have that M̃(x) =O(s−1(x)2)). Therefore, it remains to show that

s−1(y) =O(|y|−1/(C−1)) as y→−∞. To this end, let b(x)≤C/x for all 0< x< δ.

Then,

s(x) =−
∫ δ

x

e−V (u) du≥−
∫ δ

x

e−C logu du=
δ−C+1 − x−C+1

C − 1
, 0< x< δ.
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Therefore,

s−1(y)≤
(
δ−C+1 − (C − 1)y

)−1/(C−1)
=O

(
|y|−1/(C−1)

)
(y→−∞),

which completes the proof. �

The scale function s(x) is determined uniquely (up to an additive constant) by

m̃(x) via the following formula.

LEMMA 2.2

We have that

m̃′(x) =
2

{s′(s−1(x))}2 ,(2.7) √
m̃′

(
s(x)

)
s′(x) =

√
2, x ∈

(
s−1(−∞), s−1(∞)

)
,(2.8) ∫ s(x)

s(x0)

√
m̃′(u)du =

√
2(x− x0), x, x0 ∈

(
s−1(−∞), s−1(∞)

)
.(2.9)

Proof

Since

(2.10) m̃′(x) =
(
m
(
s−1(x)

))′
=

m′(s−1(x))

s′(s−1(x))
=

2

{s′(s−1(x))}2 ,

we have (2.7). Changing the variable, we obtain (2.8) from (2.7). Then, (2.9)

follows from (2.8). �

COROLLARY 2.1

We have that m̃′ determines W (and hence b) uniquely.

Proof

By (2.9), m̃′ determines s (up to an additive constant). Hence, W = 1/s′ is

specified. �

EXAMPLE 2.1

If m̃′(x) = 2, then by (2.9) we see that s(x)− s(x0) = x− x0 and hence W (x) =

1/s′(x) = 1. Thus, we have that b(x) = (logW (x))′ = 0.

REMARK 2.1

When f(x)≥ 0 is given, we cannot necessarily find b(x) such that m̃′(x) = f(x)

in general. For example, if m̃′(x) = A for some constant A > 0, then we see

that s(x)− s(x0) =
√
2/A(x− x0), W (x) =

√
A/2, and V (x) = (1/2) log(A/2).

Thus, we have that b(x) = (logW (x))′ = 0 as in Example 2.1. On the other hand,

b(x) = 0 implies that m̃′(x) = 2 as we have computed before, and hence m̃′(x) =

A is possible only when A = 2. This restriction comes from the normalizing

condition that s′(1) = 1/W (1) = 1.
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The correspondence b↔ m̃ is continuous in the following sense.

PROPOSITION 2.1 (CONTINUITY)

Let bn, b ∈ B, and let sn, s and m̃n, m̃ correspond to them, respectively. We

normalize sn(x) so that sn(x0) = s(x0) for some x0. Then

(2.11) sn(x)→ s(x), ∀x > 0, n→∞,

if and only if

(2.12)

∫ x

x0

√
m̃′

n(u)du→
∫ x

x0

√
m̃′(u)du, ∀x,x0 ∈

(
s(+0), s(∞)

)
.

Proof

Let

Fn(x) =

{
1√
2

∫ x

x0

√
m̃′

n(u)du− 1 x > sn(+0),

−∞ x≤ sn(+0).

Although sn(x) are defined only for x > 0, we conventionally define sn(x) =

−∞ for x ≤ 0 so that the sn’s are defined on R. Then, since sn(x) = F−1
n (x),

Fn(x)⇒ F (x) if and only if sn(x)⇒ s(x), where ⇒ denotes the convergence at

the continuity point. �

REMARK 2.2

By Proposition 2.1 we see that m̃n(x)→ m̃(x) does not necessarily imply that

sn(x) → s(x). However, if the {m̃′
n}n’s are monotone functions or if m̃′

n(x) →
m̃′(x) holds uniformly on every compact set in (s(+0), s(∞)), then sn(x)→ s(x).

3. Regular variation of M̃ and W

Throughout the article V (x), W (x), s(x), m(x), m̃(x), M̃(x) corresponding to

the Bessel process (1.3) will be denoted by Vρ(x), Wρ(x), sρ(x), mρ(x), m̃ρ(x),

M̃ρ(x), respectively; that is, for x > 0,

Vρ(x) = (ρ− 1) logx, Wρ(x) = xρ−1,

and therefore,

mρ(x) =
2

ρ
xρ, sρ(x) =

⎧⎪⎪⎨⎪⎪⎩
sρ(0;x) =

1
2−ρx

2−ρ 0< ρ< 2,

sρ(1;x) = logx ρ= 2,

sρ(∞;x) =− 1
ρ−2x

2−ρ ρ > 2.

With the convention that 0γ =∞ if γ < 0, we have that

m̃ρ(x) =

⎧⎪⎪⎨⎪⎪⎩
2
ρ (2− ρ)ρ/(2−ρ)(x+)

ρ/(2−ρ) 0< ρ< 2,

e2x ρ= 2,
2
ρ (ρ− 2)ρ/(2−ρ)(x−)

ρ/(2−ρ) ρ > 2,
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and

M̃ρ(x) =

⎧⎪⎪⎨⎪⎪⎩
1
ρ (2− ρ)2/(2−ρ)(x+)

2/(2−ρ) 0< ρ< 2,
1
2e

2x ρ= 2,
1
ρ (ρ− 2)2/(2−ρ)(x−)

2/(2−ρ) ρ > 2,

where x+ =max(x,0), x− =max(−x,0).

In what follows let us treat the case where W (x) is not far from Wρ(x).

A function L(x)> 0 (x >A) is said to be slowly varying if

(3.1) lim
x→∞

L(λx)

L(x)
= 1, ∀λ > 0.

Typical examples are const, logx, and log logx. It has been shown by Karamata

[6] that L(x)> 0 is slowly varying if and only if L(x) may be written in the form

(3.2) L(x) = c(x) exp

∫ x

1

ε(t)

t
dt,

for some measurable ε(x)→ 0 and c(x)→ c > 0 (x→∞) (see, e.g., [1, p. 12]).

A measurable function f(x)> 0 is said to be regularly varying at ∞ (or at +0)

with index γ ∈R if and only if

lim
x→∞[+0]

f(λx)

f(x)
= λγ , ∀λ > 0.

Clearly, f(x) is regularly varying at ∞ with index γ ∈ R if and only if f(x) ∼
xγL(x) for a slowly varying function L(x). Also f(x) is said to be regularly

varying at +0 with index γ ∈ R if and only if f(1/x) at ∞ is as well with

index −γ; that is, f(x) = xγL(1/x) with slowly varying L(x).

NOTATION

We denote by Rγ(∞) (or Rγ(0)) the totality of functions varying regularly at ∞
(or at +0) with index γ ∈R.

For ϕ ∈Rγ(∞) (γ 
= 0) the asymptotic inverse ϕ−1 can be defined (cf. [1, p. 28])

and ϕ−1 ∈R1/γ(∞) or ϕ−1 ∈R1/γ(0) according to whether γ > 0 or γ < 0.

One of the well-known facts on regularly varying functions is the follow-

ing: If f ∈ Rα(∞) (α > −1), then
∫ x

f(u)du ∼ xf(x)/(α + 1) ∈ Rα+1(∞) (see

[1, p. 26]). Conversely, if F ∈ Rα(∞) (α > 0) and if F ′ is eventually (i.e., ulti-

mately) monotone, then F ′(x)∼ F (x)/(αx) ∈Rα−1(∞) (monotone density theo-

rem). See [1, p. 39] for details. (A function f(x) is said to be eventually nonnega-

tive (or nonpositive) if it is nonnegative (or nonpositive, resp.) for all sufficiently

large x.)

To rewrite the condition for the regular variation of W (x) in terms of b(x),

let us consider the following condition.
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CONDITION 3.1

The drift coefficient b ∈ B has the following representation:

(3.3) b(x) =
ρ− 1 + ε(x)

x
+ η(x) (x > 1),

where ε(x)→ 0 and
∫ x

1
η(u)du→ η ∈R (x→∞).

Since W (x) = exp
∫ x

1
b(u)du, (3.3) may be written as

W (x) = xρ−1c(x) exp

∫ x

1

ε(u)

u
du (x > 1),

where c(x) = exp
∫ x

1
η(t)dt. If we compare this with (3.2) (the canonical repre-

sentation of slowly varying functions), then we easily have the following.

PROPOSITION 3.1

We have that W ∈Rρ−1(∞) if and only if Condition 3.1 is satisfied.

A trivial sufficient condition for Condition 3.1 is b(x)∼ (ρ− 1)/x, in which case

just define ε(x) = xb(x)− (ρ− 1) and η(x) = 0.

THEOREM 3.1

Let 0< ρ< 2, and let b ∈ B.

(a) W ∈Rρ−1(∞) if and only if m̃′ ∈R−(2−2ρ)/(2−ρ)(∞).

(b) W ∈Rρ−1(∞) implies that m̃ ∈Rρ/(2−ρ)(∞) and M̃ ∈R2/(2−ρ)(∞).

(c) When b is eventually nonnegative or nonpositive, the converse of (b)

remains valid; that is, if m̃ ∈Rρ/(2−ρ)(∞) (or, equivalently, M̃ ∈R2/(2−ρ)(∞)),

then W ∈Rρ−1(∞).

Note that m̃ ∈Rρ/(2−ρ)(∞) and M̃ ∈R2/(2−ρ)(∞) are equivalent thanks to the

monotone density theorem we mentioned above.

Proof

(a) If W ∈Rρ−1(∞), then s′ = 1/W ∈R1−ρ(∞) and hence we have s ∈R2−ρ(∞),

which also implies that s−1 ∈ R1/(2−ρ)(∞) so that s′ ◦ s−1 ∈ R(1−ρ)/(2−ρ)(∞).

Therefore, by (2.7) we have that m̃′ = 2/{s′ ◦ s−1}2 ∈R−2(1−ρ)/(2−ρ)(∞).

Conversely, suppose that m̃′ ∈ R−(2−2ρ)/(2−ρ)(∞). Since
√
m̃′ ∈

R−(1−ρ)/(2−ρ)(∞), we have that
∫ x

x0

√
m̃′(u)du ∈ R1−(1−ρ)/(2−ρ)(∞) =

R1/(2−ρ)(∞), and hence s ∈R2−ρ(∞) by (2.9). Combining this with the assump-

tion that m̃′ ∈R−(2−2ρ)/(2−ρ)(∞) we obtain that m̃′ ◦s ∈R−(2−2ρ)(∞). Thus, by

(2.8), we can deduce s′ ∈R1−ρ(∞), and therefore we conclude that W = 1/s′ ∈
Rρ−1(∞).

(b) This is an immediate consequence of (a).

(c) In view of (a), we need only to derive m̃′ ∈ R−(2−2ρ)/(2−ρ)(∞) from

m̃ ∈Rρ/(2−ρ)(∞). To this end it suffices to see that m̃′ is eventually monotone.
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Since b is eventually nonnegative or nonpositive, m′ is eventually monotone and,

hence, so is m̃′ because m̃′(x) = 1
2{m′(s−1(x))}2, which follows from (2.10) by

the relation s′ = 2/m′. �

We have a similar result for ρ > 2.

THEOREM 3.2

Let ρ > 2, and let b ∈ B. For simplicity we choose c=∞ so that � (= s(∞)) = 0.

(a) W ∈Rρ−1(∞) if and only if m̃′ ∈R−(2−2ρ)/(2−ρ)(∞).

(b) W ∈Rρ−1(∞) implies that m̃ ∈Rρ/(2−ρ)(0) and M̃ ∈R2/(2−ρ)(0).

(c) The converse of (b) remains valid when b is eventually nonnegative.

Theorems 3.1 and 3.2 say that if W (x)∼ xρ−1L(x), then m̃(x)∼ xρ/(2−ρ)L1(x)

for some suitably chosen slowly varying L1(x). However, the relationship between

L1(x) and L(x) is rather complicated and it is not practical to try to write down

explicitly even if L(x) is a popular function such as logx. This inconvenience

may be removed if we treat M̃ instead of m̃ itself as follows. (Recall that (3.4)

below is equivalent to Condition 3.1 (see Proposition 3.1).)

THEOREM 3.3

Let 0< ρ 
= 2, and let L(x) be slowly varying at ∞. Furthermore, when ρ > 2, we

normalize s(x) so that � (= s(∞)) = 0 (and hence M̃−1(x)< 0 (x < 0)).

(a) If

(3.4) W (x)∼Wρ(x)L(x) (x→∞),

then

(3.5) M̃−1(x)∼ M̃−1
ρ (x)/L(

√
x) (x→∞).

(b) Conversely, (3.5) implies (3.4) when b(x) is eventually nonpositive or

nonnegative.

Here, when ρ > 2, note that M̃−1(x) and M̃−1
ρ (x) are negative on (−∞,0). But

we use the notation f(x)∼ g(x) when f(x)/g(x)→ 1 even if f and g are negative.

Proof

Case I : 0< ρ< 2. (a) Since s′(x) = 1/W (x) and m′(x) = 2W (x), (3.4) implies

s′(x)∼ x1−ρ/L(x), m′(x)∼ 2xρ−1L(x) (x→∞).

Therefore (see, e.g., [1, p. 28])

(3.6) s(x)∼ 1

2− ρ
x2−ρ/L(x), m(x)∼ 2

ρ
xρL(x) (x→∞).
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Thus, we see that s−1(x) ∈R1/(2−ρ)(∞) as well as that

m(x)∼ 2

ρ(2− ρ)

x2

s(x)
.

Therefore,

(3.7) m̃(x)
(
=m

(
s−1(x)

))
∼ 2

ρ(2− ρ)

(s−1(x))2

x
∈R{2/(2−ρ)}−1(∞).

Integrating both sides of (3.7) we see that

(3.8) M̃(x)∼ 1

ρ

(
s−1(x)

)2
(x→∞).

(Recall that
∫ x

1
f(u)du∼ xf(x)/γ if f ∈Rγ−1(∞) (γ > 0).)

Considering the inverse functions of both sides of (3.8), we derive

(3.9) M̃−1(x)∼ s(
√
ρx)∼ sρ(

√
ρx)/L(

√
x),

because s(x)∼ sρ(x)/L(x) (see (3.6)). Note that it holds that

M̃−1
ρ (x) = sρ(

√
ρx),

which can of course be shown directly, but it can easily be obtained as a special

case with L(x) = 1 in (3.9). Therefore, (3.9) implies (3.5).

(b) If (3.5) holds, then M̃−1 ∈ R(2−ρ)/2(∞) so that M̃ ∈ R2/(2−ρ)(∞) and

hence

m̃ ∈R{(2−ρ)/2}−1(∞) =Rρ/(2−ρ)(∞).

By the assumption that b(x) is eventually nonnegative or nonpositive, we can

apply Theorem 3.1(c) to see that

W ∈Rρ−1(∞).

This means that W (x) = xρ−1L0(x) (= Wρ(x)L0(x)) for some slowly varying

L0(x). It remains only to show that L0(x) ∼ L(x). To this end we apply (a):

W (x) =Wρ(x)L0(x) implies that

M̃−1(x)∼ M̃−1
ρ (x)/L0(

√
x) (x→∞).

Comparing this with the assumption (3.5) we have that L0(x)∼ L(x) (x→∞).

Case II : ρ > 2. The proof is essentially the same as in Case I.

(a) Since s′(x) = 1/W (x) and m′(x) = 2W (x), (3.4) implies that

s′(x)∼ x1−ρ/L(x), m′(x)∼ 2xρ−1L(x) (x→∞).

Therefore, by the well-known property of slowly varying functions,

−s(x) =

∫ ∞

x

s′(u)du∼ 1

ρ− 2
x2−ρ/L(x),

(3.10)

m(x) ∼ 2

ρ
xρL(x) (x→∞).
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Note that s(x) < 0 (x > 0) and s(∞) (= �) = 0. It also holds that −s(x) ∈
R2−ρ(∞) so that s−1(−y) ∈R1/(2−ρ)(0). So we have that

m(x)∼ 2

ρ(ρ− 2)
· x2

−s(x)
(x→∞).

Now changing the variable (y =−s(x)), we have that

(3.11) m̃(−y) =m
(
s−1(−y)

)
∼ 2

ρ(ρ− 2)

(s−1(−y))2

y
(y ↓ 0).

Since −s−1(−y) ∈R1/(2−ρ)(0) as we mentioned above, (3.11) means that

(3.12) m̃(−y) ∈R{2/(2−ρ)}−1(0).

As is well known it holds in general that
∫ 1

x
f(u)du ∼ xf(x)/γ (x ↓ 0) if f ∈

Rγ−1(0) and if γ > 0, so we have from (3.11) and (3.12) that

M̃(−y)∼ (2− ρ)ym̃(−y) (y ↓ 0).

Combining this with (3.11) we can deduce that

M̃(−y)∼ 2

ρ

(
s−1(−y)

)2
(y ↓ 0).

Noting that M̃(−y) ∈R2/(2−ρ)(0) (negative index) consider the inverse functions

of both sides. Then we have that

(3.13) M̃−1(−x)∼−s
(√

(ρ/2)x
)
∼−sρ

(√
(ρ/2)x

)
/L(

√
x), x→∞,

because s(x)∼ sρ(x)/L(x) (see (3.10)). Note that for the Bessel process it holds

that

M̃−1
ρ (x) =−sρ

(√
(ρ/2)x

)
,

which can of course be shown directly, but it can easily be obtained as a special

case with L(x) = 1 in (3.13). Therefore, (3.13) implies (3.5).

The proof of (b) for the case ρ > 0 is essentially the same as that for the case

0< ρ< 2. �

We next study the case ρ= 2, which we excluded in Theorem 3.3.

Let L ∈ R0(∞). Then, L∗ ∈ R0(∞) is called a de Bruijin conjugate of L

if and only if g(x) := xL∗(x) is an asymptotic inverse of f(x) := xL(x) (i.e.,

f(g(x))∼ g(f(x))∼ x (x→∞)). A de Bruijin conjugate is uniquely determined

up to asymptotic equivalence (see [1, p. 29]). Typical examples are that if L(x)∼
logx, then L∗(x)∼ 1/ logx; and if L(x) =C, then L∗(x) = 1/C.

THEOREM 3.4 (ρ= 2)

Let L ∈R0(∞), and let L∗
1 ∈R0(∞) be a de Bruijin conjugate of L1(x) := L(x2).

Then, the following conditions are equivalent:

W (x) ∼Wρ(x)L(x) = xL(x) (x→∞);(3.14)
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(m̃−1)′(x) ∼ L∗
1(x)

2x
(x→∞).(3.15)

REMARK 3.1

Theorem 3.4 may look quite different from Theorem 3.3 in appearance, but in

fact they are essentially the same. Indeed, we can rewrite (3.15) as follows:

L(
√
λ)

λ

{
M̃−1(λx)− M̃−1(λ)

}
→ logx, x > 0, λ→∞,

which is similar to (3.5). Since we shall not use this fact in the rest of the article

we shall not give the proof here. For the proof we need some knowledge of de

Haan’s class Γ (see [1, Section 3.10]).

Proof of Theorem 3.4

We first remark that

(3.16)
(
m̃−1(x)

)′
=

s′(m−1(x))

m′(m−1(x))
=

2

{m′(m−1(x))}2 = 2
{(

m−1(x)
)′}2

.

Now let us prove first that (3.15) implies (3.14).

Let ψ(x) = xL1(x) so that ψ−1(x) = xL∗
1(x). By (3.16), we see that (3.15)

implies that

(3.17)
(
m−1(x)

)′
=

1√
2

√
m̃−1(x)′ ∼ 1

2

√
L∗
1(x)

x
(x→∞).

Therefore, integrating both sides we have that

(3.18) m−1(x)∼
√
xL∗

1(x) =
√
ψ−1(x) (x→∞).

Taking the inverse functions of both sides we obtain that

(3.19) m(x)∼ ψ(x2)∼ x2L1(x
2) = x2L(x) (x→∞).

Now from (3.19) we derive that

(3.20) m′(x)∼ 2xL(x) (x→∞).

Thus we have that

W (x)
(
=

1

2
m′(x)

)
∼ xL(x).

Precisely speaking, it is not clear that (3.19) implies (3.20) unless m′ is monotone.

However, we can easily justify it by the following argument. By (3.18) and (3.19)

we have that

m′(x) =
1

(m−1)′(m(x))
∈R1(∞).

Therefore, m′(x) = xL2(x) for a slowly varying L2(x). But this implies that

m(x) ∼ (1/2)x2L2(x). Comparing this with (3.19) we see that in fact L2(x) ∼
2L(x) so that (3.20) holds.
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Let us prove that, conversely, (3.14) implies (3.15). Since m′(x) = 2W (x),

(3.14) implies m′ ∈R1(∞) and hence m ∈R2(∞) so that m−1 ∈R1/2(∞). There-

fore, m′(m−1(x)) ∈R1/2(∞), which implies that (m−1(x))′ ∈R−1/2(∞). Thus by

(3.16) (
m̃−1(x)

)′
= 2

{(
m−1(x)

)′}2 ∈R−1(∞).

That is, (m̃−1)′(x) = L3(x)/x for some slowly varying L3. It remains to show

that L3(x)∼ (1/2)L∗
1(x). However, this is clear by the argument we used above

because we already have proved that (3.15) implies (3.14). �

REMARK 3.2

So far we have assumed that V (1) = 0 (so that W (1) = 1) in order to avoid the

ambiguity of a multiplicative constant in the definition of M̃(x) and others. How-

ever, in fact, this does not affect at all the assertion of Theorem 3.3. Indeed, let

us replace W (x) by W∗(x) := cW (x). Then s, m, m̃, and M̃ will be replaced by

m∗(x) = cm(x), s∗(x) = (1/c)s(x), m̃(x) = cm̃(cx), and M̃∗(x) = M̃(cx), respec-

tively. Therefore, for instance, (3.4) and (3.5) are written as

(3.21) W∗(x)∼Wρ(x)cL(x) (x→∞)

and

(3.22) M̃∗
−1

(x)∼ 1

c
M̃−1

ρ (x)/L(
√
x) (x→∞),

respectively. Therefore, replacing cL(x) by L(x), we have the desired result. Thus,

for example, when we apply Theorem 3.3, we may replace V (x) by

V∗(x) :=

∫ x

0

b(u)dx, x > 0,

if the integral makes sense.

4. Asymptotic behavior of the transition density

Let p(t, x, y) be the transition density with respect to the speed measure dm(x). It

is known that p(t, x, y) is symmetric in x–y and has a version which is continuous

in (t, x, y) (see Section 5 for details). The meaning of p(t,0,0) is not clear unless

the boundary 0 is regular, but we conventionally define p(t,0,0) = p(t,+0,+0).

One of the main theorems of the present article is the following. The proof

will be given in Section 5.

THEOREM 4.1

Let ρ > 0, and suppose that Condition 3.1 is satisfied. When ρ = 2 we assume,

in addition, that 0 is of limit-circle type. Then, for all x, y ≥ 0,

(4.1) p(t, x, y)∼ 1

2ρ/2Γ(ρ/2)

1√
t
ρ
L(

√
t)

(t→∞),
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where

(4.2) L(t) = eη exp

∫ t

1

ε(x)

x
dx.

Here, we say that the left endpoint −∞ is of limit-circle type (in Wely’s boundary

classification) if

(4.3)

∫ −A

−∞
x2 dm̃(x)<∞ (∃A).

A sufficient condition for (4.3) is (2.5) with C < 3 because (4.3) can be rewritten

as

(4.4)

∫ −A

−∞
M̃(x)dx <∞ (∃A).

In fact, this additional assumption in the case ρ= 2 is only a technical one and

can be removed, though we shall not go into the details here.

REMARK 4.1

(a) The values of b(x) on the interval (0,1] do not play any role in The-

orem 4.1 (as long as (2.1) is satisfied). This is simply because p(t, x, y) is the

density with respect to dm(x) = 2eV (x)dx.

(b) In the definition of V (x) from (2.2), the lower bound of the integral is

not essential. Let us replace V (x) by V (x) + a (a ∈R). Then m(x) and p(t, x, y)

should also be replaced by eam(x) and e−ap(t, x, y), respectively. This implies

the following fact: if we denote by pc(t, x, y) the transition density with respect

to mc(dx) := 2exp(
∫ x

c
b(u)du)dx, then (4.6) should be replaced by

(4.5) pc(t, x, y)∼
1

2ρ/2Γ(ρ/2)

1√
t
e−

∫√
t

c
b(u)du (t→∞).

Since tρ−1L(t)∼W (t), Theorem 4.1 may also be written as follows.

THEOREM 4.2

Suppose that W ∈ Rρ−1(∞) (ρ > 0). When ρ = 2 we assume, in addition, that

the left boundary 0 is of limit-circle type. Then, for all x, y ≥ 0,

(4.6) p(t, x, y)∼ 1

2ρ/2Γ(ρ/2)

1√
tW (

√
t)

(t→∞).

The converse of Theorem 4.1 holds under a mild condition as follows.

THEOREM 4.3

Let ρ > 0, and let L(x) be a slowly varying function with the canonical represen-

tation (3.2) with measurable ε(x)→ 0 and c(x)→ c > 0 (x→∞). When ρ = 2

we additionally assume that 0 is of limit-circle type. We further assume that b(x)
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is eventually nonnegative or nonpositive. If, for some a≥ 0,

(4.7) p(t, a, a)∼ 1

2ρ/2Γ(ρ/2)

1√
t
ρ
L(

√
t)

(t→∞),

then Condition 3.1 is satisfied with

η(x) = b(x)− ρ− 1 + ε(x)

x

and η = log c.

EXAMPLE 4.1

Let ρ > 0, and let β ∈R. If

b(x) =
ρ− 1

x
+ 1(e,∞)(x)

β

x logx
+ η(x), x≥ 1,

with
∫∞−
1

η(t)dt= η, then

L(x)∼ eη exp

∫ x

e

β du

u logu
= eη(logx)β , x > e,

and therefore,

p(t, x, y)∼ 1

2ρ/2Γ(ρ/2)

e−η

√
t
ρ
(log

√
t)β

(t→∞).

The converse is also true when b(x) satisfies the technical conditions in Theo-

rem 4.3.

EXAMPLE 4.2

Let ρ > 0, let β ∈R, and let 0< γ < 1. If

b(x) =
ρ− 1

x
+ 1(e,∞)(x)

βγ

x(logx)1−γ
+ η(x), x≥ 1,

with
∫∞−
1

η(t)dt= η, then

L(x)∼ eη−βeβ(logx)
γ

(x→∞),

and therefore,

(4.8) p(t, x, y)∼ 1

2ρ/2Γ(ρ/2)

e−η+β

√
t
ρ e−β(log

√
t)γ (t→∞).

The following corollary is only a special case of Theorems 4.1 and 4.3 but might

be of interest in itself.

COROLLARY 4.1

Let ρ > 0. If ρ= 2, then we additionally assume that 0 is of limit-circle type.

(a) If

(4.9) b(x) =
ρ− 1

x
+ η(x) and η = lim

A→∞

∫ A

1

η(x)dx ∈R,
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then, for all x, y ≥ 0,

(4.10) p(t, x, y)∼ e−η

2ρ/2Γ(ρ/2)

1√
t
ρ (t→∞).

(b) Conversely, if, for some a > 0,

(4.11) p(t, a, a)∼ e−η

2ρ/2Γ(ρ/2)

1√
t
ρ (t→∞)

and if b(x) is eventually nonnegative or nonpositive, then (4.9) holds.

REMARK 4.2

In Theorem 4.3 the assumption that “b(x) is eventually nonnegative or nonpos-

itive” is crucial. Without this restriction, the assertion does not hold in general.

Here is a counterexample. Let

b(x) = sin2πx (x > 0)

so that ρ= 1 and η = sin2πx. Or more generally, let b(x) be a periodic function

with period 1 such that ∫ 1

0

b(x)dx= 0.

Then W (x) = exp
∫ x

1
b(u)du has period 1. Therefore,

s(x) =

∫ x

c

du

W (u)
∼Ax (x→∞),A=

∫ 1

0

e−b(u) du,

and

m(x) = 2

∫ x

0

W (u)du∼ 2Bx (x→∞),B =

∫ 1

0

eb(u) du,

so that

m̃(x) =m
(
s−1(x)

)
∼ 2B

A
x (x→∞).

Therefore, we see from Theorem A that p(t, x, y) ∼ const · t−1/2, but (4.9) fails

because the left-hand side oscillates. This phenomenon might be related to

Remark 2.1.

5. Proofs of Theorems 4.1 and 4.3

The proofs of Theorems 4.1 and 4.3 are based on the following result of Kotani

from [11] and [10] (see also [7], [9]) where the relationship between m̃(x) and

the spectral function σ(ξ) is discussed as an application of Krein-type spectral

theory. We shall not go into the details of the definition of the spectral function

since the only thing we need here is the following fact.

To begin, we stress that we assumed the condition (2.1) so that∫ −A

−∞
M̃k(x)dx <∞, ∃A> 0,
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for sufficiently large k ≥ 1 (see Lemma 2.1), so that m̃ is within the framework

of Kotani (see [11]). Let ϕλ(x) (x < �) be the unique solution of

Lu=−λu, u(−∞) = 1,

or, precisely, of the following integral equation:

ϕλ(x) = 1− λ

∫ x

−∞
(x− y)ϕλ(y)dm̃(y) (x < �).

Then the transition density of the diffusion with respect to the speed measure

dm(x) is given by

(5.1) p(t, x, y) =

∫ ∞

−0

e−tλϕλ

(
s−1(x)

)
ϕλ

(
s−1(y)

)
dσ(λ), t > 0.

Since p(t, x, y) is continuous in (t, x, y), letting x, y→+0 we see that

(5.2) p(t,0,0) =

∫ ∞

−0

e−tλ dσ(λ), t > 0.

THEOREM A ([11]; SEE ALSO [9, THEOREM 2.4])

Let 0 < α < 1, and let ϕ ∈ Rα−1(0) so that ϕ−1 ∈ R1/(α−1)(∞). Then, the fol-

lowing are equivalent:

m̃(x) ∼ Cα

xϕ−1(x)
(x→∞), Cα =

(1− α

α

)α/(1−α)

,(5.3)

σ(ξ) ∼ α2α

Γ(1 + α)2
ξϕ(ξ) (ξ →+0).(5.4)

COROLLARY 5.1

Let 0<α< 1. Then σ ∈Rα(0) if and only if m̃ ∈Rα/(1−α)(∞).

The following theorem was proved in [9] for the case 1< α< 2, and the general

case is due to [11] and [10].

THEOREM B

Let α > 1, and let ϕ ∈ Rα−1(0) so that ϕ−1 ∈ R1/(α−1)(0). We translate m̃ so

that �= 0; that is, m̃(x)<∞ (x < 0) and m̃(x) =∞ (x≥ 0).

(a) If

(5.5) m̃(−x)∼ Cα

xϕ−1(x)
(x→+0), Cα =

(α− 1

α

)α/(1−α)

,

then

(5.6) σ(ξ)∼ α2α

Γ(1 + α)2
ξϕ(ξ) (ξ →+0).

(b) Conversely, (5.6) implies (5.5) provided that (2.6) is satisfied for some

k > α− 1.
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COROLLARY 5.2

Let α> 1. Then, σ ∈Rα(0) if and only if m̃(−x) ∈Rα/(1−α)(0).

For the case α= 1 we have the following, which is a special case of [8, Theorem 2].

THEOREM C

We assume that the left endpoint −∞ is of limit-circle type and confine ourselves

to the case where m̃ has continuous derivative m̃′.

Let L1 ∈R0(∞), and let L∗
1 be its de Bruijin conjugate.

(a) If (
m̃−1(x)

)′ ∼ L∗
1(x)

x
(x→∞),(5.7)

then

(5.8) σ(ξ)∼ ξ

L1(1/ξ)
(ξ →+0).

(b) Conversely, (5.8) implies (5.7) when m̃′ is eventually monotone.

For our present use, let us rewrite Theorems A and B as follows.

PROPOSITION 5.1

(a) Let 0 < α < 1. Then M̃−1 ∈ R1−α(∞) if and only if σ ∈ Rα(0). When

one of them (hence both) holds, we have that

(5.9) M̃−1(x)∼ 1

αα(1− α)Γ(1 + α)2
xσ(1/x) (x→∞).

(b) Let α > 1, and let � = 0. Then −M̃−1 ∈ R1−α(∞) if and only if σ ∈
Rα(0). Furthermore, when one of them (hence both) holds, we have that

(5.10) −M̃−1(x)∼ 1

αα(α− 1)Γ(1 + α)2
xσ(1/x) (x→∞).

Here, note that M̃−1(x) is positive or negative according to whether α < 1 or

α> 1.

Proof

Since the proofs (a) and (b) are essentially the same we shall prove the case

0 < α < 1 only. By the usual properties of regularly varying functions M̃−1 ∈
R1−α(∞) if and only if M̃ ∈ R1/(1−α)(∞), which is equivalent to m̃ ∈
Rα/(1−α)(∞). But this is also equivalent to σ(ξ) ∈Rα(0) by Corollary 5.1, which

proves the first half of the assertion. To see the latter half suppose that σ(·) ∈
Rα(0), and choose ϕ(·) ∈Rα−1(0) so that (5.4) (and hence (5.3)) holds. Then

(5.11) σ(1/x)∼ α2α

Γ(1 + α)2
ϕ(1/x)

x
(x→∞)
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and

M̃(x) =

∫ x

−∞
udm̃(u)∼ (1− α)xm̃(x)∼ (1− α)Cα

1

ϕ−1(x)
(x→∞),

which is equivalent to

M̃−1(x) ∼ ϕ
( 1

(1− α)Cαx

)
(5.12)

∼
(
(1− α)Cα

)1−α
ϕ
( 1

x

)
(x→∞)

by Theorem A (Theorem B for the case α> 1). Now compare (5.12) with (5.11).

�

COROLLARY 5.3

Let ρ > 0, and let L1 ∈R0(∞).

(a) When ρ 
= 2, the following conditions are equivalent:

M̃−1(x) ∼ M̃−1
ρ (x)/L1(x) (x→∞),(5.13)

p(t, x, y) ∼ pρ(t,0,0)/L1(t) (t→∞),∀x, y ≥ 0,(5.14)

p(t,0,0) ∼ pρ(t,0,0)/L1(t) (t→∞),(5.15)

σ(ξ) ∼ σρ(ξ)/L1(1/ξ) (ξ →+0),(5.16)

where σρ corresponds to mρ.

(b) When ρ = 2, with the additional assumption on limit-circle type, the

assertion of (a) remains valid if we replace (5.13) by(
m̃−1(x)

)′ ∼ L∗
1(x)

x
(x→∞).(5.17)

As we mentioned in Remark 3.1, (5.13) and (5.17) are, in fact, essentially the

same.

Proof

Let α= ρ/2 so that 0<α< 1. As a special case of (5.9), we have that

(5.18) M̃−1
ρ (x)∼Dαxσρ(1/x) (x→∞).

Taking the ratio of (5.9) and (5.18), we see that

(5.19)
M̃−1(x)

M̃−1
ρ (x)

∼ σ(1/x)

σρ(1/x)
(x→∞),

which proves the equivalence of (5.13) and (5.16).

Since p(t,0,0) is the Laplace transform of σ (see (5.1)), we have the equiv-

alence of (5.15) and (5.16) by the well-known Karamata–Tauberian theorem. It

remains to show that (5.16) implies (5.14). To this end, we go back to (5.1).
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When σ(λ) varies regularly as λ→+0, then

p(t, x, y) =

∫ 1

−0

e−tλϕλ

(
s−1(x)

)
ϕλ

(
s−1(y)

)
dσ(λ) +O(e−t/2)

∼
∫ 1

−0

e−tλ dσ(λ), t→∞,

because ϕλ(s
−1(x))ϕλ(s

−1(y))→ 1 as λ→ 0. We used here the fact that∫ ∞

1

e−tλϕλ

(
s−1(x)

)
ϕλ

(
s−1(y)

)
dσ(λ) =O(e−t/2),

which follows from(∫ ∞

1

e−tλϕλ(u)ϕλ(v)dσ(λ)
)2

≤
∫ ∞

1

e−tλϕλ(u)
2 dσ(λ)

∫ ∞

1

e−tλϕλ(v)
2 dσ(λ)

and∫ ∞

1

e−tλϕλ(u)
2 dσ(λ)≤ e−t/2

∫ ∞

1

e−tλ/2ϕλ(u)
2 dσ(λ)≤ e−t/2p(t/2, u, u). �

We are now ready to prove Theorems 4.1 and 4.3. In Corollary 5.3 we gave a

necessary and sufficient condition for the asymptotic behavior of p(t, x, y) in terms

of M̃(x). On the other hand in Section 3 we studied the relationship between

the asymptotic behavior of M̃(x) and that of b(x). Therefore, the relationship

between p(t, x, y) and b(x) is now clear.

Proof of Theorem 4.1

First recall that W (x) = eV (x) = xρ−1L(x). When ρ 
= 2, by Theorem 3.3 we have

that

M̃−1(x)∼ M̃−1
ρ (x)/L(

√
x) (x→∞).

Note that if L(x) varies slowly then so does L(
√
x). Now applying Corollary 5.3

with L1(x) = L(
√
x), we can deduce the assertion of Theorem 4.1. Similarly we

can treat the case where ρ= 2. �

Proof of Theorem 4.3

We shall see that

(5.20) η(x) := b(x)−
(ρ− 1

x
+

ε(x)

x

)
satisfies the desired property. Suppose that (4.7) holds. Then by Corollary 5.3

we have (5.13) with L∗(x) = 1/L(
√
x). Therefore, by Theorem 3.3(b), we have

that

(5.21) W (x) = eV (x) ∼ xρ−1L(x) (x→∞);

that is,

(5.22) V (x)− (ρ− 1) logx− logL(x)→ 0 (x→∞).
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Recalling the form of V (x) and L(x), we can rewrite (5.22) as∫ x

1

b(u)du−
{∫ x

1

ρ− 1

t
dt+

∫ x

1

ε(t)

t
dt+ log c(x)

}
→ 0.

By the definition of η(x) (see(5.20)) this can also be written as

(5.23)

∫ x

1

η(u)du− log c(x)→ 0 (x→∞).

Since c(x)→ c by assumption, we have that η = log c. �

REMARK 5.1

The following form of Theorem 4.1 might be useful in some other problems. Let

L= Lρ + q(x) d
dx with q(x) = o(1/x). Then

σ(ξ)∼ σρ(ξ)e
−

∫ 1/
√

ξ
1

q(u)du (ξ →+0).

6. Applications to skew Bessel processes

Let X = (Xt)t≥0 be a diffusion process on R whose canonical form of the gener-

ator is

L=
d

dm̃(x)

d

dx
, −∞< x<∞.

Let m̃+(x) = m̃[0, x], and let m̃−(x) = m̃[−x,0) for x > 0. The diffusion X is

called a skew Bessel process of dimension 0< ρ< 2 and skewness 0< p< 1 if, for

some c > 0,

(6.1)

{
m̃+(x) = cp2/(2−ρ)xρ/(2−ρ), x > 0,

m̃−(x) = c(1− p)2/(2−ρ)xρ/(2−ρ), x > 0.

This process is a generalization of the skew Brownian motion introduced in [5,

p. 115] (see also [3]). It is a self-similar diffusion and appears in some limit

theorems.

We may say that the diffusion X (or m̃) belongs to the domain of attraction

of (6.1) if, as x→∞,

(6.2)

{
m̃+(x)∼ p2/(2−ρ)xρ/(2−ρ)L(x),

m̃−(x)∼ (1− p)2/(2−ρ)xρ/(2−ρ)L(x),

for some slowly varying L(x). This condition appears in some limit theorems.

For example, Watanabe [13] proved that (6.2) is the necessary and sufficient

condition for a generalized arcsine law to hold.

Note that (6.1) is equivalent to

(M̃+)
−1(x) =

c′

p
x(2−ρ)/2, (M̃−)

−1(x) =
c′

1− p
x(2−ρ)/2, x > 0,

for some c′ > 0. Therefore, it is easy to see that (6.2) is equivalent to

(6.3) (M̃+)
−1(x) ∈R(2−ρ)/2(∞)
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and

(6.4) lim
x→∞

(M̃−)
−1(x)

(M̃+)−1(x)
=

p

1− p
.

Now let us interpret the above two conditions for the process associated with

(6.5) L=
1

2

( d2

dx2
+ b(x)

d

dx

)
, x ∈R.

In what follows we assume that b ∈ Lloc(R, dx). Feller’s canonical form of (6.5)

is obtained as follows. Define

(6.6) W (x) = exp

∫ x

0

b(u)du, −∞< x<∞.

Then, the scale function and the speed measure are

s(x) =

∫ x

0

du

W (u)
, m(x) = 2

∫ x

0

W (u)du, −∞< x<∞,

and therefore m̃(x) =m(s−1(x)). So according to the definition of m̃±(x) it holds

that m̃+(x) = m̃(x) and m̃−(x) = −m̃(−x). Notice that the latter corresponds

to

(6.7) W−(x) := exp
(
−
∫ x

0

b(−u)du
)
, x≥ 0,

in place of (6.6). This can easily be understood if we recall that m̃− corresponds

to

(6.8)
1

2

( d2

dx2
− b(−x)

d

dx

)
, x≥ 0.

THEOREM 6.1

(a) If Condition 3.1 is satisfied (on [1,∞)) and if

(6.9) lim
A→∞

∫ A

−A

b(x)dx= log
p

1− p
,

then the process belongs to the domain of attraction of (6.1).

(b) The converse of (a) holds if each of b(x) and b(−x) is eventually non-

negative or nonpositive as x→∞.

Proof

(a) As we have seen above, it is sufficient to see that (6.3) and (6.4) are satisfied.

Condition 3.1 implies that W ∈Rρ−1(∞). So by Theorem 3.3(a) we have (6.3).

To see (6.4) first note that, by (6.9),

(6.10)
W−(x)

W (x)
= exp

(
−
∫ x

−x

b(u)du
)
→ 1− p

p
.

This implies that W− (as well as W ) is in Rρ−1(∞). Then using Theorem 3.3(a)

again we can deduce (6.4) (see Remark 3.2).
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(b) By Theorem 3.3(b) and Proposition 3.1 we see that Condition 3.1 is

satisfied. It remains to show (6.9) or equivalently (6.10), but the latter is clear

from Theorem 3.3(b). �

We next study the asymptotic behavior of the transition density p(t, x, y) with

respect to dm(x) = 2W (x)dx.

THEOREM 6.2

Suppose that (6.9) is satisfied, and suppose that W ∈Rρ−1(∞) (0< ρ< 2). Then,

(6.11) p(t,0,0)∼ p

2ρ/2Γ(ρ/2)

1√
tW (

√
t)

(t→∞).

Proof

Let p+(t, x, y) and p−(t, x, y) be the transition densities of the diffusions on [0,∞)

with generators of

d

dm̃+(x)

d

dx
and

d

dm̃−(x)

d

dx
,

respectively. By Theorem 4.1 we have, as t→∞, that

p+(t,0,0) ∼
1

2ρ/2Γ(ρ/2)

1√
tW (

√
t)
,

p−(t,0,0) ∼
1

2ρ/2Γ(ρ/2)

1√
tW−(

√
t)
.

These two combined with (6.10) imply that

(6.12) p−(t,0,0)∼
p

1− p
p+(t,0,0) (t→∞).

Now let

h(s) =

∫ ∞

0

e−stp(t,0,0)dt, s > 0,

and similarly let h+(s) and h−(s) correspond to p+(t,0,0) and p−(t,0,0), respec-

tively. Then, as is well known, it holds that

(6.13)
1

h(s)
=

1

h+(s)
+

1

h−(s)
.

Since (6.12) implies that h−(s)∼ (p/(1−p))h+(s) (s→+0), we have from (6.13)

that

h(s)∼ ph+(s) (s→+0),

which proves that p(t,0,0) ∼ pp+(t,0,0) (t → ∞) thanks to the Karamata–

Tauberian theorem. �
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