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Abstract Partially motivated by the study of topological Hamiltonian dynamics, we

prove the following C0-continuity of the Lagrangian capacity function γlag:

γlag
(
φ1
H(oN )

)
:= ρlag(H; 1)− ρlag

(
H; [pt]#

)
→ 0,

as φ1
H → id, provided the H’s satisfy suppXH ⊂DR(T ∗N) \ oB for some R > 0 and a

closed subsetB ⊂N withnonempty interior.Wealso provide an estimate of the capacity

in terms of the C0-distance of dC0 (φ1
H , id) and the subset B ⊂N relative to T ∗N .

1. Introduction

We always assume that the ambient manifolds M and N are connected through-

out the entire article.

1.1. Weak Hamiltonian topology of Ham(M,ω)

The author and Müller [14] introduced the notion of Hamiltonian topology on

the subset of the space P(Homeo(M), id) of continuous paths on Homeo(M)

consisting of Hamiltonian paths λ : [0,1]→ Symp(M,ω) with λ(t) = φt
H for some

time-dependent Hamiltonian H . We denote this subset by

PHam
(
Symp(M,ω), id

)
.

We would like to emphasize that we do not assume that H is normalized unless

otherwise stated explicitly. This is because we need to consider both compactly

supported and mean-normalized Hamiltonians and suitably transform one to the

other in the course of the proofs of the various theorems of this article.

In this section, we first recall the definition from [14] of the Hamiltonian

topology mostly restricted on the open manifold T ∗N . While [14] considers strong

Hamiltonian topology, except in [14, Remark 3.27], the more relevant topology

in the present article will be the weak Hamiltonian topology. We first recall its

definition.
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For a given continuous function h :M →R, we denote

osc(h) =maxh−minh.

We define the C0-distance d on Homeo(M) by the symmetrized C0-distance

d(φ,ψ) = dC0(φ,ψ) + dC0(φ−1, ψ−1)

and the C0-distance on P(Homeo(M), id), again denoted by d, by

d(λ,μ) = max
t∈[0,1]

d
(
λ(t), μ(t)

)
.

This induces the corresponding C0-distance on PHam(Symp(M,ω), id). The Hofer

length of the Hamiltonian path λ= φH is defined by

leng(λ) =

∫ 1

0

osc(Ht)dt= ‖H‖.

Following the notation of [14], we denote by φH the Hamiltonian path

φH : t �→ φt
H ; [0,1]→Ham(M,ω).

DEFINITION 1.1

Let (M,ω) be an open symplectic manifold. Let λ, μ be smooth Hamiltonian

paths with compact support in IntM . The weak Hamiltonian topology is the

metric topology induced by the metric

(1.1) dHam(λ,μ) := d
(
λ(1), μ(1)

)
+ leng(λ−1μ).

1.2. Hamiltonian C0-topology on IsoB(oN ;T ∗N)

Let N be a closed smooth manifold. We equip the cotangent bundle T ∗N with

the Liouville one-form θ defined by

θx(ξx) = p
(
dπ(ξx)

)
, x= (q, p) ∈ T ∗N.

The canonical symplectic form ω0 on T ∗N is defined by

(1.2) ω0 =−dθ =

n∑
k=1

dqk ∧ dpk,

where (q1, . . . , qn, p1, . . . , pn) are the canonical coordinates of T ∗N associated to

the coordinates (q1, . . . , qn) of N .

Consider the Hamiltonian H =H(t, x) such that Ht is asymptotically con-

stant, that is, the one whose Hamiltonian vector fieldXH is compactly supported.

We define

suppascH = suppXH :=
⋃

t∈[0,1]

suppXHt .

For each given K,R ∈R+, we define

(1.3) PC∞
R,K =

{
H ∈C∞(

[0,1]× T ∗N,R
) ∣∣ suppascH ⊂DR(T ∗N),‖H‖ ≤K

}
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which provides a natural filtration of the space C∞([0,1] × T ∗N,R). We also

denote

PC∞
R =

⋃
K∈R+

PC∞
R,K , PC∞

asc =
⋃
R≥0

PC∞
R .(1.4)

By definition, each element Ht is independent of x = (q, p) if |p| is sufficiently

large and so carries a smooth function c∞ : [0,1]→R defined by

c∞(t) =H(t,∞).

Therefore, we have the natural evaluation map

π∞ : PC∞
asc →C∞(

[0,1],R
)
.

For each given smooth function c : [0,1]→R, we denote

(1.5) PC∞
asc;c := π−1

∞ (c).

We then introduce the space of Hamiltonian deformations of the zero section and

denote

Iso(oN ;T ∗N) =
{
φ1
H(oN )

∣∣H ∈ PC∞
asc

}
,

following the terminology of [22], and

Iso
(
oN ;DR(T ∗N)

)
=

{
φ1
H(oN )

∣∣H ∈ PC∞
R

}
,

Iso
K
(
oN ;DR(T ∗N)

)
=

{
φ1
H(oN )

∣∣H ∈ PC∞
R,K

}
.(1.6)

Now we equip a topology with Iso(oN ;T ∗N). One needs to pay some atten-

tion in finding the correct definition of the topology suitable for the study of the

Hamiltonian geometry of the set Iso(oN ;T ∗N). For this purpose, we introduce

the following measurement of the C0-fluctuation of the Hamiltonian diffeomor-

phism of φ1
F along the zero section oN ⊂ T ∗N :

oscC0(φ1
F ;oN ) := max

{
max
x∈oN

d
(
φ1
F (x), x

)
,max
x∈oN

d
(
(φ1

F )
−1(x), x

)}
.

Using this measurement, we introduce the following restricted C0-distance.

DEFINITION 1.2

Let L0,L1 ∈ Iso(oN ;T ∗N) with L0 = φ1
F 0(oN ),L1 = φ1

F 1(oN ). We define the dis-

tance function

dHam
C0 (L0,L1) = inf

{H;φ1
H(L0)=L1}

max
{
oscC0

(
(φ1

F 1)−1φ1
Hφ1

F 0 ;oN
)
,

oscC0

(
(φ1

F 0)−1(φ1
H)−1φ1

F 1 ;oN
)}

(1.7)

on Iso
K(oN ;DR(T ∗N)), which induces the metric topology theorem. We equip

with Iso(oN ;T ∗N) the direct limit topology of IsoK(oN ;DR(T ∗N)) as R,K →
∞ and call it the Hamiltonian C0-topology of Iso(oN ;T ∗N).

For the main theorem proved in the present article, we will also need to consider

the following subset of Hamiltonian functions H . Let B ⊂N be a given closed
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subset, and let oB ⊂ oN be the corresponding subset of the zero section. Denote

by T an open neighborhood of oB in T ∗N . We define

(1.8) PC∞
asc;B =

{
H ∈C∞(

[0,1]× T ∗N,R
) ∣∣ suppXH ⊂ (T ∗N \B) is compact

}
.

We have the filtration

PC∞
asc;B =

⋃
T⊃B

⋃
R>0

PC∞
R;T

over the set of open neighborhoods T of B and the positive numbers R> 0, where

(1.9) PC∞
T = {H ∈ PC∞

asc;B | φ1
H ≡ id on T}.

Here we would like to emphasize that the support condition on T ⊃ oB is imposed

only for the time-one map φ1
H , but not for the whole path φH . This shows the

relevance of the following discussion to the weak Hamiltonian topology described

above.

In a way similar to PC∞
R,K above, we define PC∞

R,K;T . We define IsoB(oN ;

T ∗N) to be the subset

IsoB(oN ;T ∗N) =
{
φ1
H(oN )

∣∣H ∈ PC∞
asc;B

}
.

This has the filtration

IsoB(oN ;T ∗N) =
⋃
K≥0

⋃
T⊃B

Iso
K
T (oN ;T ∗N ;T ),

where

Iso
K
T

(
oN ;DR(T ∗N)

)
=
{
φ1
H(oN )

∣∣H ∈ PC∞
R,K;T

}
.

DEFINITION 1.3

Equip with Iso
K
T (oN ;T ∗N) the subspace topology of the Hamiltonian C0-topol-

ogy of Iso(oN ;T ∗N). We then put on IsoB(oN ;T ∗N) the direct limit topology of

Iso
K
T (oN ;T ∗N) over T ⊃ oB and K ≥ 0. We call this topology the Hamiltonian

C0-topology of IsoB(oN ;T ∗N).

Unraveling the definition, we can rephrase the meaning of the convergence Li → L

in IsoB(oN ;T ∗N) into the existence of R,K > 0, T ⊃ oB , and a sequence Hi such

that Li = φ1
Hi

(L) and

(1) ‖Hi‖ ≤K for all i,

(2) suppXHi ⊂DR(T ∗N) \ oB for all i,

(3) φ1
Hi

≡ id on T for all i,

(4) dHam
C0 (Li,L)→ 0 as i→∞.

REMARK 1.4 (1) We refer to the proof of Lemma 3.6 and Remark 3.7 for the

reason for using support hypotheses (2) and (3) imposed in our definition of the

Hamiltonian C0-topology of IsoB(oN ;T ∗N). This topology may be regarded as

the Lagrangian analogue to the above-mentioned weak Hamiltonian topology and

seems to be the weakest possible topology with respect to which one can prove
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the C0-continuity of spectral capacity γlag which is stated in Main Theorem

below.

(2) In the Lagrangianization Graphφ1
F of Hamiltonian F : [0,1] ×M → R

with suppF ⊂ M \ B, there exists an open neighborhood U ⊃ B such that

suppF ⊃M \U . Therefore, provided the C0-distance of d(φF , id) =: ε is so small

that its graph is contained in a Weinstein neighborhood of the diagonal, such a

graph will automatically satisfy

φ1
F
(oΔB

)⊂ Tε, F(t,x) := F (t, x), x= (x, y),

where Tε is the ε-neighborhood of oΔB
in T ∗Δ and, hence, is automatically

contained in IsooΔB
(oΔ, T

∗Δ).

1.3. Statement of main results
By considering the moduli space of solutions of the perturbed Cauchy–Riemann

equation

(1.10)

{
∂u
∂τ + J(∂u∂t −XH(u)) = 0,

u(τ,0), u(τ,1) ∈ oN ,

and applying a chain-level Floer mini-max theory to the classical action func-

tional

Acl
H(γ) =

∫
γ∗θ−

∫ 1

0

H
(
t, γ(t)

)
dt

on the set

P(T ∗N ;oN ) =
{
γ : [0,1]→ T ∗N

∣∣ γ(0), γ(1) ∈ oN
}
,

the author [9] defined a homologically essential critical value, denoted by ρ(H;a),

associated to each cohomology class a ∈H∗(N).

REMARK 1.5

A similar construction using the generating function method was earlier given

by Viterbo [20], and it is shown in [5] and [6] that both invariants coincide mod-

ulo a normalization constant. Indeed, it may be worthwhile to mention that for

the construction of Viterbo’s [20] invariant c(u,L) for the cohomology class u,

this normalization should be fixed uniformly over u ∈H∗(X). This was implic-

itly done in [20] by assuming the associated Lagrangian submanifold L ⊂ T ∗X

coincides with the zero section of T ∗X on its nonempty open subset as in the

condition required above in Definition 1.3. All the main applications of these

invariants to symplectic topology carried out in [20] occur on R
2n through the

one-point compactification S2n = R
2n ∪ {∞} of compactly supported Hamilton-

ian flows on R
2n and Lagrangianization of the graphs of such Hamiltonian flows.

Such a graph then as a Lagrangian submanifold of T ∗S2n automatically satisfies

the above-mentioned hypothesis.

The number ρ(H;a) depends on H , not just on LH = φ1
H(oN ).
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We are particularly interested in two spectral invariants ρlag(F ; 1), ρlag(F ;

[pt]#) and their difference ρlag(F ; 1) − ρlag(F ; [pt]#). This difference does not

depend on the choice of normalization mentioned above. Therefore, we can define

a function

γlag : Iso(oN ;T ∗N)→R

unambiguously by setting

(1.11) γlag(L;oN ) := ρlag(F ; 1)− ρ
(
F ; [pt]#

)
for L= φ1

F (oN ). We call this function the spectral capacity of L (relative to the

zero section oN ; see [20], [9]).

We denote by γlag
B the restriction of γlag to the subset IsoB(oN ;T ∗N). The

following Hamiltonian C0-continuity result is the Lagrangian analogue to Sey-

faddini’s result [18, Corollary 1.2].

MAIN THEOREM (THEOREM 3.9)

Let N be a closed manifold. Then the function γlag
B is continuous on IsoB(oN ;

T ∗N) with respect to the Hamiltonian C0-topology defined above.

The following is a very interesting open question on the Hamiltonian C0-topology.

QUESTION 1.6

Is the full function γlag : Iso(oN ;T ∗N)→ R continuous (without restricting to

IsoB(oN ;T ∗N) with B having nonempty interior)?

The question seems to be an important matter to understand in C0-symplectic

topology. Indeed, the affirmative answer to the question is a key ingredient in

relation to Viterbo’s [21] symplectic homogenization program. The question is

sometimes called Viterbo’s conjecture. We refer to Theorem 3.9 for a more precise

statement on the relationship between the Hamiltonian C0-distance dHam
C0 and

the spectral capacity γlag
B (φ1

F (oN )) and support conditions (2) and (3) of the

Hamiltonian path φF given in Definition 1.3.

The research performed in this article is partially motivated by the study of

topological Hamiltonian dynamics and its applications to the problem of simple-

ness on the area-preserving homeomorphism group of the 2-disk. We anticipate

that these studies will play some important role in the study of the homotopy

invariance of the Hamiltonian spectral invariant function φF �→ ρ(F ;a) for a

topological Hamiltonian path φF in the sense of [14] and [12] on any closed sym-

plectic manifolds (M,ω). It should also be regarded as a natural continuation of

the author’s study of Lagrangian spectral invariants performed in [8] and [9].

The content of the current article is extracted from the preprint [13], which

has been circulated since the year 2012 under the title “Geometry of generating

functions and Lagrangian spectral invariants.”
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Notation and conventions
We follow the conventions of [11] and [12] for the definitions of Hamiltonian vector

fields, action functional, and others appearing in the Hamiltonian Floer theory

and in the construction of spectral invariants on a general closed symplectic

manifold. They are different from, for example, those used in [16] and [1] one

way or the other, but coincide with those used in [18].

(1) We usually use the letter M to denote a symplectic manifold and N to

denote a general smooth manifold.

(2) The Hamiltonian vector field XH is defined by dH = ω(XH , ·).
(3) The flow of XH is denoted by φH : t �→ φt

H , and its time-one map is

denoted by φ1
H ∈Ham(M,ω).

(4) We denote by zqH(t) = φt
H(q) the Hamiltonian trajectory associated to

the initial point q.

(5) We denote by zHx (t) = φt
H((φ1

H)−1(x)) the Hamiltonian trajectory asso-

ciated to the final point x.

(6) H(t, x) = −H(t, φt
H(x)) is the Hamiltonian generating the inverse path

(φt
H)−1.

(7) The canonical symplectic form on the cotangent bundle T ∗N is denoted

by ω0 =−dθ, where θ is the Liouville one-form which is given by θ =
∑

i pi dq
i

in the canonical coordinates (q1, . . . , qn, p1, . . . , pn).

(8) The classical Hamilton’s action functional on the space of paths in T ∗N

is given by

Acl
H(γ) =

∫
γ∗θ−

∫ 1

0

H
(
t, γ(t)

)
dt.

(9) We denote by oN the zero section of T ∗N .

(10) We denote by ρlag(H;a) the Lagrangian spectral invariant on T ∗N (rel-

ative to the zero section oN ) defined in [8] for an asymptotically constant Hamil-

tonian H on T ∗N .

(11) We denote by fH the basic phase function and denote its associated

Lagrangian selector by σH : N → T ∗N , which is given by σH(q) = dfH(q) at

which dfH(q) exists.

2. Lagrangian Floer homology and Lagrangian spectral invariants

In this section, we first briefly recall the construction of Lagrangian spectral

invariants ρlag(H;a) for LH = φ1
H(oN ) performed by the author [9]. A priori,

this invariant may depend on H , not just on LH itself. The author [9] proves

that

(2.1) ρlag(H;a) = ρlag(F ;a)

for all a ∈ H∗(N ;Z) if LH = LF , but modulo the addition of a constant and

then by using a somewhat ad hoc normalization to remove this ambiguity of the

constant.
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2.1. Definition of Lagrangian spectral invariants
For any given time-dependent Hamiltonian H =H(t, x), the classical action func-

tional on the space

P(T ∗N) :=C∞(
[0,1], T ∗N

)
is defined by

Acl
H(γ) =

∫
γ∗θ−

∫ 1

0

H
(
t, γ(t)

)
dt.

We define the subset P(T ∗N ;oN ) by

P(T ∗N ;oN ) =
{
γ : [0,1]→ T ∗N

∣∣ γ(0) ∈ oN
}
.

The assignment γ �→ π(γ(1)) defines a fibration

P(T ∗N ;oN )→ oN ∼=N

with fiber at q ∈N given by

P(T ∗N ;oN , T ∗
q N) :=

{
γ : [0,1]→ T ∗N

∣∣ γ(0) ∈ oN , γ(1) ∈ T ∗
q N

}
.

For given x ∈ LH , we denote the Hamiltonian trajectory

zHx (t) = φt
H

(
(φ1

H)−1(x)
)
,

which is a Hamiltonian trajectory such that, by definition,

(2.2) zHx (0) ∈ oN , zHx (1) = x.

We denote LH = φ1
H(oN ) and denote by iH : LH ↪→ T ∗N the inclusion map.

Motivated by Weinstein’s observation that the action functional

Acl
H : P(T ∗N ;oN )→R

can be interpreted as the canonical generating function of LH , the author in

[8] and [9] constructed a family of spectral invariants of LH by performing a

mini-max theory via the chain-level Floer homology theory. Indeed, the function

defined by

(2.3) hH(x) =Acl
H(zHx )

is a canonical generating function of LH in that

(2.4) i∗Hθ = dhH .

We call hH the basic generating function of LH . As a function on N not on

LH , it is a multivalued function. Similarly, one may regard N → φ1
H(oN ) as a

multivalued section of T ∗N .

Consider the zero section oN and the space

P(oN , oN ) =
{
γ : [0,1]→ T ∗N

∣∣ γ(0), γ(1) ∈ oN
}
.

The set of generators of CF (H;oN , oN ) is that of solutions

ż =XH

(
t, z(t)

)
, z(0), z(1) ∈ oN ,
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and its Floer differential is defined by counting the number of solutions of

(2.5)

{
∂u
∂τ + J(∂u∂t −XH(u)) = 0,

u(τ,0), u(τ,1) ∈ oN .

An element α ∈CF (H;oN , oN ) is expressed as a finite sum

α=
∑

z∈Chord(H;oN ,oN )

az[z], az ∈ Z.

We define the level of the chain α by

(2.6) λH(α) := max
z∈suppα

{
Acl

H(z)
}
.

For a given nonzero cohomology class a ∈ H∗(N,Z), we consider its Poincaré

dual [a]� := PD(a) ∈H∗(N,Z) and its image under the canonical isomorphism

(see [2], [3], [8] for the construction of this isomorphism)

Φ :H∗(N,Z)→HF∗(H,J ;oN , oN ).

DEFINITION 2.1

Let (H,J) be a Floer regular pair relative to (oN , oN ), and let (CF (H), ∂(H,J))

be its associated Floer complex. For any 0 �= a ∈H∗(N,Z), we define

(2.7) ρlag(H;a) = inf
α∈Φ(a�)

{
λH(α)

}
.

One important result is the following basic property, called spectrality in [11],

which is not explicitly stated in [8] but can be easily derived by a compactness

argument (see the proof in [11] given in the Hamiltonian context).

PROPOSITION 2.2

Let H = H(t, x) be any (not necessarily nondegenerate) smooth Hamiltonian.

Then for any 0 �= a ∈H∗(N,Z), there exists a point x ∈ LH ∩ oN such that

Acl
H(zHx ) = ρlag(H;a).

In particular, ρlag(H;a) ∈ Spec(H;N).

2.2. Triangle inequality for Lagrangian spectral invariants
We recall from [17] and [11] that the triangle inequality of the Hamiltonian

spectral invariants

ρHam(H#F ;a · b)≤ ρHam(H;a) + ρHam(F ; b)

for the product Hamiltonian H#F relies on the homotopy invariance property

of spectral invariants, which in turn relies on the existence of the canonical nor-

malization procedure of Hamiltonians on closed (M,ω), which is nothing but the

mean normalization. On the other hand, one can directly prove

ρHam(H ∗ F ;a · b)≤ ρHam(H;a) + ρHam(F ; b)
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more easily for the concatenated Hamiltonian (see, e.g., [4] for the proof). Once

we have the latter inequality, we can derive the former from the latter again by

the homotopy invariance property of ρHam(·;a) for the mean-normalized Hamil-

tonians.

When one attempts to assign an invariant of the Lagrangian submanifold

φ1
H(oN ) itself out of the spectral invariant ρlag(H;a), one has to choose a normal-

ization of the Hamiltonian relative to the Lagrangian submanifold. Since there is

no canonical normalization, unlike the Hamiltonian case, the invariance property

of Lagrangian spectral invariants, and thus the triangle inequality, is somewhat

more nontrivial than the case of Hamiltonian spectral invariants. In this section,

we clarify these issues of the invariance property and of the triangle inequality.

The following parameterization independence follows immediately from the

construction of Lagrangian spectral invariants and the L(1,∞)-continuity of H �→
ρlag(H;a).

LEMMA 2.3

Let H =H(t, x) be any, not necessarily nondegenerate, smooth Hamiltonian, and

let χ : [0,1]→ [0,1] be a reparameterization function with χ(0) = 0 and χ(1) = 1.

Then

ρlag(H;a) = ρlag(Hχ;a),

where Hχ(t, x) = χ′(t)H(χ(t), x).

We first recall the following triangle inequality, which was essentially proved in

[9, Theorem 6.4 and Lemma 6.5]. In [9], the cohomological version of the Floer

complex was considered, and hence, the opposite inequality is stated. Other than

that, the same proof can be applied here.

PROPOSITION 2.4

Let H,F ∈ PC∞
asc(T

∗N ;R), and assume that F is autonomous. Then we have

(2.8) ρlag(H#F ;ab)≤ ρlag(H;a) + ρlag(F ; b).

Monzner, Vichery, and Zapolsky [7] proved the following form of the triangle

inequality, which uses the concatenated Hamiltonian H ∗F instead of the product

Hamiltonian H#F .

PROPOSITION 2.5 ([7, PROPOSITION 2.4])

Let H,K be compactly supported. Suppose that H(1, x)≡ F (0, x), and let H ∗ F
be the concatenated Hamiltonian. Then

(2.9) ρlag(H ∗ F ;ab)≤ ρlag(H;a) + ρlag(F ; b)

for all a, b ∈H∗(N).
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In particular, this proposition applies to all pairs (H,F ) which are compactly

supported and boundary flat.

REMARK 2.6

We suspect that (2.8) holds even for the nonautonomous F as in the Hamiltonian

case, but we did not check this, since it is not needed in the present article.

2.3. Assigning spectral invariants to Lagrangian submanifolds
In this section, we identify a class, denoted by PC∞

(B;e), of Hamiltonians H among

those satisfying φ1
H(oN ) = φ1

F (oN ) such that the equality

ρlag(H;a) = ρlag(F ;a)

holds for all H,F ∈ PC∞
asc;B . As the notation suggests, the class depends on the

subset B ⊂N .

We start with the following proposition. The proof closely follows that of

[7, Lemma 2.6], which uses Proposition 2.5 in a significant way. We need to

modify their proof to obtain a somewhat stronger statement, which replaces the

condition “φ1
H = φ1

F ” used in [7] by the conditions put in this proposition.

PROPOSITION 2.7 (CF. [7, LEMMA 2.6])

Let H,F ∈ PC∞
asc(T

∗N ;R) be boundary flat. Suppose in addition that H,F satisfy

the following:

(1) φ1
H(oN ) = φ1

F (oN ),

(2) H ≡ c(t), F ≡ d(t) on a tubular neighborhood T ⊃B in T ∗N of a closed

ball B ⊂ oN , where c(t), d(t) are independent of x ∈ T , and

(3) they satisfy ∫ 1

0

c(t)dt=

∫ 1

0

d(t)dt.

Then ρlag(H;a) = ρlag(F ;a) holds for all a ∈H∗(N,Z) without the ambiguity of

a constant.

Proof

We consider the Hamiltonian path φG : t �→ φt
G with G = F̃ ∗H with F̃ (t, x) =

−F (1− t, x). This defines a loop of a Lagrangian submanifold

t �→ φt
G(oN ), φ1

G(oN ) = oN

and satisfies φt
G|B ≡ id and

G(t, q) =

{
−c(1− 2t) 0≤ t≤ 1/2,

d(2t− 1) 1/2≤ t≤ 1,

for all q ∈B ⊂ T by the definition G= F̃ ∗H .

We claim that ρlag(G;a) = 0 for all 0 �= a ∈H∗(N). This will be an immediate

consequence of the following lemma and the spectrality of numbers ρlag(G;a).
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LEMMA 2.8

The value Acl
G(z) does not depend on the Hamiltonian chord z ∈ Chord(G;oN ,

oN ). In particular, Acl
G(z) = 0.

Proof

Recall that any Hamiltonian chord in Chord(G;oN , oN ) has the form

z(t) = zqG(t)

for some q ∈ oN . Here we use the hypothesis φ1
G(oN ) = oN . Consider any smooth

path α : [0,1]→ oN with α(0) = q,α(1) = q′. Then

Acl
G(z

q′

G )−Acl
G(z

q
G) =

∫ 1

0

d

du
Acl

G(z
α(u)
G )du.

Recall the definition of the classical action functional

Acl
G(γ) =

∫
γ∗θ−

∫ 1

0

G
(
t, γ(t)

)
dt

on the space P(T ∗N) of paths γ : [0,1] → T ∗N , and recall its first variation

formula

dAG(γ)(ξ) =

∫ 1

0

ω
(
γ̇ −XG

(
t, γ(t)

)
, ξ(t)

)
dt

−
〈
θ
(
γ(0)

)
, ξ(0)

〉
+
〈
θ
(
γ(1)

)
, ξ(1)

〉
.(2.10)

Using this, a straightforward calculation shows that

d

du
Acl

G(z
α(u)
G ) =

〈
θ,

∂

∂u

(
φG

(
α(u)

))〉
−
〈
θ,

∂

∂u

(
α(u)

)〉
= 0− 0 = 0,

since φG(α(u)), α(u) ∈ oN .

For the second statement, we only have to consider the constant path z ≡
cq ∈B for which

Acl
G(cq) = −

∫ 1

0

G(t, q)dt=

∫ 1/2

0

c(1− 2t)dt−
∫ 1

1/2

d(2t− 1)dt

=

∫ 1

0

c(t)dt−
∫ 1

0

d(t)dt= 0.

This proves the lemma. �

Once we have the lemma, we can apply the triangle inequality (2.9)

ρlag(H;a)≤ ρlag(F ;a) + ρlag(G; 1) = ρlag(F ;a)

for any given a ∈ H∗(N). By changing the role of H and F in the proof of

the above lemma, we also obtain ρlag(G̃; 1) = 0 and then obtain ρlag(F ;a) ≤
ρlag(H;a) by the triangle inequality. This finishes the proof of the proposition.

�

This proposition motivates us to introduce the following definitions.
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DEFINITION 2.9

For each given B ⊂N , we define

IsoB(oN ;T ∗N) =
{
L ∈ Iso(oN ;T ∗N) | oN ∩L⊃ oB

}
.

When a function c : [0,1]→R is given in addition, we define

PC∞
(B;e) =

{
H ∈ PC∞

asc

∣∣∣Ht ≡ c(t) on a neighborhood of oB in T ∗N

and

∫ 1

0

c(t)dt= e
}
.

With these definitions, the proposition enables us to unambiguously define the

following spectral invariant attached to L.

DEFINITION 2.10

Suppose L ∈ IsoB(oN ;T ∗N), and let e ∈ R be given. For each such e, we define

a spectral invariant of L ∈ Iso(B;e)(oN ;T ∗N) by

ρ(B;e)(L;a) := ρlag(H;a), L= φ1
H(oN )

for any H ∈ PC∞
(B;e).

With this definition, we have the following obvious lemma.

LEMMA 2.11

Let H ∈ PC∞
(B;e). Then H̃,H ∈ PC∞

(B;−e).

Then we prove the following duality statement of ρ(B;e).

PROPOSITION 2.12

Let H ∈ PC∞
(B;e), and let L= φ1

H(oN ). We denote L̃= φ1
H̃
(oN ) = φ1

H
(oN ). Then

(2.11) ρ(B;−e)(L̃; 1) =−ρ(B;e)
(
L; [pt]#

)
.

Proof

By the above lemma, H̃ ∈ PC∞
(B;−e) and so ρ(B;−e)(L̃; 1) is given by

ρ(B;−e)(L̃; 1) = ρlag(H̃ ; 1)

by definition. But it was proven in [20], [8], and [9] that

(2.12) ρlag(H̃ ; 1) =−ρlag
(
H; [pt]#

)
,

which follows from the Poincaré duality argument, by studying the time-reversal

flow ũ of the Floer equation (2.5) which is defined by ũ(τ, t) = u(−τ,1− t). The

map ũ satisfies the equation{
∂ũ
∂τ + J̃(∂ũ∂t −X

H̃
(ũ)) = 0,

ũ(τ,0), ũ(τ,1) ∈ oN .
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Furthermore, this equation is compatible with the involution of the path space

ι : Ω(oN , oN )→Ω(oN , oN )

defined by ι(γ)(t) = γ̃(t) with γ̃(t) = γ(1− t) and the action functional identity

Acl
H̃
(γ̃) =−Acl

H(γ).

We refer to [9] for the details of the duality argument in the Floer theory used

in the derivation of (2.12).

On the other hand, by definition,

ρlag
(
H; [pt]#

)
= ρ(B;e)

(
L; [pt]#

)
since H ∈ PC∞

(B;e). This finishes the proof. �

The following special case with e = 0 is worthwhile to separately mention in

that it alerts readers to the importance of the normalization condition H ≡ 0

on a neighborhood of B in T ∗N in the construction of spectral invariants if one

would like to make this kind of duality statement hold in terms of Lagrangian

submanifolds φ1
H(oN ) rather than in terms of the associated Hamiltonian H .

COROLLARY 2.13

Let L and L̃ be as in Proposition 2.12. Consider the spectral invariants

ρlagB (L; ·) := ρ(B;0)(L; ·). Then

ρlagB (L̃; 1) =−ρlagB

(
L; [pt]#

)
.

3. A Hamiltonian C0-continuity of spectral Lagrangian capacity

We first recall the definition of the function γlag
B : IsoB(oN ;T ∗N)→R defined by

γlag
B (L) = ρlagB (H; 1)− ρlagB

(
H; [pt]#

)
for L= φ1

H(oN ) with H ∈ PC∞
asc;B .

In this section, we prove the following Hamiltonian C0-continuity result of

the function which is the Lagrangian analogue to [18, Theorem 1].

THEOREM 3.1

The function γlag
B : IsoB(oN ;T ∗N)→R is continuous with respect to the Hamil-

tonian C0-topology in the sense of Definition 1.2.

The triangle inequality of γlag stated in Section 2.2 implies the inequalities∣∣γlag
B (L1)− γlag

B (L2)
∣∣≤max

{
γlag
B

(
φ−1
H2

(
φH1(oN )

))
, γlag

B

(
φ−1
H1

(
φH2(oN )

))}
.

We also note that for Lk = φ1
Hk(oN ) ∈ IsoB(oN ;T ∗N) for k = 1,2

max
{
dC0(φ−1

H2φH1 |oN , ioN ), dC0(φ−1
H1φH2 |oN , ioN )

}
→ 0

for the inclusion map ioN : oN → T ∗N if and only if

max
{
dC0(φH1 |oN , φH2 |oN ), dC0(φ−1

H1 |oN ;φ−1
H2 |oN )

}
→ 0,
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provided we assume that suppφHk is compact and so suppφHk ⊂DR(T ∗N) \T ,
k = 1,2, for some R> 0 and T ⊃B. The latter assumption is already embedded

in the definition of Hamiltonian topology given in Definition 1.2. Therefore, to

prove the above theorem, it is enough to prove the continuity of γlag
B at the zero

section oN in IsoB(oN ;T ∗N).

By unravelling the definition of the Hamiltonian C0-topology on IsoB(oN ;

T ∗N) given in Definition 1.2, we now rephrase the continuity statement at the

zero section oN more explicitly. For this purpose, we introduce the notation

oscC0(φ1
H ;oN ) := max

{
max
x∈oN

d
(
φ1
H(x), x

)
,max
x∈oN

d
(
(φ1

H)−1(x), x
)}

.

Then it is easy to see that this continuity at oN is equivalent to the following.

THEOREM 3.2

Let λi = φHi where Hi ∈ PC∞
asc is a sequence such that

(1) Hi ∈ PC∞
R,K for some R,K > 0 for all i and s ∈ [0,1];

(2) there exists a closed ball B ⊂N such that φt
Hi

≡ id on B for all t ∈ [0,1]

and for all i;

(3) there exists a uniform neighborhood T ⊃ oB in T ∗N such that φ1
Hi

≡ id

on T for all i;

(4) limi→∞ oscC0(φ1
Hi

;oN ) = 0.

Then

lim
i→∞

(
ρlag(Hi; 1)− ρlag

(
Hi; [pt]

#
))

= 0.

The proof of this theorem is an adaptation to the Lagrangian context of the

one used by Seyfaddini in his proof of [18, Theorem 1 (or rather Corollary 1.3)].

The proof is also a variation of Ostrover’s [15] scheme and is an adaptation

thereof. In our proof, however, we use the Lagrangian analogue to the notion of

“ε-shiftability” introduced by Seyfaddini [18], instead of the notion of “displace-

ability” used in [15] and in other literature such as [1] and [19]. In the Lagrangian

context here, the ε-shiftable domain is realized as the graph of df of a function f

having no critical points on the corresponding domain. In this regard, it appears

to the author that the notion of ε-shiftability becomes more geometric and intu-

itive in the Lagrangian context than in the Hamiltonian context.

3.1. ε-Shifting of the zero section by the differential of the function
Fix a Riemannian metric g and the Levi-Civita connection on N . They natu-

rally induce a metric via the splitting T (T ∗N) ∼= TN ⊕ T ∗N , sometimes called

a Sasakian metric, on T ∗N . Denote the latter metric on T ∗N by g̃, and denote

the corresponding distance function by d̃(x, y) for x, y ∈ T ∗N . We denote by

Dr(T ∗N) the disk bundle of T ∗N of radius r.

The following are well-known facts on this metric g̃, which can be easily

checked, so we omit the proofs.
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LEMMA 3.3

The metric g̃ carries the following properties.

(1) g̃ is invariant under the reflection (q, p) �→ (q,−p), and in particular, oN
is totally geodesic.

(2) There exists a sufficiently small r = r(N,g)> 0 depending only on (N,g)

such that

(a) for all d(q, q′)< r, d̃(oq, oq′) = d(q, q′),

(b) for all x ∈Dr(T ∗N), which we denote x= (q(x), p(x)),

(3.1) d(oq(x), x)≥max
{∣∣p(x)∣∣, d(q, q(x))}≥

∣∣p(x)∣∣,
where |p(x)| is the norm on T ∗

q(x)N .

From now on, we will drop the tilde from d̃ and just denote it by d even for the

distance function of g̃ on T ∗N , which should not confuse readers.

Consider the subset

C∞
crit(N ;B) =

{
f ∈C∞(N) |Critf ⊂ IntB

}
.

The set C∞
crit(N ;B)⊂C∞(N) has the filtration

C∞
crit(N ;B) =

⋃
T

C∞
crit(N ;B,T ),

where C∞
crit(N ;B,T ) is the subset of C∞

crit(N ;B) that consists of the f ’s satisfying

(3.2) Graph(df |B)⊂ T.

It is easy to check that C∞
crit(N ;B,T ) �= ∅ for any such T ⊃ oB by considering λf

for a sufficiently small λ > 0 for any given Morse function f with Critf ⊂ IntB.

We now introduce the collection, denoted by T(B;r), of the pairs (T, f) con-

sisting of a tubular neighborhood T ⊃ oB in T ∗N and a Morse function f ∈
C∞

crit(N ;B,T ) such that

(3.3) Graphdf ⊂Dr(T ∗N)

for the constant r = r(N,g) given in Lemma 3.3. By the choice of the pair (T, f) ∈
T(B;r), we have

min
{

min
p∈N\B

∣∣df(p)∣∣, dH(N \B,Critf)
}
> 0,

where dH(N \B,Critf) is the Hausdorff distance.

DEFINITION 3.4

We define a positive constant

(3.4) C(f ;B,T ) := min
{

min
p∈N\B

∣∣df(p)∣∣, dH(N \B,Critf)
}
.

By the definition of C(f ;B,T ), if q ∈N \B, we have

(3.5)
∣∣df(q)∣∣, d(q,Critf)≥C(f ;B,T ) > 0.
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LEMMA 3.5

For any f ∈C∞
crit(N ;B,T ),

C(δf ;B,T ) = min
p∈N\B

∣∣d(δf)(p)∣∣
whenever δ > 0 is so small that

min
p∈N\B

∣∣d(δf)(p)∣∣< dH(N \ T,B).

In particular, for such δ > 0,

(3.6) λC(δf ;B,T ) =C(λδf ;B,T )

for any λ≤ 1.

Proof

First note that the distance dH(N \B,Crit(δf)) does not depend on δ and that

min
p∈N\B

∣∣δ df(p)∣∣= δ min
p∈N\B

∣∣df(p)∣∣→ 0

as δ→ 0. Therefore, the minimum in the definition

C(δf ;B,T ) =min
{

min
p∈N\B

∣∣d(δf)(p)∣∣, dH(N \B,Crit(δf)
)}

is realized by minp∈N\B |d(δf)(p)| for all sufficiently small δ > 0. Then the lemma

follows. �

Now we consider the Hamiltonians H adapted to the triple (f ;B,T ) as in the

definition of the Hamiltonian C0-topology of IsoB(oN ;T ∗N).

LEMMA 3.6

Let T ⊃ oB in T ∗N and H ∈ PC∞
asc;B satisfy

(3.7) φ1
H ≡ id

on T . Then we have

Lf ∩ oN = φ1
H(Lf )∩ oN

whenever H satisfies

(3.8) oscC0(φ1
H ;oN )<C(f ;B,T ).

In particular, all the Hamiltonian trajectories of H#(f ◦ π) are constants that

are equal to op for some point p ∈Critf for such a Hamiltonian H .

Proof

In the proof, we will denote p ∈ N and denote the corresponding point in the

zero section of T ∗N by op for notational consistency. Obviously we have Critf =

Lf ∩ oB ⊂ φ1
H(Lf ) ∩ oN , since we assume that φ1

H ≡ id on a neighborhood T of

oB ⊃ Critf . We will now prove the opposite inclusion φ1
H(Lf ) ∩ oN ⊂ Lf ∩ oB .

Suppose op ∈ φ1
H(Lf )∩ oN . Then we have (φ1

H)−1(op) ∈ Lf .



630 Yong-Geun Oh

Consider first the case p ∈B. In this case since we assume that φ1
H = id on a

neighborhood of oB , it in particular implies op = (φ1
H)−1(op) for all i and, hence,

op ∈ oB ∩Lf
∼=Critf .

Now we will show that p cannot lie in N \ B. Suppose p ∈ N \ B to the

contrary, and write

(φ1
H)−1(op) = df(p′)

for some p′ ∈N . Therefore,

d
(
op, df(p

′)
)
= d

(
op, (φ

1
H)−1(op)

)
≤ oscC0(φ1

H ;oN ).

Furthermore, we also have |df(p′)| ≤ d(op, df(p
′)) by Lemma 3.3 since Graphdf ⊂

Dr(T ∗N). Therefore, we have shown

(3.9)
∣∣df(p′)∣∣≤ oscC0(φ1

H ;oN )<C(f ;B,T ).

This in particular implies that (φ1
H)−1(op) = df(p′) must lie in Graphdf |B ⊂ T ,

because otherwise |df(p′)| ≥ C(f ;B,T ) by the definition of C(f ;B,T ), which would

contradict (3.9).

This in turn implies (φ1
H)−1(op) ∈ T . But φ1

H is assumed to be the identity

map on T and, hence, follows

op = (φ1
H)−1(op) = df(p′).

In particular, df(p′) ∈ oN , so p′ ∈Critf and, hence, op′ = df(p′). This implies p=

p′ and so d(p,Critf) = 0, that is, p ∈Critf ⊂B, a contradiction to the hypothesis

p ∈N \B. Therefore, p cannot lie in N \B, and this proves op ∈ oB ∩Lf
∼=Critf

for any op ∈ φ1
H(Lf )∩ oN . This then finishes the proof of the first statement

(3.10) Lf ∩ oN = φ1
H(Lf )∩ oN .

To prove the second statement, the first statement of the lemma implies that

all the Hamiltonian trajectories of H#f ◦ π ending at a point in φ1
H(Lf ) ∩ oN

have the form

zH#f◦π
p (t) = φt

H#f◦π
(
(φ1

H#f◦π)
−1(op)

)
for some intersection point op ∈ φ1

H(Lf ) ∩ oN = Lf ∩ oN . By definition, we have

zH#f◦π
p (1) = op.

But we also have df(p) = 0 and (φ1
H)−1(op) = op, since

op ∈ φ1
H(Lf )∩ oN = Lf ∩ oN ⊂ oB ∩Critf

and φ1
H ≡ id near p. Therefore,

(φ1
H#f◦π)

−1(op) = (φ1
f◦π)

−1(φ1
H)−1(op) = op.

Therefore,

zH#f◦π
p (t) = φt

H#f◦π
(
(φ1

H#f◦π)
−1(op)

)
= φt

H#f◦π(op)

= φt
H

(
φt
f◦π(op)

)
= φt

H(op) = op,
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since df(p) = 0 and φt
H(op) = op for all t ∈ [0,1]. The last statement follows since

we assume that suppφH ∩ oB = ∅. By the compactness of suppφH and the close-

ness of B, suppφH ∩ oB = ∅ implies φt
H ≡ id for all t ∈ [0,1] on a neighborhood

T ′ ⊃ oB in T ∗N . This finishes the proof. �

REMARK 3.7

We would like to mention that, in the above proof, the choice of the neighborhood

T ′ ⊃B is allowed to vary depending on the H ’s. This is because our Hamiltonian

C0-topology requires only suppφt
H ∩ oB = ∅ for t ∈ [0,1], not the existence of a

uniform neighborhood T ⊃ oB independent of H . It only requires the existence

of such a uniform neighborhood for the time-one map φ1
H .

REMARK 3.8

In fact, all the discussion in this section can be generalized by replacing the

differential df by any closed one-form α and replacing Critf by the zero set of α.

But we restrict to the exact case since the discussion in the next section seems

to require the exactness of the form.

3.2. Lagrangian capacity versus Hamiltonian C0-fluctuation
In fact, Theorem 3.2 is an immediate consequence of the following comparison

result between the Lagrangian capacity γlag
B (L) = ρlag(H; 1)− ρlag(H; [pt]#) and

the Hamiltonian C0-fluctuation oscC0(φ1
H ;oN ) for L= φ1

H(oN ) for H ∈ PC∞
asc;B ,

which itself has some independent interest in its own right.

THEOREM 3.9

Let B ⊂N be a closed ball, and let (T, f) ∈ T(B;r). Consider the set of Hamilto-

nians H satisfying suppφH ∩ oB = ∅, and assume that

oscC0(φ1
H ;oN )<C(f ;B,T ).

Then we have

(3.11)
γlag
B (L)

oscC0(φ1
H ;oN )

≤ 2oscf

C(f ;B,T )

for L= φ1
H(oN ).

We would like to mention that the right-hand side of (3.11) does not depend on

the scale change of f to δf for δ > 0.

The following question is interesting in regard to the precise estimate of the

upper bound in this theorem and Question 1.6.

QUESTION 3.10

For given H satisfying the condition in Theorem 3.9, what is an optimal estimate

of the constant 2oscf
C(f;B,T )

in terms of B, T , and H? For example, can we obtain

an upper bound independent of B or T ?
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The rest of the section is occupied by the proof of Theorem 3.9. The following

proposition is a crucial ingredient of the proof, which is a variation of [15, Propo-

sition 2.6], [1, Proposition 3.3], [19, Proposition 3.1], and [18, Proposition 2.3].

PROPOSITION 3.11

Let H ∈ PC∞
asc in T ∗N be such that

(3.12) suppφH ∩ oB = ∅.

Take any f ∈C∞
crit(N ;B) such that (3.8) holds. Then

(3.13) ρlag(H; 1)− ρlag
(
H; [pt]#

)
≤ 2oscf.

Proof

Denote Lf := Graphdf , Lt = φt
H(Lf ) = φt

H(Graphdf). Note that the condition

(3.12) implies

(3.14) Ht|B ≡ cB(t)

for a function cB = cB(t) depending only on t but not on x ∈B.

The following lemma is the analogue of [15, Lemma 5.1].

LEMMA 3.12

We have that

(3.15) ρlag(H#f ; 1)− ρlag
(
H#f ; [pt]#

)
≤ oscf.

Proof

By the spectrality of ρlag(·,1) in general, we have

ρlag(H#f ◦ π; 1) = Acl
(H#f◦π)(z

H#f◦π
p− ),

ρlag
(
H#f ◦ π; [pt]#

)
= Acl

(H#f◦π)(z
H#f◦π
p+

),

for some p± ∈ Lf ∩ oN . Using the second statement of Lemma 3.6, we compute

Acl
(H#f◦π)(z

H#f◦π
p+

)−Acl
(H#f◦π)(z

H#f◦π
p− )

=−
∫ 1

0

(H#f ◦ π)(t, p+)dt+
∫ 1

0

(H#f ◦ π)(t, p−)dt

=−
∫ 1

0

cB(t)dt− f(p+) +

∫ 1

0

cB(t)dt+ f(p−)

=−f(p+) + f(p−)≤maxf −minf = oscf.

Here for the equality in the penultimate line, we use the identity

(H#f ◦ π)(t, p±) =H(t, p±) + f
(
φt
H(p±)

)
= cB(t) + f(p±).

This finishes the proof. �
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On the other hand, we have

φ1
H(Lf ) = φ1

H

(
φ1
f◦π(oN )

)
= φ1

H#f◦π(oN ),

and so by the triangle inequality (Proposition 2.4),

ρlag
(
H#(f ◦ π); 1

)
≥ ρlag(H; 1)− ρlag(−f ◦ π; 1),

ρlag
(
H#(f ◦ π); [pt]#

)
≤ ρlag

(
H; [pt]#

)
+ ρlag(f ◦ π; 1).

(One can also use Proposition 2.5 with the concatenation H ∗ (f ◦ π) instead.

Here f ◦ π is not boundary flat, which is required in Proposition 2.5, but one

can always reparameterize the flow t �→ φt
f◦π by multiplying χ′(t) to f ◦ π so

that the perturbation is as small as we want in the L(1,∞)-topology, which in

turn perturbs ρ slightly. See [10, Lemma 5.2] and [7, Remark 2.5] for a precise

statement on this approximation procedure. This enables us to apply the triangle

inequality from Proposition 2.5 in the current context.)

Therefore, subtracting the second inequality from the first and using the

identity (see [9] for its proof)

ρlag(−f ◦ π; 1) =maxf, ρlag(f ◦ π; 1) =−minf,

we obtain

ρlag
(
H#(f ◦ π); 1

)
− ρlag

(
H#(f ◦ π); [pt]#

)
≥ ρlag(H; 1)− ρlag

(
H; [pt]#

)
− (maxf −minf),

which in turn gives rise to

ρlag(H; 1)− ρlag
(
H; [pt]#

)
≤ ρlag

(
H#(f ◦ π); 1

)
− ρlag

(
H#(f ◦ π); [pt]#

)
+ (maxf −minf)

≤ 2oscf.

We have finished the proof of the proposition. �

We now go back to the proof of Theorem 3.9.

Let H ∈ PC∞
asc;B and T ⊃ oB be such that φ1

H ≡ id on T , and assume (3.8). If

oscC0(φ1
H ;oN ) = 0, we have φ1

H(oN ) = oN and so ρlag(H; 1)− ρlag(H; [pt]#) = 0,

for which (3.13) obviously holds. Therefore, we assume that oscC0(φ1
H ;oN ) �= 0.

Recall from Lemma 3.6 that the choice of f depends only on the ball B and

the neighborhood T ⊃ oB in T ∗N . Then we choose λ > 0 such that

oscC0(φ1
H ;oN ) = λC(f ;B,T );

that is,

λ=
oscC0(φ1

H ;oN )

C(f ;B,T )
< 1.

Obviously we have

oscC0(φ1
H ;oN )< (λ+ ε)C(f ;B,T )
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for all ε > 0. We note that both dH(N \B,Crit(δf)) and the ratio 2oscf
C(f;B,T )

do not

depend on the choice of δ > 0.

Therefore, we can replace f by δf for a sufficiently small δ > 0, if necessary,

so that

(3.16) min
p∈N\B

∣∣d(λ(δf))(p)∣∣< dH
(
N \B,Crit(δf)

)
,

which in turn implies

λC(δf ;B,T ) =C(λδf ;B,T )

by Lemma 3.5. From now on, we assume that

(3.17) min
p∈N\B

∣∣d(λf)(p)∣∣< dH(N \B,Critf)

without loss of generality.

Lemma 3.5 also implies that

(λ+ ε)C(f ;B,T ) =C((λ+ε)f ;B,T )

for all small ε > 0 such that λ+ ε < 1 and

min
p∈N\B

∣∣(λ+ ε)df(p)
∣∣< d(N \B,Critf).

For example, we can choose any ε > 0 so that

(3.18) 0< ε<
d(N \B,Critf)

minp∈N\B |df(p)| .

Since (3.13) holds for any pair (H,f) that satisfy (3.12) and (3.8), applying

it to the pair (H, (λ+ ε)f) for T ⊃B chosen above independently of the i’s, we

derive

ρlag(H; 1)− ρlag
(
H; [pt]#

)
≤ 2osc

(
(λ+ ε)f

)
= 2(λ+ ε) oscf

= 2
(oscC0(φ1

H ;oN )

C(f ;B,T )
+ ε

)
oscf.

Since this holds for all ε > 0 satisfying (3.18), it follows that

(3.19) 0≤ ρlag(H; 1)− ρlag
(
H; [pt]#

)
≤ 2

( oscf

C(f ;B,T )

)
oscC0(φ1

H ;oN ),

letting ε→ 0. This finishes the proof of Theorem 3.9.
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