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#### Abstract

We prove an upper bound for the supremum norm of homogeneous Bernoulli polynomials on the unit ball of finite-dimensional complex Banach spaces. This result is inspired by the famous Kahane-Salem-Zygmund inequality and its recent extensions; in contrast to the known results, our estimates are on the scale of Orlicz spaces instead of $\ell_{p}$-spaces. Applications are given to multidimensional Bohr radii for holomorphic functions in several complex variables, and to the study of unconditionality of spaces of homogenous polynomials in Banach spaces.


## 1. Introduction

The famous Kahane-Salem-Zygmund inequality on the maximum modulus of random polynomials in several complex variables (see [6, Theorem 4, Chapter 6]) states that, given a polynomial $P(z)=\sum_{\alpha \in \mathbb{N}_{0}^{n}} c_{\alpha} z^{\alpha}$ on $\mathbb{C}^{n}$, there is a choice of signs $\varepsilon_{\alpha}= \pm 1, \alpha \in \mathbb{N}_{0}^{n}$, for which

$$
\sup _{z \in \mathbb{D}^{n}}\left|\sum_{\alpha \in \mathbb{N}_{0}^{n}} \varepsilon_{\alpha} c_{\alpha} z^{\alpha}\right| \leq C\left(n \log (\operatorname{deg} P) \sum_{\alpha \in \mathbb{N}_{0}^{n}}\left|c_{\alpha}\right|^{2}\right)^{1 / 2},
$$

where $C>0$ is a universal constant, $\operatorname{deg} P:=\max \left\{|\alpha| ; c_{\alpha} \neq 0\right\}$ is the degree of $P$, and $\mathbb{D}$ is the open unit disk in $\mathbb{C}$. Here, as usual for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}_{0}^{n}$ and $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}, z^{\alpha}:=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ denotes the $\alpha$ th monomial and $|\alpha|:=\alpha_{1}+\cdots+\alpha_{n}$.

[^0]and we put $|[\mathbf{i}]|:=\operatorname{card}[\mathbf{i}]$. For every finite subset $\left\{x_{1}^{*}, \ldots, x_{n}^{*}\right\}$ in the dual $X^{*}$ of a Banach space $X$ and $\mathbf{j} \in \mathcal{M}(m, n)$, we define the function $x_{\mathbf{j}}^{*}: X \rightarrow \mathbb{C}$ by
$$
x_{\mathbf{j}}^{*}(x)=x_{j_{1}}^{*}(x) \cdots x_{j_{m}}^{*}(x), \quad x \in X .
$$

We note that $\mathbf{i} \sim \mathbf{j}$ implies that $x_{\mathbf{i}}^{*}=x_{\mathbf{j}}^{*}$. Given an $n$-dimensional Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$, we write $\left\{e_{1}, \ldots, e_{n}\right\}$ for its canonical basis, and we write $\left\{e_{1}^{*}, \ldots, e_{n}^{*}\right\}$ for the corresponding dual basis in $X^{*}$.

Our study of Kahane-Salem-Zygmund type estimates motivates the following definition: Let $\psi: \mathbb{N}_{>1} \times \mathbb{N} \rightarrow[1, \infty)$ and $\phi: \mathbb{N} \rightarrow[1, \infty)$ be given increasing functions. Then a Banach sequence space $E$ (modeled on $\mathbb{N}$ ) is said to be $(\psi, \phi)$-admissible provided there is a constant $C>0$ such that, for every choice of scalars $\left(c_{\mathbf{j}}\right)_{\mathbf{j} \in \mathcal{J}(m, n)}$ with $m>1$ and $n \geq 1$, and functionals $x_{1}^{*}, \ldots, x_{n}^{*} \in X^{*}$ on an $n$-dimensional Banach space $X$, there exists a choice of $\operatorname{signs} \varepsilon_{\mathbf{j}}= \pm 1$, $\mathbf{j} \in \mathcal{J}(m, n)$ such that

$$
\begin{aligned}
& \left.\sup _{z \in B_{X}}\right|_{\mathbf{j} \in \mathcal{J}(m, n)} \varepsilon_{\mathbf{j}} c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z) \mid \\
& \quad \leq C \psi(m, n) \sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\phi(|[\mathbf{j}]|)} \sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} x_{k}^{*}(z) e_{k}\right\|_{E}^{m} .
\end{aligned}
$$

The following observation motivates our definition.
Remark 2.1. Let $E$ be a $(\psi, \phi)$-admissible Banach sequence space. Then, for every Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$ and every choice $\left(c_{\alpha}\right)_{|\alpha|=m}$ of scalars, there exist signs $\left(\varepsilon_{\alpha}\right)_{|\alpha|=m}$ such that

$$
\sup _{z \in B_{X}}\left|\sum_{|\alpha|=m} \varepsilon_{\alpha} c_{\alpha} z^{\alpha}\right| \leq C \psi(m, n) \sup _{|\alpha|=m} \frac{\left|c_{\alpha}\right|}{\phi\left(\frac{m!}{\alpha!}\right)} \sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} z_{k} e_{k}\right\|_{E}^{m},
$$

where $C=C(\psi, \phi, E)$.
Since $|[\mathbf{j}]|=\frac{m!}{\alpha!}$ for each $\mathbf{j} \in \mathcal{J}(m, n)$, the preceding estimate is an immediate consequence of the definition of $(\psi, \phi)$-admissability of $E$ applied to the dual basis $e_{1}^{*}, \ldots, e_{n}^{*} \in X^{*}$ of the canonical basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $X$.

Let us give our first example.
Example 2.2. Let $\psi(m, n)=1$ and $\phi(n)=n$ for $m>1, n \geq 1$. Then $E=\ell_{1}$ is $(\psi, \phi)$-admissible.

Proof. Take a family $\left(c_{\mathbf{j}}\right)_{\mathbf{j} \in \mathcal{J}(m, n)}$ of scalars, and extend it to the index set $\mathcal{M}(m, n)$ by defining $c_{\mathbf{i}}=c_{\mathbf{j}}$ whenever $\mathbf{i} \sim \mathbf{j}$. Then we clearly have

$$
\begin{aligned}
\sup _{z \in B_{X}}\left|\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \varepsilon_{\mathbf{j}} c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right| & \leq \sup _{z \in B_{X}} \sum_{\mathbf{j} \in \mathcal{J}(m, n)}\left|c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right| \\
& =\sup _{z \in B_{X}} \sum_{\mathbf{j} \in \mathcal{M}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{|[\mathbf{j}]|}\left|x_{\mathbf{j}}^{*}(z)\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sup _{\mathbf{j} \in \mathcal{M}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{|[\mathbf{j}]|} \sup _{z \in B_{X}} \sum_{\mathbf{j} \in \mathcal{M}(m, n)}\left|x_{\mathbf{j}}^{*}(z)\right| \\
& =\sup _{\mathbf{j} \in \mathcal{M}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{|[\mathbf{j}]|} \sup _{z \in B_{X}}\left(\sum_{k=1}^{n}\left|x_{k}^{*}(z)\right|\right)^{m}
\end{aligned}
$$

which is what we aimed for.
Inspired by the work of Boas from [2], Bayart in [1, Theorem 5.1] proved a strong extension of the preceding example. The following theorem reformulates his result in terms of our notion of $(\psi, \phi)$-admissability of sequence spaces $E$.
Theorem 2.3. Define for $1<p \leq 2$ the functions $\psi(m, n)=(\log m)^{1 / q} n^{1 / q}$ and $\phi(n)=n^{1 / p}$ where $m>1, n \geq 1$, and $1 / p+1 / q=1$. Then $E=\ell_{p}$ is $(\psi, \phi)$-admissible.

Note that Theorem 2.3 includes (1.1) as a simple corollary.
Our main aim is to continue this work within the framework of Orlicz spaces. We will describe some class of Orlicz sequence spaces $E=\ell_{\varphi}$ and two associated functions $\psi$ and $\phi$ such that $E$ is $(\psi, \phi)$-admissible. Before we formulate our result we recall some of the basics of the theory of Orlicz function spaces and more generally Calderón-Lozanovskii spaces. By $\mathcal{U}$ we denote the set of all positive, concave, and positively homogeneous continuous functions $\psi:[0, \infty) \times[0, \infty) \rightarrow$ $[0, \infty)$ for which $\psi(0,0)=0$. Let $(\Omega, \mu)=(\Omega, \Sigma, \mu)$ be a $\sigma$-finite and complete measure space, and let $\left(X_{0}, X_{1}\right)$ be a couple of Banach lattices on this measure space. For a given function $\psi \in \mathcal{U}$, the Calderón-Lozanovskii space $\psi\left(X_{0}, X_{1}\right)$ consists of all $f \in L^{0}(\mu)$ such that $|f| \leq \lambda \psi\left(\left|f_{0}\right|,\left|f_{1}\right|\right) \mu$-a.e. for some $f_{j} \in X_{j}$ with $\left\|f_{j}\right\|_{X_{j}} \leq 1, j=0,1$. Equipped with the norm

$$
\|f\|_{\psi\left(X_{0}, X_{1}\right)}=\inf \left\{\lambda>0 ;|f| \leq \lambda \psi\left(\left|f_{0}\right|,\left|f_{1}\right|\right),\left\|f_{0}\right\|_{X_{0}} \leq 1,\left\|f_{1}\right\|_{X_{1}} \leq 1\right\},
$$

the space $\psi\left(X_{0}, X_{1}\right)$ forms a Banach lattice.
Calderón-Lozanovskii spaces are closely related to Orlicz spaces. A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is an Orlicz function whenever it is increasing, convex, and left-continuous with $\varphi(0)=0$. Let $\varphi^{-1}$ be the right-continuous inverse of $\varphi$. Define $\psi$ by $\psi(s, t)=t \varphi^{-1}(s / t)$ for $s \geq 0, t>0$, and $\psi(0,0)=0$. Then $\psi \in \mathcal{U}$, and, for any measure space $(\Omega, \mu)$, the space $\psi\left(L_{1}, L_{\infty}\right)$ coincides isometrically with the Orlicz space

$$
L_{\varphi}:=\left\{f \in L^{0}(\mu) ; \varphi(|f| / \lambda) \in L_{1}(\mu)\right\}
$$

where the norm on $L_{\varphi}$ is given by

$$
\|f\|_{L_{\varphi}}=\inf \left\{\lambda>0 ; \int_{\Omega} \varphi(|f| / \lambda) d \mu \leq 1\right\}
$$

If on a set $\Omega$ we consider $\Sigma=2^{\Omega}$ and the counting measure $\mu$, then we write $\ell_{\varphi}(\Omega)$ instead of $L_{\varphi}$, and we write $\ell_{\varphi}$ for short whenever $\Omega=\mathbb{N}$.

For every Orlicz function $\varphi:[0, \infty) \rightarrow[0, \infty)$, we define the associated conjugate function $\varphi_{*}$ by the formula

$$
\varphi_{*}(t)=\sup \{s t-\varphi(s) ; s \geq 0\}, \quad t \geq 0
$$

The function $\varphi_{*}$ may take values 0 and $\infty$ on some intervals. Clearly, $\varphi_{*}$ fulfils the Young inequality:

$$
s t \leq \varphi(s)+\varphi_{*}(t), \quad s, t \geq 0
$$

An Orlicz function $\varphi$ is said to be an $N$-function if

$$
\lim _{t \rightarrow 0+} \frac{\varphi(t)}{t}=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \frac{\varphi(t)}{t}=\infty
$$

Note that $\varphi_{*}$ takes value zero only at zero if and only if the first of the preceding conditions holds, and it is finite valued if and only if the second condition holds. Moreover, if $\varphi$ is an $N$-function, then this is also true for $\varphi_{*}$, and the following estimates hold (see [7], [10]):

$$
\begin{equation*}
s \leq \varphi^{-1}(s) \varphi_{*}^{-1}(s) \leq 2 s, \quad s \geq 0 \tag{2.1}
\end{equation*}
$$

For more details on the theory of Orlicz spaces, we refer to [7], [8], and [10].
Before we state our main result, it should be pointed out that Example 2.2 explains why throughout the rest of this paper we consider only Orlicz functions $\varphi$ which satisfy $\lim _{t \rightarrow 0+} \varphi(t) / t=0$. The reason is that $\lim _{t \rightarrow 0+} \varphi(t) / t>0$ is equivalent to $\ell_{\varphi}=\ell_{1}$ (up to equivalence of norms), and hence this case in fact is covered by Example 2.2.

Theorem 2.4. Let $\varphi$ be an $N$-function such that $t \mapsto \varphi(\sqrt{t})$ is equivalent to a concave function, $\varphi(s t) \leq \varphi(s) \varphi(t)$ whenever $0<s, t \leq 1$, and, for some $K \geq 1, \varphi(s t) \leq K \varphi(s) \varphi(t)$ whenever $0<s \leq 1 \leq t<\infty$. Then there exists a constant $C>0$ such that, for any $n$-dimensional Banach space $X$, any finite set of functionals $x_{1}^{*}, \ldots, x_{n}^{*} \in X^{*}$, and any family $\left(c_{\mathbf{j}}\right)_{\mathbf{j} \in \mathcal{J}(m, n)}$ of scalars, there exists a choice of signs $\left(\varepsilon_{\mathbf{j}}\right)_{\mathbf{j} \in \mathcal{J}(m, n)}$ for which

$$
\begin{aligned}
& \sup _{z \in B_{X}}\left|\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \varepsilon_{\mathbf{j}} c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right| \\
& \quad \leq C \varphi_{*}^{-1}(n \log m) \sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\varphi^{-1}(|[\mathbf{j}]|)} \sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} x_{k}^{*}(z) e_{k}\right\|_{\ell_{\varphi}}^{m} .
\end{aligned}
$$

Equivalently, $\ell_{\varphi}$ is $(\psi, \phi)$-admissible, where $\psi(m, n)=\varphi_{*}^{-1}(n \log m)$ and $\phi(n)=$ $\varphi^{-1}(n)$. Moreover, for all $m \geq 2$ and $n \geq 1$, we have

$$
\frac{n \log m}{\varphi^{-1}(n \log m)} \leq \psi(m, n) \leq \frac{2 n \log m}{\varphi^{-1}(n \log m)}
$$

We conclude this section with the remark that in the case $1<p \leq 2$ and $\varphi(t)=t^{p}$, for all $t \geq 0$, we recover Bayart's theorem (our Theorem 2.3).

## 3. The proof

In the proof of the main Theorem 2.4, we use the following two lemmas. The first one is obvious, and so we omit its proof.

Lemma 3.1. Let $\varphi$ be an Orlicz function, and let $\left(\Omega_{j}, \mathcal{A}_{j}, \mu_{j}\right)$ be measure spaces for each $1 \leq j \leq m$. If $\varphi(s t) \leq \varphi(s) \varphi(t)$ for every $s, t>0$, then the multiplication operator $\otimes$ defined on $L_{\varphi}\left(\mu_{1}\right) \times \cdots \times L_{\varphi}\left(\mu_{m}\right)$ by

$$
\otimes\left(f_{1}, \ldots, f_{m}\right)\left(\omega_{1}, \ldots, \omega_{m}\right)=f_{1}\left(\omega_{1}\right) \cdots f_{m}\left(\omega_{m}\right)
$$

for every $f_{j} \in L_{\varphi}\left(\mu_{j}\right), \omega_{j} \in \Omega_{j}$, and each $1 \leq j \leq m$ is a bounded contraction from $L_{\varphi}\left(\mu_{1}\right) \times \cdots \times L_{\varphi}\left(\mu_{m}\right)$ into $L_{\varphi}\left(\mu_{1} \times \cdots \times \mu_{m}\right)$. If in addition all measure spaces are purely atomic with counting measures, then the above statement is also true provided that $\varphi(s t) \leq \varphi(s) \varphi(t)$ for all $s, t \in(0,1]$.

The second lemma, which seems to be of independent interest, is our main technical tool. We note that, for $1<p \leq 2$ and $\varphi(t)=t^{p}, t \geq 0$, this result is well known (see, e.g., [11]) and is the key ingredient for the proof of Bayart's theorem (our Theorem 2.3).
Lemma 3.2. Let $\varphi$ be an $N$-function such that $t \mapsto \varphi(\sqrt{t})$ is equivalent to a concave function and $\varphi(t) \varphi(1 / t) \geq c$ for all $t \geq 1$ and some $c>0$. Let $L_{\Phi}$ be the Orlicz space of functions on the nonatomic probability space $(\Omega, \mathcal{A}, \mathbb{P})$ generated by the Orlicz function $\Phi(t)=\exp \left(\varphi_{*}(t)\right)-1, t \geq 0$. Then there is a constant $C>0$ such that, for every sequence $\left(\varepsilon_{i}\right)$ of independent Bernoulli random variables on $(\Omega, \mathcal{A}, \mathbb{P})$ and every $\left(x_{i}\right) \in \ell_{\varphi}$, we have

$$
\left\|\sum_{i=1}^{\infty} \varepsilon_{i} x_{i}\right\|_{L_{\Phi}} \leq C\left\|\left(x_{i}\right)\right\|_{\ell_{\varphi}} .
$$

Proof. Without loss of generality, we may assume that $t \mapsto \varphi(\sqrt{t})$ is concave on $\mathbb{R}_{+}$, and thus the function $t \mapsto \varphi(t) / t^{2}$ is nonincreasing. This implies that the function $t \mapsto \varphi^{-1}\left(t^{2}\right) / t$ is quasiconcave, and hence equivalent to a concave function, say, $\rho$ :

$$
\varphi^{-1}\left(t^{2}\right) / t \asymp \rho(t)
$$

Put $\psi(s, t):=t \rho(s / t)$ for $s \geq 0, t>0$, and $\psi(s, 0)=0$ for $s \geq 0$ and $t=0$. Clearly, $\psi \in \mathcal{U}$ and

$$
\varphi^{-1}(t) \asymp \psi(t, \sqrt{t})
$$

Now take some sequence $\boldsymbol{\varepsilon}=\left(\varepsilon_{i}\right)$ of independent Bernoulli random variables on $(\Omega, \mathcal{A}, \mathbb{P})$. For every $\left(x_{i}\right) \in \ell_{2}$, the series

$$
T_{\varepsilon}\left(x_{i}\right)=\sum_{i=1}^{\infty} \varepsilon_{i} x_{i}
$$

converges almost surely, and so $T_{\varepsilon}$ defines a linear operator from $\ell_{2}$ into the linear space $L^{0}(\mathbb{P})$ of all $\mathcal{A}$-measurable functions on $\Omega$. Clearly, $T_{\varepsilon}: \ell_{1} \rightarrow L_{\infty}(\mathbb{P})$ is bounded with norm 1. On the other hand, we know from [12, p. 342] that $T_{\varepsilon}: \ell_{2} \rightarrow$ $L_{\varphi_{2}}(\mathbb{P})$ is bounded with $\left\|T_{\varepsilon}\right\| \leq \sqrt{8 e}$, where $\varphi_{2}(t)=\exp \left(t^{2}\right)-1$ for all $t \geq 0$. Altogether, $T_{\varepsilon}$ can be viewed as a bounded linear operator from the Banach couple $\left(\ell_{1}, \ell_{2}\right)$ into the Banach couple ( $L_{\infty}, L_{\varphi_{2}}$ ). Applying the interpolation theorem for Calderón-Lozanovskii spaces (see [9]) we conclude that, for any $\psi \in \mathcal{U}$,

$$
T_{\varepsilon}: \psi\left(\ell_{1}, \ell_{2}\right) \rightarrow \psi\left(L_{\infty}, L_{\varphi_{2}}\right)
$$

with $\left\|T_{\varepsilon}\right\| \leq 2 K_{G} \sqrt{8 e}$, where $K_{G}>1$ is the Grothendieck constant.

It is known that $\psi\left(L_{p}, L_{q}\right)=L_{\Upsilon}$ for any $1 \leq p, q<\infty$, where $\Upsilon^{-1}(t)=$ $\psi\left(t^{1 / p}, t^{1 / q}\right)$ (see again [9]). Since $\varphi^{-1}(t) \asymp \psi(t, \sqrt{t})$, we have up to equivalence of norms that

$$
\psi\left(\ell_{1}, \ell_{2}\right)=\ell_{\varphi}
$$

On the other hand, it is easy to verify that $\psi\left(L_{\infty}, L_{\phi}\right)=L_{\Psi}$ for any Orlicz function $\phi$, where $\Psi$ is given by $\Psi^{-1}(t)=\psi\left(1, \phi^{-1}(t)\right)$ for all $t \geq 0$. Hence

$$
\psi\left(L_{\infty}, L_{\varphi_{2}}\right)=L_{\Psi},
$$

where $\Psi^{-1}(t)=\psi\left(1, \ln ^{1 / 2}(1+t)\right)$ for all $t \geq 0$.
Combining the above, we conclude that the operator $T_{\varepsilon}: \ell_{\varphi} \rightarrow L_{\Psi}$ is bounded, where $C>0$ is a universal constant. In other terms, for each sequence $\left(x_{i}\right) \in \ell_{\varphi}$, we have

$$
\left\|\sum_{i=1}^{\infty} \varepsilon_{i} x_{i}\right\|_{L_{\Psi}} \leq C\left\|\left(x_{i}\right)\right\|_{\ell_{\varphi}},
$$

and hence, to finish the proof, it is enough to show that $L_{\Psi}(\mathbb{P}) \hookrightarrow L_{\Phi}(\mathbb{P})$ is a continuous inclusion. To see this, we recall that, for the $N$-function $\varphi$, we have (by (2.1))

$$
\frac{s}{\varphi^{-1}(s)} \leq \varphi_{*}^{-1}(s) \leq \frac{2 s}{\varphi^{-1}(s)}, \quad s>0
$$

We assume without loss of generality that $\varphi(1)=1$. The left-hand side of the above inequality combined with our hypothesis $c \leq \varphi(s) \varphi(1 / s)$ for all $s \geq 1$ yields (by $0<c \leq 1$ )

$$
\operatorname{cs\varphi ^{-1}}(1 / s) \leq \varphi_{*}^{-1}(s), \quad s \geq 1
$$

Since $\varphi^{-1}(t) \asymp \psi(t, \sqrt{t})$ and $\Psi^{-1}(t)=\psi\left(1, \ln ^{1 / 2}(1+t)\right)$ for all $t \geq 0$,

$$
\Psi^{-1}(t) \asymp \ln (1+t) \varphi^{-1}\left(\frac{1}{\ln (1+t)}\right), \quad t \geq 0 .
$$

This equivalence combined with $\Phi^{-1}(t)=\varphi_{*}^{-1}(\ln (1+t))$ for all $t \geq 0$ gives $c \Psi^{-1}(t) \leq \Phi^{-1}(t)$ for large $t(t \geq e-1)$. Thus $\Phi(c t) \leq \Psi(t)$ for large $t$, and so the required continuous inclusion follows.

We are now ready to give the proof of Theorem 2.4.
Proof of Theorem 2.4. For a given sequence $\left(\varepsilon_{\mathbf{j}}\right)_{\mathbf{j} \in \mathcal{J}(m, n)}$ of independent, identically distributed Bernoulli variables on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and a set $\left\{x_{1}^{*}, \ldots, x_{n}^{*}\right\}$ of functionals on $X^{*}$, we define the random polynomials on $X$ by

$$
P(\omega, z)=\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \varepsilon_{\mathbf{j}}(\omega) c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z), \quad \omega \in \Omega, z \in X
$$

Let $\Phi(t):=\exp \left(\varphi_{*}(t)\right)-1$ for all $t \geq 0$. Then, applying Lemma 3.2, we find that there exists a constant $C>1$ such that, for all $z \in B_{X}$,

$$
\|P(\cdot, z)\|_{L_{\Phi}}=\left\|\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \varepsilon_{\mathbf{j}}(\cdot) c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right\|_{L_{\Phi}} \leq C\left\|\left(c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right)\right\|_{\ell_{\varphi}(\mathcal{J}(m, n))}
$$

Recall that by the assumption on $\varphi$ there exists $K \geq 1$ such that $\varphi(s t) \leq$ $K \varphi(s) \varphi(t)$ for all $0<s \leq 1 \leq t<\infty$. We claim that this implies the following estimate for every $z \in B_{X}$ :

$$
\left\|\left(c_{\mathbf{j}} x_{\mathbf{j}}^{*}(z)\right)\right\|_{\ell_{\varphi}(\mathcal{J}(m, n))} \leq K\left(\sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\varphi^{-1}(|[\mathbf{j}]|)}\right)\left\|\left(x_{\mathbf{j}}^{*}(z)\right)\right\|_{\ell_{\varphi}(\mathcal{M}(m, n))}
$$

Indeed, to see this inequality, we may assume without loss of generality that $\left\|\left(x_{\mathbf{j}}^{*}(z)\right)\right\|_{\ell_{\varphi}(\mathcal{M}(m, n))} \leq 1$. Hence

$$
\sum_{\mathbf{j} \in \mathcal{M}(m, n)} \varphi\left(\left|x_{\mathbf{j}}^{*}(z)\right|\right) \leq 1
$$

and so $\left|x_{\mathbf{j}}^{*}(z)\right| \leq \varphi^{-1}(1)$ for each $\mathbf{j} \in \mathcal{J}(m, n)$. Now, if we use our hypotheses on $\varphi$, then we see that $\left|x_{\mathbf{j}}^{*}(z)\right| \leq 1$ and

$$
\varphi\left(\varphi^{-1}(|[\mathbf{j}]|)\left|x_{\mathbf{j}}^{*}(z)\right|\right) \leq K|[\mathbf{j}]| \varphi\left(\left|x_{\mathbf{j}}^{*}(z)\right|\right), \quad \mathbf{j} \in \mathcal{J}(m, n)
$$

Put $\lambda:=\sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\left.\varphi^{-1}(\mid \mathbf{j}] \mid\right)}$. Then $\left|c_{\mathbf{j}}\right| \leq \lambda \varphi^{-1}(|[\mathbf{j}]|)$ for each $\mathbf{j} \in \mathcal{J}(m, n)$. Since $\varphi$ is convex and $K \geq 1, \varphi(s / K) \leq \varphi(s) / K$ for all $s>0$. Thus the inequalities above imply

$$
\begin{aligned}
\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \varphi\left(\frac{\left|c_{\mathbf{j}}\right|\left|x_{\mathbf{j}}^{*}(z)\right|}{K \lambda}\right) & =\sum_{\mathbf{j} \in \mathcal{J}(m, n)} \sum_{\mathbf{i} \in[\mathbf{j}]} \varphi\left(\frac{\left|c_{\mathbf{j}}\right|\left|x_{\mathbf{j}}^{*}(z)\right|}{K \lambda}\right) \frac{1}{|[\mathbf{j}]|} \\
& \leq \frac{1}{K} \sum_{\mathbf{j} \in \mathcal{M}(m, n)} \varphi\left(\varphi^{-1}(|[\mathbf{j}]|)\left|x_{\mathbf{j}}^{*}(z)\right|\right) \frac{1}{|[\mathbf{j}]|} \\
& \leq \sum_{\mathbf{j} \in \mathcal{M}(m, n)} \varphi\left(\left|x_{\mathbf{j}}^{*}(z)\right|\right) \leq 1,
\end{aligned}
$$

and so this finally proves the above claim. Together with Lemma 3.1 (applied for purely atomic measure spaces), this gives that, for each $z \in B_{X}$,

$$
\begin{equation*}
\|P(\cdot, z)\|_{L_{\Phi}} \leq C \sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\varphi^{-1}(|[\mathbf{j}]|)} \sup _{x \in B_{X}}\left\|\sum_{k=1}^{n} x_{k}^{*}(x) e_{k}\right\|_{\ell_{\varphi}}^{m}=: A . \tag{3.1}
\end{equation*}
$$

We fix $\omega \in \Omega$, and define the $m$-homogeneous polynomial $P_{\omega}:=P(\omega, \cdot): X \rightarrow \mathbb{C}$. Then there is a unique symmetric $m$-linear form $\check{P}_{\omega}$ on $X$ for which $P_{\omega}(z)=$ $\check{P}_{\omega}(z, \ldots, z)$ for all $z \in X$. By a polarization estimate of Harris [5] we know that

$$
\sup _{v, \zeta \in B_{X}}\left|\check{P}_{\omega}(v, \zeta, \ldots, \zeta)\right| \leq\left(\frac{m}{m-1}\right)^{m-1} \sup _{x \in B_{X}}\left|P_{\omega}(x)\right|
$$

and hence, for all $z, u \in B_{X}$,

$$
\begin{aligned}
|P(\omega, z)-P(\omega, u)| & \leq m\|z-u\|_{X} \sup _{v, \zeta \in B_{X}}\left|\check{P}_{\omega}(v, \zeta, \ldots, \zeta)\right| \\
& \leq m\left(\frac{m}{m-1}\right)^{m-1}\|z-u\|_{X} \sup _{x \in B_{X}}|P(\omega, x)|
\end{aligned}
$$

$$
\begin{aligned}
& \leq m \sup _{t \geq 2}\left(\frac{t}{t-1}\right)^{t-1}\|z-u\|_{X} \sup _{x \in B_{X}}|P(\omega, x)| \\
& \leq 3 m\|z-u\|_{X} \sup _{x \in B_{X}}|P(\omega, x)| .
\end{aligned}
$$

Since $X$ is of dimension $n$, there exists a finite subset $F$ of $B_{X}$ (independent of $\omega)$ with $\operatorname{card}(F) \leq(1+12 m)^{2 n}$ and such that, for every $z \in B_{X}$, there exists $u \in F$ with $\|z-u\|_{X} \leq 1 /(6 m)$. Combining this with

$$
\begin{aligned}
|P(\omega, z)| & \leq|P(\omega, z)-P(\omega, u)|+|P(\omega, u)| \\
& \leq \frac{1}{2} \sup _{x \in B_{X}}|P(\omega, x)|+\sup _{x \in F}|P(\omega, x)|
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\sup _{x \in B_{X}}|P(\omega, x)| \leq 2 \sup _{x \in F}|P(\omega, x)|, \quad \omega \in \Omega \tag{3.2}
\end{equation*}
$$

From the estimate (3.1) we have that $\|P(\cdot, z) / A\|_{L_{\Phi}} \leq 1$ for every $z \in B_{X}$. Thus it follows by Chebyshev's inequality that, for every $R>0$,

$$
\mathbb{P}(\{\omega \in \Omega ;|P(\omega, z)|>R\}) \leq \frac{1}{\Phi\left(\frac{R}{A}\right)}, \quad z \in B_{X}
$$

and so we get

$$
\begin{aligned}
\mathbb{P}\left(\left\{\omega \in \Omega ; \sup _{x \in F}|P(\omega, z)|>R\right\}\right) & =\mathbb{P}\left(\bigcup_{x \in F}\{\omega \in \Omega ;|P(\omega, x)|>R\}\right) \\
& \leq \sum_{x \in F} \mathbb{P}(\{\omega \in \Omega ;|P(\omega, x)|>R\}) \\
& \leq \frac{\operatorname{card}(F)}{\Phi\left(\frac{R}{A}\right)} \leq \frac{(1+12 m)^{2 n}}{\Phi\left(\frac{R}{A}\right)} .
\end{aligned}
$$

Applying inequality (3.2) yields

$$
\mathbb{P}\left(\left\{\omega \in \Omega ; \sup _{x \in B_{X}}|P(\omega, x)|>2 R\right\}\right) \leq \frac{(1+12 m)^{2 n}}{\Phi\left(\frac{R}{A}\right)}
$$

We now observe that, for $R=\delta \varphi_{*}^{-1}(n \log m) A$ with $\delta \geq 1$,

$$
\frac{(1+12 m)^{2 n}}{\Phi\left(\frac{R}{A}\right)} \leq \frac{(1+12 m)^{2 n}}{\exp (\delta n \log m)-1}
$$

This inequality allows us to find $\delta>1$ independent of $n, m \in \mathbb{N}$ such that

$$
\frac{(1+12 m)^{2 n}}{\Phi\left(\frac{R}{A}\right)}<\frac{1}{2}
$$

Summarizing, we obtain $\mathbb{P}\left(\left\{\omega \in \Omega ; \sup _{x \in B_{X}}|P(\omega, z)|>2 R\right\}\right)<1 / 2$, and thus

$$
\mathbb{P}\left(\left\{\omega \in \Omega ; \sup _{x \in B_{X}}|P(\omega, z)| \leq 2 R\right\}\right) \geq \frac{1}{2}
$$

In consequence, we conclude that there exists $\omega \in \Omega$ such that

$$
\sup _{z \in B_{X}}|P(\omega, z)| \leq 2 \delta C \varphi_{*}^{-1}(n \log m) \sup _{\mathbf{j} \in \mathcal{J}(m, n)} \frac{\left|c_{\mathbf{j}}\right|}{\varphi^{-1}(|[\mathbf{j}]|)} \sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} x_{k}^{*}(z) e_{k}\right\|_{\ell_{\varphi}}^{m},
$$

and this completes the proof of the required inequality. To get the equivalent statement, it is enough to apply the inequalities from (2.1).

## 4. Applications

Inspired by [1], we present some applications of the main result. As usual, we denote by $\mathcal{P}\left({ }^{m} X\right)$ the Banach space of all $m$-homogenous scalar-valued polynomials $P$ on a Banach space $X$ equipped with the norm

$$
\|P\|_{\mathcal{P}\left({ }^{m} X\right)}=\sup \{|P(x)| ;\|x\| \leq 1\} .
$$

Given an $n$-dimensional Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$, we exhibit some lower estimates of the unconditional basis constant of the monomials $z^{\alpha}, \alpha \in \mathbb{N}_{0}^{n}$ denoted by

$$
\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} X\right)\right)
$$

We recall that a basis $\left(x_{n}\right)$ of a Banach space $X$ is said to be unconditional if there exists $C \geq 1$ such that

$$
\left\|\sum_{k=1}^{n} \theta_{k} \lambda_{k} x_{k}\right\| \leq C\left\|\sum_{k=1}^{n} \lambda_{k} x_{k}\right\|
$$

for each $n \in \mathbb{N}$ and all $\lambda_{1}, \ldots, \lambda_{n}, \theta_{1}, \ldots, \theta_{n} \in \mathbb{C}$ with $\left|\theta_{k}\right|=1$; the best of these constants $C$ is the unconditional basis constant of $\left(x_{n}\right)$. For lower estimates of $\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} X\right)\right.$ ), we again refer to [1], where former results of [3] and [4] were improved.

A simple consequence of our definitions gives the following abstract lower bound.

Lemma 4.1. Let $E$ be a $(\psi, \phi)$-admissible Banach sequence space such that $(k / \phi(k))_{k}$ is nondecreasing. Then there is some constant $C>0$ such that, for each Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$ and each $m \geq 2$, we have

$$
\frac{C \phi(m!)}{\psi(m, n) m!}\left(\frac{\sup _{z \in B_{X}} \sum_{k=1}^{n}\left|z_{k}\right|}{\sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} z_{k} e_{k}\right\|_{E}}\right)^{m} \leq \chi_{\operatorname{mon}}\left(\mathcal{P}\left({ }^{m} X\right)\right)
$$

Proof. It follows from the definition of $\chi_{\operatorname{mon}}\left(\mathcal{P}\left({ }^{m} X\right)\right)$ that, for any choice of signs $\varepsilon_{\alpha}= \pm 1,|\alpha|=m$, we have

$$
\begin{aligned}
\left(\sup _{z \in B_{X}} \sum_{k=1}^{n}\left|z_{k}\right|\right)^{m} & =\sup _{z \in B_{X}}\left|\sum_{|\alpha|=m} \frac{m!}{\alpha!} z^{\alpha}\right|=\sup _{z \in B_{X}}\left|\sum_{|\alpha|=m} \frac{m!}{\alpha!} \varepsilon_{\alpha} \varepsilon_{\alpha} z^{\alpha}\right| \\
& \leq \chi_{\operatorname{mon}}\left(\mathcal{P}\left({ }^{m} X\right)\right) \sup _{z \in B_{X}}\left|\sum_{|\alpha|=m} \frac{m!}{\alpha!} \varepsilon_{\alpha} z^{\alpha}\right| .
\end{aligned}
$$

By Remark 2.1 we can find signs $\left(\varepsilon_{\alpha}\right)_{|\alpha|=m}$ such that

$$
\sup _{z \in B_{X}}\left|\sum_{|\alpha|=m} \frac{m!}{\alpha!} \varepsilon_{\alpha} z^{\alpha}\right| \leq C \psi(m, n) \sup _{|\alpha|=m} \frac{m!/ \alpha!}{\phi(m!/ \alpha!)} \sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} z_{k} e_{k}\right\|_{E}^{m}
$$

Combining the above two inequalities with our hypothesis on $\phi$ yields the desired estimate.

Now we are ready to give a lower bound of $\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} X\right)\right)$ on the scale of Orlicz spaces $\ell_{\varphi}$ extending Bayart's theorem [1, Theorem 5.1], which is on the scale of $\ell_{p}$-spaces for $p \in(1,2]$.

Corollary 4.2. Assume that an $N$-function $\varphi$ satisfies the conditions of Theorem 2.4. Then there exists a constant $C$ such that, for every Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$ and each $m \geq 2$, we have

$$
\frac{C}{\varphi_{*}^{-1}(n \log m) \varphi_{*}^{-1}(m!)}\left(\frac{\sup _{z \in B_{X}} \sum_{k=1}^{n}\left|z_{k}\right|}{\sup _{z \in B_{X}}\left\|\sum_{k=1}^{n} z_{k} e_{k}\right\|_{\ell_{\varphi}}}\right)^{m} \leq \chi_{\operatorname{mon}}\left(\mathcal{P}\left({ }^{m} X\right)\right) .
$$

Proof. From Theorem 2.4 it follows that $\ell_{\varphi}$ is $(\psi, \phi)$-admissible with $\psi(m, n)=$ $\varphi_{*}^{-1}(m, n)$ and $\phi(n)=\varphi^{-1}(n)$ for each $m \geq 2, n \geq 1$. Since

$$
\frac{1}{2} \varphi_{*}^{-1}(t) \leq t / \varphi^{-1}(t) \leq \varphi_{*}^{-1}(t), \quad t>0
$$

the estimate follows immediately from Corollary 4.1.
As an application we apply the preceding result to the $n$-dimensional Orlicz space $\ell_{\phi}^{n}$. Note that by the Köthe duality between Orlicz spaces we have

$$
\sup _{z \in B_{\ell_{\varphi}^{n}}} \sum_{k=1}^{n}\left|z_{k}\right|=\left\|\sum_{k=1}^{n} e_{k}\right\|_{\left(\ell_{\varphi}\right)^{\prime}}=n \varphi^{-1}(1 / n),
$$

and hence Corollary 4.2 gives the following lower bound for $\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} \ell_{\varphi}^{n}\right)\right)$ in terms of the original Orlicz function $\varphi$ instead of its conjugate function $\varphi_{*}$.

Corollary 4.3. Assume that an $N$-function $\varphi$ satisfies the conditions of Theorem 2.4. Then there exists a constant $C$ such that, for each $n \geq 1, m \geq 2$, we have

$$
\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} \ell_{\varphi}^{n}\right)\right) \geq C \frac{\varphi^{-1}(n \log m)}{n \log m} \frac{\varphi^{-1}(m!)}{m!}\left(n \varphi^{-1}(1 / n)\right)^{m}
$$

Finally, we indicate how these estimates can be applied to get upper bounds for multidimensional Bohr radii of certain Reinhardt domains in several complex variables. We recall that if the canonical basis $\left(e_{k}\right)_{k=1}^{n}$ forms a normalized 1-unconditional basis of the Banach space $X=\left(\mathbb{C}^{n},\|\cdot\|\right)$, then the Bohr radius $K\left(B_{X}\right)$ is defined to be the supremum over all $r \in[0,1]$ such that, for each holomorphic function $f$ on $B_{X}$, we have

$$
\sum_{\alpha}\left|\frac{\partial^{\alpha} f(0)}{\alpha!} z^{\alpha}\right| \leq \sup _{z \in B_{X}}|f(z)|
$$

We note that in [1] the following upper bound for $K\left(B_{X}\right)$ was given:

$$
\begin{equation*}
K\left(B_{X}\right) \leq C(\log n)^{1-1 / p} \frac{\sup _{\|z\|_{X} \leq 1}\left(\sum_{k=1}^{n}\left|z_{k}\right|^{p}\right)^{1 / p}}{\sup _{\|z\|_{X} \leq 1} \sum_{k=1}^{n}\left|z_{k}\right|}, \quad 1<p \leq 2 \tag{4.1}
\end{equation*}
$$

The case $p=2$ had been shown earlier in [3] (see also [4]). The following link from [3, Theorem 2.2] shows how to use upper (lower) estimates for unconditional basis constants $\chi_{\text {mon }}\left(\mathcal{P}\left({ }^{m} X\right)\right)$ in order to get lower (upper) estimates for the Bohr radius $K\left(B_{X}\right)$ :

$$
\frac{1}{3} \frac{1}{\sup _{m} \chi_{\operatorname{mon}} \mathcal{P}\left({ }^{m} X\right)^{1 / m}} \leq K\left(B_{X}\right) \leq \min \left(\frac{1}{3}, \frac{1}{\sup _{m} \chi_{\operatorname{mon}} \mathcal{P}\left({ }^{m} X\right)^{1 / m}}\right)
$$

Combining this inequality with the Corollaries 4.2 and 4.3 , we obtain an extension of (4.1) to the scale of Orlicz spaces. We leave the details to the reader.
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