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More on Generic Dimension Groups

Philip Scowcroft

Abstract While finitely generic (f.g.) dimension groups are known to admit
no proper self-embeddings, these groups also have no automorphisms other than
scalar multiplications, and every countable infinitely generic (i.g.) dimension
group admits proper self-embeddings and has automorphisms other than scalar
multiplications. The finite-forcing companion of the theory of dimension groups
is recursively isomorphic to first-order arithmetic, the infinite-forcing compan-
ion of the theory of dimension groups is recursively isomorphic to second-order
arithmetic, and the first-order theory of existentially closed (e.c.) dimension
groups is a complete …1

1-set. While many special properties of f.g. dimension
groups may be realized in recursive e.c. dimension groups, and many special
properties of i.g. dimension groups may be realized in hyperarithmetic e.c. di-
mension groups, no f.g. dimension group is arithmetic and no i.g. dimension
group is analytical. Yet there is an f.g. dimension group recursive in first-order
arithmetic, and (modulo a set-theoretic hypothesis) there is an i.g. dimension
group recursive in second-order arithmetic.

1 Introduction

A dimension group is a partially ordered abelian group, with directed,1 isolated2 or-
der, that obeys the Riesz interpolation property.3 Countable dimension groups with
order unit4 provide isomorphism invariants for approximately finite-dimensional
(AF) algebras (see Elliott [3]), and Scowcroft [13] shows that one such dimen-
sion group is existentially closed in another just in case the corresponding AF
algebras, viewed as metric structures (see Ben Yaacov, Berenstein, Henson, and
Usvyatsov [2]), fall in the same relation. This model-theoretic correspondence
inspired Scowcroft [14], which studied existentially closed (e.c.) dimension groups
and revealed special properties of the finitely generic (f.g.) and infinitely generic
(i.g.) dimension groups obtained by model-theoretic forcing.
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Motivating the study of these special properties was the hope that sufficiently
many of them would characterize f.g. dimension groups among e.c. dimension
groups, just as Glass and Pierce [4, Theorem 1.11] and Saracino and Wood [12,
Corollary 2.7] show that the f.g. abelian lattice-ordered (l-) groups are exactly
the hyperarchimedean e.c. abelian l-groups. Sections 2 and 3 below continue this
study—with the help of intricate forcing arguments, as in [14, Section 6]—by show-
ing that f.g. dimension groups have only the obvious automorphisms: multiplication
by positive rationals. Section 4 reveals an entirely different behavior for countable
i.g. dimension groups, which have many more automorphisms as well as proper
self-embeddings. Yet Section 5 begins to show that f.g. dimension groups, despite
these very special algebraic properties, behave very differently from f.g. abelian
l-groups. While some of these are recursive—have recursive diagram—and all
share the same recursive first-order theory, definability results from [14, Section 6]
may be extended to define copies of the rational field within e.c. dimension groups,
to show that the finite-forcing companion of the theory of dimension groups is
recursively isomorphic to first-order arithmetic, and to show that no f.g. dimension
group is arithmetic (i.e., has diagram definable in first-order arithmetic). Section 6
presents parallel results for i.g. dimension groups: the infinite-forcing companion is
recursively isomorphic to second-order arithmetic, and no i.g. dimension group is
analytical (i.e., has diagram definable in second-order arithmetic). Confirming the
doubts raised by Section 5, Section 7 shows that recursive e.c. dimension groups
may satisfy all of the special properties of f.g. dimension groups discovered in [14]
and in Sections 2 and 3; so these striking properties fall far short of characterizing
f.g. dimension groups, which cannot be arithmetic though they can be recursive in
first-order arithmetic. Once again, i.g. dimension groups obey parallel results at a
higher level of recursion-theoretic complexity, and Section 8 shows that hyperarith-
metic e.c. dimension groups may satisfy all of the special properties of i.g. dimension
groups discovered in [14] and in Section 4, and that (modulo a set-theoretic hypoth-
esis) there is an i.g. dimension group recursive in second-order arithmetic. After
Section 9 mentions some open problems, an Appendix establishes technical results
for various relations of forcing on which some of the arguments in Sections 5–8 rely.

Readers may wish to refer to [14] as needed, especially to its Section 6, which
(through [14, Corollary 6.26]) presents helpful results on definability in e.c. dimen-
sion groups as well as techniques useful in finite-forcing arguments. Model-theoretic
notions not explained here may be found in Hirschfeld and Wheeler [6] and Hodges
[7], [8].

2 Automorphisms and Positive Elements in f.g. Dimension Groups

Because e.c. dimension groups are divisible and both f.g. and i.g. dimension
groups are e.c., one may restrict attention to divisible dimension groups in what
follows. So dimension groups will be viewed as structures for the language
Q D ¹C;�; <; 0º [ ¹r � W r 2 Qº of divisible partially ordered abelian groups.
Let TQ be the Q-theory of divisible dimension groups, and let W be the countable
set of witnesses.5 In what follows, t j v will abbreviate

t – v ^ t ¤ v ^ v – t:

Several theorems of this paper rest upon the following result about forcing, which in
this and the next section is finite forcing.
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Lemma 2.1 Let 
 2 R, and let f W R2 ! R be strictly increasing in the first
argument and continuous. If v and w are distinct witnesses, then ¹v > 0º forces_
k2Q

w D kv_

_
k<l2Q;f .k;l/<


.kv j w^w < lv/_
_

k<l2Q;f .k;l/>


.kv < w^ lv j w/:

Proof Given a condition p � ¹v > 0º, one wants to find a condition q � p

forcing one of the displayed disjuncts. p may be satisfied in some Q-power Qn (see
[14, Lemma 6.3]), and one may assume that w is not a scalar multiple of v in Qn. So
if

r˛ D lub¹s 2 Q W sv < w in Qn
º

and
rˇ D glb¹s 2 Q W w < sv in Qn

º;

then r˛ < rˇ in Q and tv j w in Qn for all rational t 2 Œr˛; rˇ �.
Suppose that f .r˛; rˇ / ¤ 
 . If f .r˛; rˇ / < 
 , then since f is continuous there

is l > rˇ in Q with f .r˛; l/ < 
 , and

r˛v j w ^ w < lv

in Qn. A similar argument shows that if f .r˛; rˇ / > 
 , then there is k < r˛ in Q
with f .k; rˇ / > 
 , and

kv < w ^ rˇv j w

in Qn.
Assume now that f .r˛; rˇ / D 
 . The proof of Theorem 6.18 in [14], with r D r˛ ,

shows that the assignment in Qn may be converted to an assignment in QnC2 that
satisfies p [ ¹sv j wº for some s < r˛ without changing

rˇ D glb¹h 2 Q W w < hv in QnC2
º

(in the earlier proof pick t < rˇ ). Since f is strictly increasing in its first argument,
f .s; rˇ / < 
 ; and since f is continuous, there is l > rˇ in Q with f .s; l/ < 
 . So

sv j w ^ w < lv

in QnC2, and one may let q D p [ ¹sv j w;w < lvº.

Lemma 6.21 of [14] provides an 98-formula—written “y 2 Q �x” in what follows—
which defines Q � a in any e.c. dimension group to which a belongs. Because
all f.g. dimension groups are e.c., one may combine this definability result with
Lemma 2.1—applied to the addition function f—to conclude the following.

Corollary 2.2 If r 2 Q, then in any f.g. dimension group

8x > 08y
�
y … Q � x ! 9k; l 2 Q � x

�
k < l

^
�
.k C l < rx ^ k j y ^ y < l/

_ .k C l > rx ^ k < y ^ l j y/
���
:

One thus reaches the following conclusion.

Theorem 2.3 In any f.g. dimension group

8x > 08y; y0
�
8z 2 Q � x

�
.z < y $ z < y0/

^ .z j y $ z j y0/ ^ .y < z $ y0 < z/
�

! y D y0
�
:
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Proof Assume that in the f.g. dimension group G , a > 0 and
.ta < b $ ta < b0/ ^ .ta j b $ ta j b0/ ^ .b < ta $ b0 < ta/

for all t 2 Q.
If b D ta for some t 2 Q and b0 ¤ ta, then either b0 D sa for some s ¤ t in Q

or b0 … Q � a. In the first case
s < t ) b – ta ^ b0 < ta

and
t < s ) ta – b ^ ta < b0

I

so the second case occurs, and
b0 < ta ) b – ta ^ b0 < ta;

ta < b0
) ta – b ^ ta < b0;

and
ta j b0

) ta − b ^ ta j b0:

Thus b D b0 if b 2 Q � a, and a symmetric argument shows that b D b0 if b0 2 Q � a.
Assume now that b; b0 … Q � a. One sees that .a; b/ and .a; b0/ have the same

quantifier-free type, which by [14, Theorem 6.18] is determined by ˛ < ˇ in R n Q
such that for all t 2 Q,

.t < ˛ iff ta < b; b0/ and .˛ < t < ˇ iff ta j b; b0/ and

.ˇ < t iff b; b0 < ta/:

Theorem 6.25 and Corollary 6.26 of [14] imply that b is in the linear span of a; b0 or
that a; b; b0 are linearly dependent. Because neither b nor b0 is a scalar multiple of
a, there are rational r and s with b0 D sb C ra and s ¤ 0.

Suppose that s > 0. For t 2 Q,
t < ˛ iff ta < b0

iff ta < sb C ra

iff
t � r

s
a < b

iff
t � r

s
< ˛

iff t < s˛ C r I

so ˛ D s˛ C r , .1 � s/˛ D r 2 Q, s D 1 because ˛ is irrational, and r D 0. Thus
b D b0 if s > 0.

Now suppose that s < 0. For t 2 Q, arguments like that in the last paragraph
show that

t < ˛ iff t < sˇ C r

and that
ˇ < t iff s˛ C r < t:

So ˛ D sˇ C r and ˇ D s˛ C r , and
˛ D s.s˛ C r/C r D s2˛ C sr C r:

s2 D 1 because ˛ is irrational; so since s < 0, s D �1 and ˛Cˇ D r . Corollary 2.2
now provides k < l in Q such that either k C l < r and

ka j b ^ b < la
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or k C l > r and
ka < b ^ la j b:

In the first case k C l < r , ˛ < k < ˇ, and ˇ < l ; so ˛ C ˇ < k C l < r D ˛ C ˇ.
Thus the second case holds, and k C l > r , k < ˛, and ˛ < l < ˇ; but now
r < k C l < ˛ C ˇ D r . This final contradiction implies that s – 0, and so the
previous argument completes the proof.

One thus reaches the following conclusion.

Corollary 2.4 If v > 0 in the f.g. dimension group G , then any automorphism '

of G is determined by '.v/.

Proof One need show merely that if '.v/ D v, then ' is the identity map. If w is
any element of G, then for any t 2 Q,�

tv < w $ tv < '.w/
�

^
�
tv

ˇ̌
w $ tv

ˇ̌
'.w/

�
^

�
w < tv $ '.w/ < tv

�
because '.v/ D v; so '.w/ D w by Theorem 2.3.

3 The Group of Automorphisms of an f.g. Dimension Group

One may reach a much stronger conclusion about automorphisms with the help of
the following lemma.

Lemma 3.1 If v; v0; w;w0 are distinct witnesses, then ¹v; v0 > 0º forces_
0¤q2Q3

q1v C q2v
0
C q3w D 0 _

_
r<0

w < rv _

_
0<r

rv < w

_

_
r2Q

:.w < rv $ w0 < rv0/

_

_
r2Q

:.rv < w $ rv0 < w0/:

Proof If the condition p extends ¹v; v0 > 0º, one wants to find an extension of
p that forces one of the displayed disjuncts. p may be satisfied by an assignment �
in some Qn, and without loss of generality v; v0; w are linearly independent in Qn.
Any identity in p involving a witness other than v, v0, w, and w0 may be used to
eliminate that witness from p, and the resulting condition q still is satisfied by � and
has the property that for any displayed disjunct ı, p [ ¹ıº is satisfiable when q [ ¹ıº

is satisfiable. One may therefore assume that p contains no identities involving wit-
nesses other than v, v0, w, and w0. Since v; v0, and w are linearly independent in Qn,
one may assume that either v, v0, w, and w0 are linearly independent in Qn or that p
contains exactly one identity, which contains w0 nontrivially.

Suppose first that v, v0, w, and w0 are linearly independent in Qn. One may
assume that p contains neither identities nor formulas g – g; and by replacing each
formula g ¤ h or g – h in p by the stronger formula

g < h; h < g; or h j g

true in Qn, one may assume that p consists of inequalities and incomparabilities.
Each incomparability that contains v nontrivially is equivalent modulo TQ to a for-
mula

v j t; (N)
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where t is a closed QW -term not containing v; and one may assume that incompara-
bilities in p either do not contain v or are of the form displayed. Let ' D '.v; : : : /

be the conjunction of all inequalities in p. Because v > 0 in Qn and ' consists of
inequalities, there is r0 2 .0; 1/ \ Q such that for all t 2 .�r0; r0/ \ Q,

'
�
.1C t /v; : : :

�
in Qn:

Each incomparability (N) in p is true in Qn either because v � t has both positive
and negative coordinates in Qn or because the coordinates of v � t in Qn are always
nonnegative (nonpositive) but not always zero and not always positive (negative).
Calling all incomparabilities of the second kind singular, one may proceed as in [14,
Section 6] to eliminate singular incomparabilities by changing the assignment in Qn.
So let

v j t1; : : : ; v j tq

be all the singular incomparabilities in p. Copying � q C 1 times, one obtains
an assignment � in Qn.qC1/ that satisfies p as well as '..1 C t /v; : : : / whenever
t 2 .�r0; r0/ \ Q. One now changes � to an assignment � in Qn.qC1/ that agrees
with � on all witnesses but v. For i D 1; : : : ; q the incomparability v j ti is singular
with respect to �, and so there is ji with 1 � ji � n and

�.v/ji
D �.ti /ji

:

�.v/ results from �.v/ when it is changed just at the coordinates ni C ji with
1 � i � q, and

�.v/niCji
D �.ti /ji

˙ .1=2/r0�.v/ji
;

where the sign is � (C) when all coordinates of �.v � ti / are nonnegative (nonpos-
itive). Every incomparability v j t in p is nonsingular with respect to � , which still
satisfies p by the choice of r0. There is a positive rational r1 � r0 such that for all
s 2 .�r1; r1/ \ Q and all incomparabilities v j t in p, � satisfies '..1 C s/v; : : : /

and

�.v � t /i ¤ 0 ) �
�
.1C s/v � t

�
i

and �.v � t /i have the same sign:

So � satisfies p.v=.1C s/v/ for all s 2 .�r1; r1/ \ Q, where p.v=.1C s/v/ results
from p when all occurrences of v are replaced by .1C s/v.

Since v and w are linearly independent in Qn.qC1/, there are r˛ < rˇ in Q with

r˛ D lub¹r 2 Q W rv < w in Qn.qC1/
º

and
rˇ D glb¹r 2 Q W w < rv in Qn.qC1/

º:

Since v0 and w0 are linearly independent in Qn.qC1/, there are r 0
˛ < r

0
ˇ

in Q with

r 0
˛ D lub¹r 2 Q W rv0 < w0 in Qn.qC1/

º

and
r 0

ˇ D glb¹r 2 Q W w0 < rv0 in Qn.qC1/
º:

If r˛ ¤ r 0
˛ or rˇ ¤ r 0

ˇ
—say r˛ < r 0

˛—then in Qn.qC1/,

r˛v j w ^ r˛v
0 < w0
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and the argument is complete; so assume that r˛ D r 0
˛ and rˇ D r 0

ˇ
. Since r˛ < rˇ ,

rˇ > 0 or r˛ < 0. If rˇ > 0, change � to 
 by letting 
 � W n ¹vº D � � W n ¹vº

and

.v/ D �

��
1C .1=2/r1

�
v
�
:

The choice of r1 implies that 
 satisfies p, and since 
 � ¹v0; w0º D � � ¹v0; w0º,

glb¹r 2 Q W 
 makes w0 < rv0 in Qn.qC1/
º D r 0

ˇ D rˇ :

Because
rˇ < r iff � makes w < rv

for all r 2 Q, and 1C .1=2/r1 > 0,
rˇ

1C .1=2/r1
<

r

1C .1=2/r1
iff � makes w <

r

1C .1=2/r1

�
1C .1=2/r1

�
v:

So because 
.w/ D �.w/ and 
.v/ D �..1C .1=2/r1/v/,
rˇ

1C .1=2/r1
< s iff � makes w < s

�
1C .1=2/r1

�
v

iff 
 makes w < sv

for all s 2 Q. Since rˇ > 0 and 1C .1=2/r1 > 1,

rˇ >
rˇ

1C .1=2/r1
D glb¹s 2 Q W 
 makes w < svº:

Thus 
 satisfies
w < rˇv ^ w0

j rˇv
0;

and the argument is complete if rˇ > 0. If r˛ < 0, one may apply the previous
argument to .v;�w/ and .v0;�w0/, for which the numbers corresponding to r˛ and
rˇ are �rˇ and �r˛ .

Suppose now that p contains an identity. Since it contains w0 nontrivially, the
identity is equivalent modulo TQ to an identity

w0
D dw C ev C f v0:

One may use it to eliminate w0 from p to get p�; and p[ ¹:.w < rv $ w0 < rv0/º

(p [ ¹:.rv < w $ rv0 < w0/º, p [ ¹w < rvº, p [ ¹rv < wº) is con-
sistent with TQ whenever p� [ ¹:.w < rv $ dw C ev C f v0 < rv0/º

(p� [ ¹:.rv < w $ rv0 < dw C ev C f v0/º, p� [ ¹w < rvº, p� [ ¹rv < wº) is
consistent with TQ. As above one may assume that p� consists only of inequalities
and incomparabilities, and one may find an assignment � in some Qn.qC1/ that
satisfies p�, that makes all incomparabilities involving v nonsingular, and for which
there is r1 2 .0; 1/\Q such that for all s 2 .�r1; r1/\Q, � satisfies p�.v=.1Cs/v/.
Since v and w are linearly independent in Qn.qC1/, there are r˛ < rˇ in Q with

r˛ D lub¹r 2 Q W rv < w in Qn.qC1/
º

and
rˇ D glb¹r 2 Q W w < rv in Qn.qC1/

º:
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If there is g 2 Q with w0 D gv0 in Qn.qC1/—that is, dw C ev C f v0 D gv0 in
Qn.qC1/—then

g < r˛ ) gv < w ^ gv0
– w0 in Qn.qC1/;

rˇ < g ) w < gv ^ w0
– gv0 in Qn.qC1/;

r˛ < g � rˇ ) r˛v – w ^ r˛v
0 < w0 in Qn.qC1/;

g D r˛ ) w – rˇv ^ w0 < rˇv
0 in Qn.qC1/:

If there is no such g, then v0 and w0 are linearly independent in Qn.qC1/, and there
are r 0

˛ < r
0
ˇ

in Q with

r 0
˛ D lub¹r 2 Q W rv0 < w0 in Qn.qC1/

º

and
r 0

ˇ D glb¹r 2 Q W w0 < rv0 in Qn.qC1/
º:

If r˛ ¤ r 0
˛ or rˇ ¤ r 0

ˇ
, then one reaches the desired conclusion as before; so assume

that r˛ D r 0
˛ and rˇ D r 0

ˇ
.

If e D 0, then the argument handling linearly independent v; v0; w;w0 gives the
desired conclusion, since changing �.v/ to 
.v/ D �..1 C .1=2/r1/v/ does not
change the value of dw C f v0 D w0.

Assume now that e > 0. If rˇ < 0, then � satisfies p� [ ¹w < .1=2/rˇvº, where
.1=2/rˇ < 0; so assume that rˇ � 0. If �.v/ is changed to 
.v/ D �..1C.1=2/r1/v/,
then as before

glb¹s 2 Q W 
 makes w < svº D
rˇ

1C .1=2/r1
� rˇ :

One also sees that �.dw C ev C f v0/ D d�.w/C e�.v/C f �.v0/ is changed to
d�.w/C e

�
1C .1=2/r1

�
�.v/C f �.v0/ > d�.w/C e�.v/C f �.v0/;

and so
r 00

ˇ D glb¹r 2 Q W 
 makes dw C ev C f v0 < rv0
º

> glb¹r 2 Q W � makes dw C ev C f v0 < rv0
º D r 0

ˇ D rˇ :

Thus 
 satisfies p�[¹w < r 00
ˇ
v; dwCevCf v0 j r 00

ˇ
v0º and the argument is complete

if e > 0.
Assume finally that e < 0. If r˛ > 0, then � satisfies p�[¹.1=2/r˛v < wº, where

.1=2/r˛ > 0; so assume that r˛ � 0. If �.v/ is changed to 
.v/ D �..1�.1=2/r1/v/,
then much as before

r#
˛ D lub¹r 2 Q W 
 makes rv < wº D

r˛

1 � .1=2/r1
;

which is less than or equal to r˛ since 0 < 1 � .1=2/r1 < 1 and r˛ � 0. Also,

.dw C ev C f v0/ D d�.w/C e

�
1 � .1=2/r1

�
�.v/C f �.v0/

> d�.w/C e�.v/C f �.v0/

since �e.1=2/r1�.v/ > 0. So lub¹r 2 Q W 
 makes rv0 < dwCevCf v0º is greater
than

lub¹r 2 Q W � makes rv0 < dw C ev C f v0
º D r 0

˛ D r˛:

Because r˛ � r#
˛ , 
 satisfies p�[¹r#

˛v j w; r#
˛v

0 < dwCevCf v0º and the argument
is complete.
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Lemma 6.24 of [14] provides a Q-formula 
.x; x0; v; w/ such that for all a; a0 ¤ 0

in an e.c. dimension group D , 
.a; a0; v; w/ defines in D the linear function
f W Q � a ! Q � a0 sending a to a0. So Lemma 3.1 implies the next result.

Corollary 3.2 Every f.g. dimension group satisfies

8x; x0 > 08y; y0
�
x 2 Q � x0

C Q � y _ x0
2 Q � x C Q � y _ y 2 Q � x C Q � x0

_ 9z 2 Q � x.y < z < 0/ _ 9z 2 Q � x.0 < z < y/

_ 9z 2 Q � x9z0
2 Q � x0

�

.x; x0; z; z0/

^
�
:.y < z $ y0 < z0/ _ :.z < y $ z0 < y0/

���
:

One thus reaches the following conclusion.

Theorem 3.3 If G is a f.g. dimension group, then the automorphisms of G are
multiplications by positive rationals.

Proof One need show merely that any automorphism ' of G is multiplication by a
fixed positive rational. Assume that ' is not given by such a rational, and fix v > 0.
If s > 0 in Q, ' is not the automorphism x 7! sx; so since ' is determined by '.v/
(see Corollary 2.4), '.v/ ¤ sv. Because v; '.v/ > 0, '.v/ … Q � v. Since G is
infinite-dimensional (see [14, Lemma 6.23]), there is w 2 G linearly independent of
v; '.v/. Because w … Q � v, there are ˛ < ˇ in R n Q with

.t < ˛ iff tv < w/ and .˛ < t < ˇ iff tv j w/ and

.ˇ < t iff w < tv/

for all t 2 Q (see the remarks following [14, Theorem 6.18]). Subtracting a ra-
tional multiple of v from w if necessary, one may assume that ˛ < 0 < ˇ. If
.v0; w0/ D .'.v/; '.w//, Corollary 3.2 implies that there is t 2 Q with

:.w < tv $ w0 < tv0/ _ :.tv < w $ tv0 < tw0/;

and so .v; w/ and .v0; w0/ have different quantifier-free types. This contradiction
yields the result desired.

4 Automorphisms and Embeddings of i.g. Dimension Groups

To show that i.g. dimension groups (see [7, Section 5.3]) may have automorphisms
that are not multiplications by positive rationals, one may first treat !-existentially
saturated (!-e.s.) dimension groups.

Lemma 4.1 In any !-e.s. dimension group G ,®
.a; b/ 2 .Gk/2 W k � 1 and a; b have the same quantifier-free Q-type in G

¯
is a back-and-forth system.

Proof Because G is e.c. (see [7, Theorem 5.3.4]), [14, Theorem 3.5] and [14,
Corollary 3.6] imply that k-tuples from G with the same quantifier-free Q-type have
the same existential Q-type. Thus [7, Proof of Theorem 5.3.3(a)] yields the desired
result.

One may extend this result to i.g. dimension groups with the help of the following
lemma.
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Lemma 4.2 For each positive integer k there is a Q-formula 'k.x1; : : : ; xk ; y1;

: : : ; yk/ with the following property: for every e.c. dimension group D and all
a; b 2 Dk ,

D ˆ 'k Œa; b� iff a and b have the same quantifier-free Q-type in D :

Proof '1.x1; y1/ may be
.x1 > 0 $ y1 > 0/ ^ .x1 D 0 $ y1 D 0/ ^ .x1 < 0 $ y1 < 0/:

Assume now that k > 1. With the help of the Q-formula 
.x; y; v; w/ exploited
in the proof of Corollary 3.2, one sees that 'k.x; y/ may be the conjunction of

k̂

iD1

.xi D 0 $ yi D 0/

with

8x0
1 2 Q � x1 � � � 8y0

k 2 Q � yk

h k̂

iD1

�
xi ¤ 0 ! 
.xi ; yi ; x

0
i ; y

0
i /

�
! '1

� kX
iD1

x0
i ;

kX
iD1

y0
i

�i
:

One reaches the following conclusion.

Corollary 4.3 In any i.g. dimension group H ,®
.a; b/ 2 .H k/2 W k � 1 and a; b have the same quantifier-free Q-type in H

¯
is a back-and-forth system.

Proof By [7, p. 157] there is an !-e.s. G with H 4 G . Lemmas 4.1 and 4.2 imply
that G satisfies®

9x19y1'1.x1; y1/
¯

[
®
8x; xkC1; y

�
'k.x; y/ ! 9ykC1'kC1.x; xkC1; y; ykC1/

�
W k � 1

¯
[

®
8x; y; ykC1

�
'k.x; y/ ! 9xkC1'kC1.x; xkC1; y; ykC1/

�
W k � 1

¯
:

Thus H 4 G satisfies this set of sentences, and the desired conclusion follows by
Lemma 4.2.

So i.g. dimension groups may have more automorphisms than do f.g. dimension
groups.

Corollary 4.4 If H is a countable i.g. dimension group and a 2 H n ¹0º, then H

has an automorphism f such that f .a/ ¤ qa for all positive q 2 Q.

Proof If one can find b 2 H n ¹qa W 0 < q 2 Qº with the same quantifier-free
1-type as a, Corollary 4.3 and the countability of H yield an automorphism sending
a to b. If a j 0, one may let b D �a. If a > 0, then since H is directed, it is
generated as a group by its positive elements; so since the e.c. dimension group H

is infinite-dimensional (see [14, Lemma 6.23]), there is b > 0 linearly independent
of a. A similar argument applies when a < 0.

The same strategy will produce proper self-embeddings of countable i.g. dimension
groups if one can prove the following.
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Theorem 4.5 Let G be an !-e.s. dimension group, and let c be an element of G;
then

I D

°
.a; b/ 2 .Gk/2 W k � 1 and a; b have the same quantifier-free Q-type in G

and
� kX

iD1

Q � bi

�
\ Q � c D ¹0º

±
is nonempty and has the following back-and-forth property.

(i) If .a; b/ 2 I, e 2 G, and .
Pk

iD1 Q � bi C Q � e/ \ Q � c D ¹0º, then there is
d 2 G with ..a; d/; .b; e// 2 I.

(ii) If .a; b/ 2 I and d 2 G, then there is e 2 G with ..a; d/; .b; e// 2 I.

The challenge here is to prove the “forth” direction, and one may begin by describing
a special dimension group in which countable dimension groups may be embedded.
Let W be the countable set of witnesses (constant symbols) exploited in Sections 2
and 3, and let A be the set of closed literals of QW . Let the Q-structure D be an
!1-saturated divisible ordered abelian group.

Lemma 4.6 Let S � A and SC � S consist of the atomic sentences in S . For
each ' 2 S n SC, let S' D SC [ ¹'º.

(i) If S D SC, then S is satisfiable in some dimension group just in case S is
satisfiable in D .

(ii) If S ¤ SC, then S is satisfiable in some dimension group just in case every
S' may be satisfied in D; in this case S may be satisfied in D jSnSCj.

(iii) S is satisfiable in some dimension group if and only if S is satisfiable in D! .

Proof Condition (iii) clearly follows from (i) and (ii). Since every nontrivial power
of D is a dimension group, one may reach the desired conclusion by going from left
to right in (i) and (ii) and by showing that S is satisfiable in D jSnSCj if each S' is
satisfiable in D .

Suppose that S D SC is satisfied in the (divisible) dimension group M. If
M D ¹0º, there is nothing to prove; so assume that M ¤ ¹0º. As in [14, Section 2],
M may be embedded by the diagonal map in the direct productbM D

Y
�2O.M/

.M;�/;

where O.M/ is the set of all linear orderings � ofM that extend M’s partial ordering
and make .M;�/ a (divisible) ordered abelian group. So the at most countable set
S D SC may be satisfied in a countable elementary submodel of any .M;�/, and so
in the !1-saturated D .

Suppose now that S ¤ SC is satisfied in the (divisible) dimension group M. As
above, one may assume thatM ¤ ¹0º and that M is embedded in bM by the diagonal
map; so S is satisfied in bM. If ' 2 S n SC, then the negated-atomic sentence ' is
satisfied in some factor .M;�/ of bM, as are the atomic sentences in SC; so S' is
satisfied in .M;�/, and the earlier argument shows that S' is satisfied in D .

Assume now that S ¤ SC and that every S' may be satisfied in D . If the assign-
ment �' makes S' true in D for every ' 2 S n SC, then S may be satisfied by the
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assignment � in D jSnSCj with

�.w/ D
�
�'.w/

�
'2SnSC

for every witness w.

Now one may prove the “forth” direction in Theorem 4.5.

Lemma 4.7 Let G be an !-e.s. dimension group, and let c; d 2 G, k � 0,
and a; b 2 Gk . If a and b have the same quantifier-free Q-type in G and
.
Pk

iD1 Q � bi / \ Q � c D ¹0º, then there is e 2 G such that .
Pk

iD1 Q � bi C Q � e/ \

Q � c D ¹0º and .a; d/ and .b; e/ have the same quantifier-free Q-type in G .

Proof The argument will go by induction on k � 0.
Suppose that k D 0. If d D 0, one may let e D 0; so assume that d ¤ 0.

Because G is directed, it is generated by its positive elements; because G is e.c., it is
generated by the elements incomparable with 0 (see [14, Lemma 6.9]). So since the
e.c. dimension group G is infinite-dimensional (see [14, Lemma 6.23]), the desired
conclusion follows.

Assume now that k > 0 and that tuples of length less than k obey the result. If
d 2

Pk
iD1 Q �ai , the desired result follows because a and b have the same quantifier-

free type and .
Pk

iD1 Q � bi / \ Q � c D ¹0º; so assume that d …
Pk

iD1 Q � ai . If the
quantifier-free type of .a; d/ contains a nontrivial identity, then a must be linearly
dependent, and the desired conclusion follows by induction hypothesis; so assume
that the quantifier-free type of .a; d/ contains no nontrivial identities. Because G is
!-e.s., one may finish the proof by showing the following: if �1.x; y/; : : : ; �l .x; y/

are atomic Q-formulas with

G ˆ

l̂

iD1

�i .a; d/;

�1.x; y/; : : : ; �m.x; y/ are negated-atomic Q-formulas with

G ˆ

m̂

j D1

�j .a; d/;

and f1.x; y; z/; : : : ; fn.x; y; z/ are Q-linear forms in which y occurs nontrivially,
then there is e 2 G with

G ˆ

l̂

iD1

�i .b; e/ ^

m̂

j D1

�j .b; e/ ^

n̂

sD1

fs.b; e; c/ ¤ 0:

Since a and b have the same quantifier-free type and G is e.c., [14, Theorem 3.5]
and [14, Corollary 3.6] provide e0 2 G with

G ˆ

l̂

iD1

�i .b; e0/ ^

m̂

j D1

�j .b; e0/:

H D
Pk

iD1 Q � bi C Q � c C Q � e0 is the domain of a substructure H of G , and
Lemma 4.6 implies that the quantifier-free type of .b; c; e0/ may be realized in D! ;
so there is a Q-embedding g W H ! D! . Because D! is the direct product of
countably many copies of D , one may assume that each negated-atomic sentence
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�j .g.b/; g.e0// is true in infinitely many coordinates of D! . So there are distinct
coordinates k1; : : : ; km such that

D ˆ

m̂

j D1

�j

�
g.b/kj

;
�
g.e0/

�
kj

�
:

Since the quantifier-free type of .a; d/ contains no nontrivial identities, one may
assume that each �i is a (strict) inequality. So for j D 1; : : : ; m there is an
interval .pj ; qj / 3 g.e0/kj

on which every �i .g.b/kj
; y/ is true. For those

�j ’s that are negated identities, one may assume that �j .g.b/kj
; y/ is true on

Ij D .pj ; qj /; for those �j ’s that are negated (linear) inequalities, one may as-
sume that �j .g.b/kj

; y/ is true on Ij � .pj ; qj /, where Ij is .pj ; g.e0//kj
� or

Œg.e0//kj
; qj /. Because each Ij is infinite and y occurs nontrivially in each linear

polynomial fs.g.b/kj
; y; g.c/kj

/, there is rj 2 Ij with

D ˆ

n̂

sD1

fs

�
g.b/kj

; rj ; g.c/kj

�
¤ 0:

Let e1 2 D! result from g.e0/ when for j D 1; : : : ; m, g.e0/kj
is changed to rj ;

then

D!
ˆ

l̂

iD1

�i

�
g.b/; e1

�
^

m̂

j D1

�j

�
g.b/; e1

�
^

n̂

sD1

fs

�
g.b/; e1; g.c/

�
¤ 0:

The amalgamation property for dimension groups (see [14, Theorem 4.1]), to-
gether with remarks at the end of [14, Section 4], provides a divisible dimension
group K and Q-embeddings h W D! ! K and r W G ! K such that

h ı g D r � H:
So K satisfies

l̂

iD1

�i

�
.h ı g/.b/; h.e1/

�
^

m̂

j D1

�j

�
.h ı g/.b/; h.e1/

�
^

n̂

sD1

fs

�
.h ı g/.b/; h.e1/; .h ı g/.c/

�
¤ 0;

and by the next-to-last display

K ˆ 9y
� l̂

iD1

�i

�
r.b/; y

�
^

m̂

j D1

�j

�
r.b/; y

�
^

n̂

sD1

fs

�
r.b/; y; r.c/

�
¤ 0

�
:

Because G is e.c. and r W G ! K is an embedding,

G ˆ 9y
� l̂

iD1

�i .b; y/ ^

m̂

j D1

�j .b; y/ ^

n̂

sD1

fs.b; y; c/ ¤ 0
�
;

as desired.

Lemma 4.7 implies that I is nonempty and obeys the “forth” direction, while
Lemma 4.1 gives the “back” direction; so Theorem 4.5 is established.

It applies also to i.g. dimension groups.
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Corollary 4.8 If H is an i.g. dimension group and c 2 H , then

I D

°
.a; b/ 2 .H k/2 W k � 1 and a; b have the same quantifier-free Q-type in H

and
� kX

iD1

Q � bi

�
\ Q � c D ¹0º

±
is nonempty and has the back-and-forth property.

Proof Note that by [14, Lemma 6.21] there is for each positive integer k
a Q-formula �k.x1; : : : ; xk ; z/ with the following property: if G is any e.c.
dimension group and e1; : : : ; ek ; f 2 G, then G ˆ �k.e; f / just in case
.
Pk

iD1 Q � ei / \ Q � f D ¹0º. So Corollary 4.8 follows from Theorem 4.5 much as
Corollary 4.3 follows from Lemma 4.1.

One may exploit this result to learn more about automorphisms.

Corollary 4.9 If H is a countable i.g. dimension group and c 2 H , then there is
an embedding f W H ! H with f .H/ \ Q � c D ¹0º.

Proof Given I as in Corollary 4.8, one may exploit the countability of H as in the
usual back-and-forth arguments to produce f .

5 Recursion-Theoretic Complexity of the Finite-Forcing Companion

One may start with a fact about e.c. dimension groups.

Lemma 5.1 There is an 989-formula �.x; y; z; w/ such that if a ¤ 0 in the e.c.
dimension group G , then �.a; y; z; w/ defines ¹.pa; qa; .pq/a/ W p; q 2 Qº in G .

Proof As noted in Section 3, [14, Lemma 6.24] provides an 989-formula

.x; y; v; w/ such that for all nonzero elements a; a0 of any e.c. dimension group G ,

.a; a0; v; w/ defines in G the linear function g W Q � a ! Q � a0 sending a to a0. Let
�.x; y; z; w/ be the formula

y; z; w 2 Q � x ^ .y D 0 _ z D 0 ! w D 0/ ^
�
y; z ¤ 0 ! 
.x; y; z; w/

�
:

Since y 2 Q � x is 98, �.x; y; z; w/ is 989.
Suppose that p; q 2 Q. If p or q is 0, .pq/a D 0 and �.a; pa; qa; .pq/a/; so

assume that p; q ¤ 0. Then pa; qa ¤ 0 in G , and if g W Q � a ! Q � pa is the linear
function sending a to pa, then g.qa/ D .pq/a and �.a; pa; qa; .pq/a/.

Suppose conversely that �.a; b; c; d/ in G . Because b, c, and d belong to Q � a,
there are rationals p, q, and r with b D pa, c D qa, and d D ra. If b or c is
0, then p or q is 0, pq is 0, and d D 0 D .pq/a. If neither b nor c is 0, and
g W Q � a ! Q � b D Q � pa is the linear function sending a to b D pa, then
d D g.qa/ D .pq/a. So .a; b; c; d/ D .a; pa; qa; .pq/a/, and the argument is
complete.

If  .y/ is an unnested formula (see [8, p. 58]), in the language of rings, that does not
contain the variable x, let  .x/.y/ result from  when all quantifiers are relativized
to Q � x, all occurrences of 1 are replaced by x, and all subformulas r � s D t

are replaced by �.x; r; s; t/. Lemma 5.1 implies that the Q-formula  .x/.y/ has a
special property.
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Corollary 5.2 If a ¤ 0 in the e.c. dimension group G and q1; : : : ; qk 2 Q, then
.Q;C;�; �; 0; 1/ ˆ  .q1; : : : ; qk/

if and only if
G ˆ  .a/.q1a; : : : ; qka/:

One simple corollary runs as follows.

Theorem 5.3 The theory of the ring of rational numbers is one-one reducible to
the Q-theory of e.c. dimension groups.

Proof If ' is an unnested sentence, not containing x, in the language of rings, then
.Q;C;�; �; 0; 1/ ˆ ' just in case 8x.x ¤ 0 ! '.x// is true in every e.c. dimension
group.

One reaches a stronger conclusion for f.g. dimension groups.

Theorem 5.4 The theory of the ring of rational numbers is recursively isomorphic
to the finite-forcing companion T f of the Q-theory of dimension groups.

Proof Two sets are recursively isomorphic just in case each is one-one reducible
to the other. Corollary 5.2 again implies that if ' is an unnested sentence, not
containing x, in the language of rings, then .Q;C;�; �; 0; 1/ ˆ ' just in case
8x.x ¤ 0 ! '.x// is true in every f.g. dimension group. Conversely, T f is one-one
reducible to true arithmetic (see [6, Theorem 7.7])6 and so to the theory of the ring
of rationals, in which Z is definable (see Robinson [10, Theorem 3.1]).

By contrast, the finite-forcing companion of the ¹C;�;^;_; 0º-theory of abelian
l-groups is recursive (by Weispfenning [15, Theorem 3.6.18] and the fact that all
f.g. abelian l-groups are elementarily equivalent). Yet the finite-forcing compan-
ion of the ¹C;�;^;_; 0º-theory of l-groups is recursively isomorphic to first-order
arithmetic (by Glass and Pierce [5, proof of Theorem 18]).

Call 
 2 R representable just in case .�1; 
/ \ Q is definable in the
ring Q. With the help of [10], one sees that 
 is representable just in case
¹2m3n W m; n 2 N; m=.mC1/ < j
 jº is arithmetic: that is, definable in .N;C; �; 0; 1/.
So the representable reals include all the recursive reals, and in particular all alge-
braic reals as well as familiar transcendental numbers like e and � . Yet Lemma 2.1
allows one to show the following.

Theorem 5.5 Let G be an f.g. dimension group containing elements a > 0 and
b … Q � a. If ˛; ˇ 2 R n Q obey

.t < ˛ iff ta < b/ and .˛ < t < ˇ iff ta j b/ and

.ˇ < t iff b < ta/
for all t 2 Q, then neither ˛ nor ˇ is representable.

Proof The argument below will handle ˛. If 
 2 R is representable, then there is
an unnested formula �.y/, in the language of rings, that defines .�1; 
/ \ Q and
does not contain the variable x. Lemma 2.1, applied to the function f projecting on
the first coordinate, implies that in any finitely generic dimension group,

8x > 08y
�
y … Q � x ! 9z 2 Q � x

��
�.x/.z/ ^ z

ˇ̌
y

�
_

�
8w

�
�.x/.w/ ! w < z

�
^ z < y

���
:



526 Philip Scowcroft

So there is k 2 Q such that either k < 
 and ka j b or 
 � k and ka < b. If k < 

and ka j b, then ˛ < k < 
 ; if 
 � k and ka < b, then 
 � k < ˛. In either case
˛ ¤ 
 .

So one reaches the following conclusion.

Corollary 5.6 No f.g. dimension group is arithmetic.

Proof Suppose that the f.g. dimension group G has an arithmetic diagram.
G contains elements a > 0 and b … Q � a, and since G ’s diagram is arithmetic,
¹r 2 Q W ra < bº is definable in the ring Q. Thus the ˛ corresponding to .a; b/ as
in Theorem 5.5 is representable, contrary to Theorem 5.5.

By contrast, the abelian l-group C that is shown to be f.g. in [12, Section 1] certainly
is recursive.

The following definition allows for further applications of Lemma 2.1. Call the
continuous function f W R2 ! R representable just in case ¹.r; s; t/ 2 Q3 W t <

f .r; s/º is definable in the ring Q.

Theorem 5.7 Let f W R2 ! R be continuous, strictly increasing in both argu-
ments, and representable, and let 
 2 R be representable. If a, b, ˛, and ˇ are as in
Theorem 5.5, then f .˛; ˇ/ ¤ 
 .

Proof Let ˆ.y; z; w/ be an unnested formula, in the language of rings, defining
¹.r; s; t/ 2 Q3 W t < f .r; s/º in the ring Q, and let �.y/ be an unnested formula, in
the language of rings, defining .�1; 
/\Q in the ring Q. Without loss of generality,
neitherˆ nor � contains the variable x. Lemma 2.1 implies that every f.g. dimension
group obeys

8x > 08y
�
y … Q � x ! 9k; l;m 2 Q � x��

�.x/.m/ ^ 8t
�
ˆ.x/.k; l; t/ ! t < m

�
^ k

ˇ̌
y ^ y < l

�
_

�
ˆ.x/.k; l; m/ ^ 8t

�
�.x/.t/ ! t < m

�
^ k < y ^ l

ˇ̌
y

���
:

So there are k; l;m 2 Q such that either

m < 
; f .k; l/ � m; ka j b; and b < la

or

m < f .k; l/; 
 � m; ka < b; and la j b:

In the first case ˛ < k < ˇ < l , and so f .˛; ˇ/ < f .k; l/ � m < 
 since
f is strictly increasing in both arguments. In the second case k < ˛ < l < ˇ,
and so f .k; l/ < f .˛; ˇ/ since f is strictly increasing in both arguments and

 � m < f .k; l/ < f .˛; ˇ/. In either case f .˛; ˇ/ ¤ 
 .

So, for example, e˛ C ˇ C cosˇ ¤
p
� . Lemma 2.1 may be generalized to handle

continuous f W R2 ! R strictly monotone in one argument, and Theorem 5.7 may
be generalized to handle continuous, representable f W R2 ! R strictly monotone
in both arguments.
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6 Recursion-Theoretic Complexity of the Infinite-Forcing Companion

As defined in [7, Section 5.3], the infinite-forcing companion T F of the theory TQ

of divisible dimension groups is the theory of the class of all i.g. dimension groups.
Though [6, p. 70] defines the infinite-forcing companion in the same way from the
class of infinite-generic structures, the definition of infinite-generic in [6, pp. 55–56]
is very different from the definition in [7, Section 5.3]. But the two definitions yield
the same class of structures by [6, Theorem 3.10] and [7, Exercise 5.3.7]; so the
results in [6] about the infinite-forcing companion apply to T F and yield the following
conclusion.

Lemma 6.1 T F is one-one reducible to second-order arithmetic.

Proof This result is [6, Theorem 7.6].

To show that second-order arithmetic is one-one reducible to T F—and that the two
theories are therefore recursively isomorphic—one may translate the language of
second-order arithmetic into Q in such a way that a sentence of second-order arith-
metic is true just in case its translation is true in all i.g. dimension groups. Because
TQ has the amalgamation property (see [14, Theorem 4.1]) and ¹0º embeds into
every model of TQ, it has the joint embedding property. Thus T F is complete (see
[7, p. 157]) and is the theory of any particular i.g. dimension group. The results
of Section 5 show how from a > 0 a copy Q � a of the ring of rationals may be
defined in any e.c. dimension group G containing a; and if G is !-e.s., every real
number r corresponds to many elements of G that make in Q � a the cut r makes
in Q. By encoding sets of natural numbers by special irrational numbers one may
hope to interpret second-order arithmetic in G . Because !-e.s. dimension groups
are i.g., such an interpretation would yield the desired conclusion about T F. In the
following sketch of an interpretation, A � N will correspond to the real number

1X
iD0

�A.i/10
�.iC1/2

;

where

�A.i/ D

´
2 if i 2 A;

1 if i … A

for all i 2 N.
Let S D ¹1; 2ºN, let @ be the lexicographic order on S , and define N W S ! R

by

N.a/ D

1X
iD0

a.i/10�.iC1/2

:

One may easily show the following.

Lemma 6.2 If a @ b, then N.a/ < N.b/.

Proof Suppose that a.i/ < b.i/ while a.j / D b.j / for all j < i . If

p D

X
j <i

a.j /10�.j C1/2

D

X
j <i

b.j /10�.j C1/2

;
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then

N.a/ D p C 10�.iC1/2

C

X
l>i

a.l/10�.lC1/2

� p C 10�.iC1/2

C

X
l�.iC1/2C1

2 � 10�l

D p C
11

9
10�.iC1/2

while

N.b/ D p C 2 � 10�.iC1/2

C

X
l>i

b.l/10�.lC1/2

> p C 2 � 10�.iC1/2

> p C
11

9
� 10�.iC1/2

� N.a/:

So if N D ran.N / � .0; 1/, thenN is an order-isomorphism of .S;@/ onto .N ; </.
Let S 0 be the set of finite nonempty sequences from ¹1; 2º, and for c 2 S 0 let lh.c/
be the length7 of c and

N 0.c/ D

X
i<lh.c/

c.i/10�.iC1/2

:

So N 0 D ran.N 0/ is a set of rational numbers with finite decimal expansions. If
a 2 S , N.a/ is the least upper bound of ¹N 0.a � n/º0<n2N, a strictly increasing
sequence of rational numbers. The proof of Lemma 6.1 shows that if a 2 S , c 2 S 0,
and a @ .c; E1/, then N.a/ < N 0.c/. So if a 2 S and i 2 N, digit number .i C 1/2 in
the decimal expansion of N.a/ is the same as digit number .i C 1/2 in the decimal
expansion of the largest element of®

r 2 N 0
W r < N.a/ and r D N 0.c/ for some c of length i C 1

¯
;

a finite subset of N 0. These observations are behind the translation, described below,
of the language of second-order arithmetic into Q.

Consider the following primitive-recursive functions:

f W a 2 N 7!

´
1 if a D 0;

2 if a ¤ 0;

h W a 2 N 7! 10.a2/;

k W .a; i/ 2 N2
7!

X
j <i

f
�
.a/j

�
10i2�.j C1/2

�
.a/j is the power to which the j th prime pj divides a

�
:

By the discussion in Section 5 there are Q-formulas ˆ.x; y; z/, H.x; y; z/, and
K.x; y; z; w/ such that if G is an e.c. dimension group and b 2 G n ¹0º, then
ˆ.b; y; z/,H.b; y; z/, andK.b; y; z; w/ define in G the functions fb W N �b ! N �b,
hb W N � b ! N � b, and kb W .N � b/2 ! N � b corresponding to f , h, and k
under the bijection Ib W N ! N � b that sends each n 2 N to nb. Section 5 also
provides a Q-formula—written “y 2 N � x” in what follows—such that y 2 N � a

defines N � a in any e.c. dimension group containing a. With the help of the formula
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�.x; y; z; w/ defining rational multiplication (see Lemma 5.1), one may build the
Q-formula �.x; y; z/ D

x; y ¤ 0 ^ y 2 N � x ^ z 2 Q � x ^ 9w 2 N � x�
w ¤ 0 ^ 9w0; w00

�
H.x; y;w0/ ^K.x;w; y;w00/ ^ �.x;w0; z; w00/

��
;

which has the following property: if G is an e.c. dimension group, b 2 G n ¹0º, and
0 < l 2 N, then �.b; lb; z/ defines®

rb W r 2 N 0 and r D N 0.c/ for some c of length l
¯

in G . So if �.x; z/ is 9y�.x; y; z/, �.b; z/ defines N 0b whenever b ¤ 0 in the
e.c. dimension group G . Let I.x; y/ be the Q-formula

x > 0 ^ 9z; w 2 Q � x.z < y < w/

^ 8z 2 Q � x
�
.z < y _ y < z/ ^

�
z < y ! 9w 2 Q � x.z < w < y/

�
^

�
y < z ! 9w 2 Q � x.y < w < z/

��
I

then if G is any e.c. dimension group and 0 < b in G , G ˆ I.b; c/ just in case�
¹r 2 Q W rb < cº; ¹r 2 Q W rb > cº

� �
D P.b; c/

�
is the cut made in Q by an irrational number. The Q-formula J.x; y/ D

I.x; y/ ^ 8z 2 Q � x
�
z < y ! 9z0

�
�.x; z0/ ^ z < z0 < y

��
has the following property: if G is an e.c. dimension group, 0 < b 2 G, and c 2 G,
G ˆ J.b; c/ just in case P.b; c/ is the cut in Q made by some element of N . Finally,
there is a Q-formula �.x; y; z/ with the following property: if G is an e.c. dimension
group, b; c; d 2 G, and 0 < b, then G ˆ �.b; c; d/ just in case P.b; c/ is the cut
made in Q by N.a/ for some a 2 S , and d D kb, where k 2 N and 2 is digit
number .k C 1/2 in the decimal expansion of N.a/. To find digit number .k C 1/2

in N.a/’s decimal expansion, look for the greatest N 0.c/ < N.a/ with c of length
k C 1. Digit number .k C 1/2 in the decimal expansion of N.a/ is the same as digit
number .k C 1/2 in the decimal expansion of N 0.c/. If k D 0, multiply N 0.c/ by
10 to get the digit. If k > 0, find the greatest N 0.d/ < N.a/ with d of length k;
then N 0.c/ �N 0.d/ will have just one decimal digit—the one of interest here—and
it will equal 10.kC1/2

.N 0.c/ � N 0.d//. With this procedure in mind, one sees that
�.x; y; z/ may be the Q-formula

x > 0 ^ J.x; y/ ^ z 2 N � x

^ 9w
�
�.x; z C x;w/ ^ w < y ^ 8w0

�
�.x; z C x;w0/ ^ w0 < y ! w0

� w
�

^ .z D 0 ! 10w D 2x/

^
�
z ¤ 0 ! 9v;w00

�
H.x; z C x; v/ ^ �.x; z; w00/ ^ w00 < y

^ 8w000
�
�.x; z; w000/ ^ w000 < y ! w000

� w00
�

^ �.x;w � w00; v; 2x/
���
:

Though these formulas have the same interpretation in any e.c. dimension group,
they yield an interpretation of second-order arithmetic only in certain special groups.
If G is an !-e.s. dimension group and 0 < b in G , then

G ˆ 9yJ.b; y/;
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and in fact for every a 2 S there is c 2 G with

P.b; c/ D
�
Q \

�
�1; N.a/

�
;Q \

�
N.a/;1

��
:

These properties permit a translation into Q of second-order arithmetic as follows.
As in [6, pp. 117–118], the language of second-order arithmetic8 features number
variables x; y; z; : : : and set variables X; Y;Z; : : : ; predicate symbols for numeri-
cal identity, strict numerical inequality, and set membership; function symbols for
addition and multiplication; and constant symbols Pn for natural numbers n. The
atomic formulas are identities between numerical terms, inequalities between nu-
merical terms, and formulas t 2 X , where t is a numerical term and X is a set
variable; and arbitrary formulas are built from atomic ones with the help of con-
nectives and quantifiers. If  .y1; : : : ; yr ; V1; : : : ; Vs/ is an unnested formula, in the
language of second-order arithmetic, that does not contain the variable x, let the
Q-formula  .x/.y; V / result from  .y; V / as follows. First, replace all occurrences
of the constant symbol Pn by nx. Next, relativize all number quantifiers to N �x. Then,
relativize all set quantifiers to J.x; �/; for example, if : : : contains no set quantifiers,
replace

8V : : :

by
8V

�
J.x; V / ! : : :

�
;

where V is now viewed as a variable of Q. Finally, replace all subformulas r � s D t

by �.x; r; s; t/ and all subformulas t 2 Y by �.x; Y; t/. Arguing by induction on the
complexity of formulas, one may show the following.

Lemma 6.3 Suppose that b > 0 in the e.c. dimension group G , and let
 .y1; : : : ; yr ; V1; : : : ; Vs/ be an unnested formula, of second-order arithmetic,
that does not contain the variable x. Suppose that k1; : : : ; kr 2 N, A1; : : : ; As � N,
and for j D 1; : : : ; s, cj makes in Q � b the cut made by

1X
iD0

�Aj
.i/10�.iC1/2

in Q. If  .y; V / contains no set quantifiers, or if G is !-e.s., then

N ˆ  .k;A/ iff G ˆ  .b/.k1b; : : : ; krb; c/:

This result has many corollaries.

Corollary 6.4 Second-order arithmetic is recursively isomorphic to T F.

Proof Given Lemma 6.1, one need show only that second-order arithmetic is one-
one reducible to T F. Let G be an !-e.s. dimension group. Lemma 6.3 implies that
for all unnested sentences  of second-order arithmetic that do not contain x,

N ˆ  iff G ˆ 8x > 0. .x//:

Since T F D Th.G /, the desired conclusion follows.

Note that the infinite-forcing companion of the ¹C;�;^;_; 0º-theory of l-groups
has the same complexity (by [5, Proof of Theorem 21]).

Because TQ has the joint embedding property, Corollary 6.4 combines with [6,
Proposition 7.13] to imply the following.
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Corollary 6.5 No i.g. dimension group is analytical (i.e., has diagram definable
in second-order arithmetic).

By contrast, a diagram for the !1-e.s. dimension group .Z!1
/F (see [14, Theo-

rem 7.7]) may be defined in ZFC.
Theorem 7.17 of [6] immediately implies the next result.

Corollary 6.6 There are 2@0 e.c. dimension groups that are pairwise elementarily
inequivalent.

Again, the e.c. l-groups enjoy the same property (see [5, Corollary 22]).
By following [6, proof of Theorem 16.17], one may determine the recursion-

theoretic complexity of the theory of e.c. dimension groups.

Theorem 6.7 The theory T e of e.c. dimension groups is a complete …1
1-set.

Proof T e is…1
1 by [6, Lemma 7.4(i)] and will be…1

1-complete if every…1
1-setA is

one-one reducible to T e. Because A is…1
1, it may be defined in N by a second-order

formula  .y/ D

8V�.y; V /

in which �.y; V / contains no set quantifiers (see Rogers [11, Exercise 16-10]). With-
out loss of generality  .y/ and every  . Pn/ are unnested and  .y/ does not contain
the variable x. So one obtains an injective recursive map n 2 N 7!  . Pn/.x/. The
desired conclusion holds if

n 2 A iff 8x > 0
�
 . Pn/.x/

�
2 T e

for all n 2 N.
Suppose that n 2 A. If G is an e.c. dimension group, one must show that

G ˆ 8x > 0. . Pn/.x//. Since  . Pn/ is 8V�. Pn; V /,  . Pn/.x/ is

8V
�
J.x; V / ! �. Pn; V /.x/

�
:

So to confirm that G ˆ 8x > 0. . Pn/.x//, suppose that 0 < b in G , c 2 G, and

G ˆ J.b; c/I

one must show that G ˆ �. Pn; c/.b/. Because G is e.c., c makes in Q � b the cut made
in Q by N.d/ for some d 2 S . If

D D
®
k 2 N W d.k/ D 2

¯
;

then

N.d/ D

1X
iD0

�D.i/10
�.iC1/2

;

and so by Lemma 6.3

N ˆ �. Pn;D/ iff G ˆ �. Pn; c/.b/:

Since n 2 A, which is defined in N by 8V�.y; V /, N ˆ �. Pn;D/, and so
G ˆ �. Pn; c/.b/, as desired.

Assume now that n … A, and let H be any !-e.s. dimension group. Because
n … A, which is defined in N by  .y/, Lemma 6.3 implies that

H ˆ 8x > 0
�
: . Pn/.x/

�
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and so
H 6ˆ 8x > 0

�
 . Pn/.x/

�
:

Thus 8x > 0. . Pn/.x// fails in at least one e.c. dimension group and so does not
belong to T e.

7 Recursive Approximation to f.g. Dimension Groups

Though no f.g. dimension group is arithmetic (see Corollary 5.6), this section will
answer a question of Macintyre by showing that most of the previously described
special properties of f.g. dimension groups occur already in recursive e.c. dimension
groups. Such groups will be manufactured with the help of the machinery behind fi-
nite forcing, and the first few results of this section show that certain forcing-theoretic
notions are recursive.

As in Section 4, let A be the set of closed literals of QW .

Lemma 7.1 Let S � A be finite, and let SC � S consist of the atomic sentences
in S . For each ' 2 S n SC let S' D SC [ ¹'º.

(i) If S D SC, then S is a condition just in case S may be satisfied in the ordered
abelian group Q.

(ii) If S ¤ SC, then S is a condition just in case every S' may be satisfied in the
ordered abelian group Q; in this case S may be satisfied in QjSnSCj.

Proof The argument follows that for Lemma 4.6, in which D may be replaced by
Q because S is finite.

One may therefore reach the following conclusion.

Corollary 7.2 The set of conditions for finite forcing is recursive.9

Proof Given a finite nonempty S � A, one wants to decide whether or not S is
a condition. For nonempty T � S , let bT be the existential closure of the sentence
obtained from

V
T by replacing each ci 2 W by the corresponding variable yi . If

S D SC, then S is a condition just in case Q ˆ bS ; if S ¤ SC, then S is a condition
just in case Q ˆ cS' for every ' 2 S n SC. Because the Q-theory of Q is recursive,
the desired conclusion follows.

The construction given below will show that certain infinitary sentences forced by
the empty condition may be satisfied in recursive dimension groups. An important
ingredient in the construction is the next lemma.

Lemma 7.3 Suppose that ; forces^
i2N

8xi

_
j 2N

9yij'ij .xi ; yij /;

where each 'ij .xi ; yij / is a quantifier-free first-order formula in the mi variables
xi and the nij variables yij . Let s W N2 ! N send pairs .i; j / 2 N2 to formulas
8xi 9yij'ij .xi ; yij /. There are functions f , g, and h, recursive in s, that send any
condition p, natural number i , and mi -tuple d of closed QW -terms to a condition
f .p; i; d/ � q, a natural number g.p; i; d/, and an nig.p;i;d/-tuple h.p; i; d/ of
closed QW -terms such that

TQ
[ f .p; i; d/ ˆ 'ig.p;i;d/

�
d; h.p; i; d/

�
:
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Proof Theorems 3.4.4 and 2.3.4(f) of [7] imply that some q � p forces some
9yij'ij .d ; yij /. Thus TQ [ q [ ¹9yij'ij .d ; yij /º has a model (see [7, Theo-
rem 3.4.2]), TQ [ p [ ¹9yij'ij .d ; yij /º has a model, and if ej consists of the
first nij witnesses not in p or d , TQ [ p [ ¹'ij .d ; ej /º has a model. One may
effectively convert each 'ij to a formula

Wrij

kD1
'ijk in disjunctive normal form, and

TQ [ p [ ¹'ij .d ; ej /º has a model just in case some TQ [ p [ ¹'ijk.d ; ej /º has
a model; that is, just in case the extension qjk of p by the conjuncts of 'ijk.d ; ej /

is a condition. One may enumerate all the qjk recursively in s, and Corollary 7.2
allows one effectively to check which of these are conditions. By hypothesis one of
them is a condition, and if qj0k0

is the first of these to be encountered, one may let
f .p; i; d/ D qj0k0

, g.p; i; d/ D j0, and h.p; i; d/ D ej0
.

Now one may build models of infinitary sentences.

Theorem 7.4 If ; forces a sentence .?/ D^
i2N

8xi

_
j 2N

9yij'ij .xi ; yij /

as in Lemma 7.3, then this sentence is true in some e.c. dimension group recursive in
the function s W .i; j / 2 N2 7! 8xi 9yij'ij .xi ; yij /.

Proof There is an axiom .?/0, of the same shape as .?/, whose associated func-
tion is recursive and which axiomatizes the class of e.c. dimension groups (see [14,
Corollary 3.6]). Because TQ is 89, ; forces .?/0 (see [7, Corollary 3.4.3]). So by
conjoining .?/ with .?/0 one reduces the present problem to the following: show that
.?/ has a model recursive in s.

Let a be a recursive enumeration of A, and let .k; l/ 7! dkl be a recursive enu-
meration of all finite sequences of closed QW -terms, where l 7! dkl enumerates the
k-tuples of such terms. When ' 2 A, let �' be :', if ' is atomic, and  if ' is
: . The following discussion will describe a function i 2 N 7! S .i/, recursive in
s, such that each S .i/ is a condition and each S .i/ � S .iC1/;

S
i2N S

.i/ will be the
diagram of the model under construction.

Let S .0/ D ;.
Given the condition S .i/, let

S .i/0
D

´
S .i/ [ ¹a.i/º if this set is a condition;
S .i/ [ ¹�a.i/º otherwise.

Applying Lemma 7.3 to the tuples dmk l with k; l � i , one obtains a condition
S .iC1/ � S .i/0, integers jkl with k; l � i , and tuples ekl of closed QW -terms such
that

TQ
[ S .iC1/

ˆ

^
k;l�i

'kjkl
.dmk l ; ekl /:

Letting S .!/ D
S

i2N S
.i/, one sees that S .!/ is recursively enumerable in s.

Since i 2 N 7! S .i/ is a nondecreasing sequence of conditions, TQ [ S .!/ is
consistent; since a.i/ or �a.i/ belongs to S .iC1/, every atomic QW -sentence or its
negation belongs to S .!/. Thus S .!/, the diagram of a Q-substructure M of a model
N of TQ, is recursive in s. The structure M also satisfies .?/: for if k 2 N and r is
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an mk-tuple of closed QW -terms, then r D dmk l for some l , and if i D max¹k; lº,
then there are an integer jkl and a tuple ekl of closed QW -terms with

TQ
[ S .iC1/

ˆ 'kjkl
.dmk l ; ekl /:

Since N ˆ TQ [S .iC1/, N ˆ 'kjkl
.r; ekl /, and so M ˆ 'kjkl

.r; ekl / because the
sentence is quantifier-free. The desired conclusion follows because every element of
M is named by a closed QW -term.

The results of [14, Section 6] and of Sections 2 and 3 above show that there is a
sentence .?/, forced by ;, whose function s is recursive and which is true just in
e.c. dimension groups that are simple, that obey

8z > 08x
�
8w 2 Q � z.x − w/ ! x 2 Q � z

�
and

8x > 08y8z 2 Q � x
��
y < z ! 9w 2 Q � x.y < w < z/

�
^

�
z < y ! 9w 2 Q � x.z < w < y/

�
^

�
y j z ! 9v;w 2 Q � x.v < z < w ^ y j v;w/

��
;

that admit no proper self-embeddings, and whose automorphism groups consist of
multiplications by positive rationals. Thus some recursive e.c. dimension group en-
joys all these properties. Though they occur in all f.g. dimension groups, no such
group is arithmetic; so these properties fail to distinguish between f.g. and suit-
able recursive e.c. dimension groups. By contrast, [12, Section 2] and [4, Theo-
rem 1.8] show that the f.g. abelian l-groups are the e.c. abelian l-groups that satisfy
a particular first-order sentence: a sentence equivalent, in e.c. abelian l-groups, to
a ¹C;�;^;_; 0º-sentence of the form .?/. Only the results of Section 5 begin to
distinguish f.g. from recursive e.c. dimension groups by revealing features of f.g. di-
mension groups incompatible with an arithmetic diagram.

Note finally that the class of f.g. dimension groups is the class of models of a
sentence ^

i2N

8xi

_
j 2N

9yij'ij .xi ; yij /

as in Lemma 7.3 (see [7, Exercises 4.3.3–4.3.4]); so Theorem 7.4 and Corollary 5.6
imply that every such sentence produces a nonarithmetic .i; j / 7! 8xi 9yij'ij .xi ;

yij /. By following the hints in [7, Exercises 4.3.3–4.3.4], one may obtain a sen-
tence whose function .i; j / 7! 8xi 9yij'ij .xi ; yij / is recursive in the relation
“p forces  ,” which one may show is recursive in first-order arithmetic. So one may
establish the next result.

Corollary 7.5 There is an f.g. dimension group recursive in first-order arithmetic.

Proof Let 
HW be the finite-forcing relation used in [6]. Lemma A.1 of the Ap-
pendix says that for all conditions p and first-order QW -sentences  with connec-
tives and quantifiers among ^;_;:, and 9,

p forces  iff p 
HW :: :

So if 
HW is recursive in first-order arithmetic, the desired conclusion follows.
Relying on the recursive encoding of the syntax of QW , one may define a recur-

sive sequence ¹'1
n.x; y/ºn�0, of formulas of first-order arithmetic, such that '1

n.x; y/

defines the set of pairs .ppq; �/, where ppq is the Gödel number of a condition p,
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� is (the Gödel number of) a QW -sentence of complexity at most n, and p 
HW � .
If such a sequence exists, 
HW will be recursive in first-order arithmetic. Because
¹.ppq; �/ W p is a condition and � is an atomic QW -sentence and � 2 pº is recur-
sive, a suitable '1

1.x; y/ exists; and if '1
n.x; y/ is available, one may let '1

nC1.x; y/

be a rendition of�
“y is a QW -sentence of complexity � n” ^ '1

n.x; y/
�

_
�
“y is a QW -sentence of complexity nC 1”

^
®�

“y is a disjunction � _ 
” ^
�
'1

n.x; �/ _ '1
n.x; 
/

��
_

�
“y is a conjunction � ^ 
” ^

�
'1

n.x; �/ ^ '1
n.x; 
/

��
_

�
“y is an existential quantification 9x .x/”

^ 9t
�
t is a closed instance of y ^ '1

n.x; t/
��

_
�
“y is a negation :�”

^ 8z
�
z is a code of a condition extending x ! :'1

n.z; �/
��¯�

:

The proof of Corollary 7.5 suggests a more straightforward method of producing an
f.g. dimension group recursive in first-order arithmetic. Namely, if ¹�nºn2N is a re-
cursive enumeration of all QW -sentences, define the sequence ¹pnºn2N of conditions
as follows: p0 D ;; given pn, let pnC1 be the least condition—in a fixed recursive
enumeration of the conditions—that extends pn and bears 
HW to �n or to :�n.
Since 
HW is recursive in first-order arithmetic, so is the sequence ¹pnºn2N, whose
union will be the diagram of an f.g. dimension group. The next section will show
that one may emulate this procedure to produce an i.g. dimension group recursive in
second-order arithmetic if one treats i.g. dimension groups in terms of a notion of
forcing with countable conditions. Of course, one will need a method of extending
a given condition to a new one that forces �n or :�n, and the most easily described
guarantee of such a method would assume that the power set of the natural numbers
has an analytical well-ordering.

8 Hyperarithmetic Approximation to i.g. Dimension Groups

By establishing an analogue of Theorem 7.4 for i.g. dimension groups, this section
will show that they are not characterized by the previously isolated properties of
such groups: properties that may be realized in a single e.c. dimension group whose
recursion-theoretic complexity is too low. The form of Theorem 7.4 and the last
argument of Section 7 suggest that one develop i.g. structures in terms of a notion of
forcing recursive in second-order arithmetic. I.g. structures were originally defined
in terms of a notion of forcing with structures as conditions (see, e.g., [6, Chapter 3]).
Because these structures may have arbitrary cardinality, this notion of forcing does
not directly meet present requirements; but by restricting attention to conditions that
are diagrams of countable structures one obtains a notion of forcing, instances of
which may be defined in second-order arithmetic. In terms of this notion one can
prove versions of Lemma 7.3 and Theorem 7.4 and show also that if the power set of
the natural numbers has an analytical well-ordering, then there is an i.g. dimension
group recursive in second-order arithmetic.

To define the forcing, with countable conditions, exploited below, let .r; s/ 2

N2 7! cr;s be a bijection of N2 onto the set W of witnesses, and call cr;s a witness
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of level r . If F � N is finite, let
QF D Q [ ¹cr;s W r 2 F and s 2 Nº:

An F -condition is the QF -diagram of a model of TQ
8

; so S is an F -condition just
in case S consists of closed literals of QF , ' 2 S or .:'/ 2 S for every atomic
sentence ' of QF , and every finite subset of S is a condition in the sense of finite
forcing. A condition is a set that is an F -condition for some finite F � N, and the
set of conditions is partially ordered by set-theoretic inclusion. So O, the unique
;-condition, is the least condition in this partial ordering. When S is a condition, let
L.S/ be the unique finite F � N for which S is an F -condition.

Much as in [7, Section 2.3], a sequence S D ¹Si ºi2N of conditions with each
Si � SiC1 is called a construction sequence.

S
S D

S
i2N Si will be the diagram of

a Q-structure AC.S/, called the compiled structure. If X is an infinite and coinfinite
subset of Nn¹0º and P is a property of sets

S
S , one may define a two-person game

G.P;X/ with players 8 and 9. They take turns building a construction sequence
S D ¹Si ºi2N—9 (8) picking Si when i 2 X (i 2 N n X )—and 9 (8) wins the play
S of the game just in case

S
S has property P . If R is a condition, R is said to force

P just in case 9 has a strategy that will win G.P;X/ from any position .S0; : : : ; Sk/

with R � Sk . When ' is a sentence of .QW /!1! and R is a condition, R is said to
force ' just in case R forces the property AC.S/ ˆ ' of

S
S .

These definitions do not quite agree with the definitions of [7, Chapter 2]; for ex-
ample, the adjunction to a condition of a single closed literal, even if consistent with
TQ

8
, need not be a condition. But as the Appendix shows, many results analogous to

those of finite forcing continue to hold, including the next result.

Theorem 8.1 Let P be an F -condition, and let  be the .QF /!1!-sentence

8x
_
i2N

9yi

^
j 2N

'ij .x; yi /;

where each 'ij .x; yi / is a quantifier-free first-order formula; then P forces  just in
case for all closed terms c and all conditions Q � P there are i 2 N and witnesses
wi for which TQ

8
[Q [ ¹'ij .c; wi / W j 2 Nº is satisfiable.

In familiar fashion one may give a uniformly primitive-recursive treatment of the
syntax of the languages QW and QF . In what follows, first-order formulas will be
viewed as their Gödel numbers. When F � N is finite, pF q is the Gödel number of
F : a number from which membership in F , and the number of elements of F , may
be recursively determined. When d is a finite tuple of closed QW -terms, pdq will
be its Gödel number.

Ordering the closed literals of QW by increasing Gödel number, one obtains an
induced ordering of the set of all closed literals from QF . One may use this ordering
to define, recursively in pF q, a binary branching tree of finite sequences of closed
literals of QF . If the closed literals of QF are ordered as '0 < '1 < '2 < � � � , nodes
at the nth level of the tree are finite sequences h 0; : : : ;  ni, where each  i D ˙'i

(notation as in Section 7); and the immediate descendants of this node in the tree are
the sequences h 0; : : : ;  n; 'nC1i and h 0; : : : ;  n;�'nC1i, where the first is con-
sidered to be to the left of the second and to the left of any node h�0; : : : ; �n; �nC1i

with h 0; : : : ;  ni to the left of h�0; : : : ; �ni. These trees, and the associated order-
ings of levels, may all be defined recursively in pF q.
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A set A of closed literals of QF is an F -condition just in case every finite sub-
set of A is consistent with TQ

8
and for every closed literal ' of QF , ' 2 A or

�' 2 A. Since consistency with TQ
8

of a given finite set of quantifier-free sen-
tences of QW may be checked recursively (see Corollary 7.2), there is a…0

1-formula
C.X; y/ that defines the set of pairs .A; pF q/, where A is an F -condition.10 Ev-
ery F -condition A determines a unique path in the tree of QF -literals: the path
;; h 0i; h 0;  1i; : : : , where  i is 'i (�'i ) just in case 'i (�'i ) belongs to A. If
B is a set of quantifier-free sentences of QF that is consistent with TQ

8
, B will be

implied by at least one F -condition. The F -condition A, implying B , whose path is
leftmost in the tree of closed QF -literals may be defined in terms of the nodes on its
path: h 0; : : : ;  ni is such a node just in case TQ

8
[ B [ ¹ 0; : : : ;  nº is consistent

but TQ
8

[ B [ ¹�0; : : : ; �nº is inconsistent whenever h�0; : : : ; �ni is to the left of
h 0; : : : ;  ni. When D is a set of quantifier-free sentences of QW , consistency of
TQ

8
[D is …0

1 in D. So there is a †0
3-formula E.X; y; z/ with the following prop-

erty for all B � N: if the set B 0 of quantifier-free sentences of QF in B is consistent
with TQ

8
, E.B; pF q; z/ defines the F -condition A, implying B 0, with leftmost path;

otherwise E.B; pF q; z/ defines ;.
One may now state an analogue of Lemma 7.3.

Lemma 8.2 In the language of second-order arithmetic there are a �0
1-formula

F1.z; w; v; x/, a †0
4-formula F2.X; z; w; Y; t; v; x/, a �0

2-formula G.X; z; w; Y; t;
v; x/, and a �0

2-formula H.X; z; w; Y; t; v; x/ with the following property. Suppose
that S is the graph11 of a function

.i; j; k/ 2 N3
7! 8xi 9yij'ijk.xi ; yij /;

where each 'ijk.xi ; yij / is a quantifier-free first-order Q-formula in themi variables
xi and the nij variables yij ; O forces^

i2N

8xi

_
j 2N

9yij

^
k2N

'ijk.xi ; yij /I

P is an F -condition; i; b 2 N; and d is anmi -tuple of closed QW -terms. Then there
is a unique c 2 N with

F1.pF q; b; pdq; c/I
c D pF 0q for some finite F 0 � N with F [ ¹bº � F 0, and the d s are closed
QF 0 -terms; F2.S; pF q; b; P; i; pdq; x/ defines an F 0-condition B � P ; there is a
unique j 2 N with

G.S; pF q; b; P; i; pdq; j /I
there is a unique l 2 N with

H.S; pF q; b; P; i; pdq; l/I

and l D peq for some nij -tuple e of closed QF 0 -terms with

B ˆ

^
k2N

'ijk.d ; e/:

Proof Since P forces ^
i2N

8xi

_
j 2N

9yij

^
k2N

'ijk.xi ; yij /;
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there are j 2 N and witnesses wij such that

TQ
8 [ P [

®
'ijk.d ; wij / W k 2 N

¯
is finitely satisfiable. If r is the least natural number not in

F [ ¹bº [ the set of levels of witnesses in d;

the next-to-last display is finitely satisfiable just in case

TQ
8 [ P [

®
'ijk.d ; cr;0; : : : ; cr;nij �1/ W k 2 N

¯
is finitely satisfiable. There is a �0

1-formula F0.z; w; t; v; x/ such that for pF q; b; i;
pdq as above, F0.pF q; b; i; pdq; x/ defines r . So since the set of conditions for finite
forcing is recursive (see Corollary 7.2), there is a …0

1-formula K.X; z; w; Y; t; v; x/
such that for all S; pF q; b; P; i; pdq as above, K.S; pF q; b; P; i; pdq; x/ defines
the set of all j 2 N for which the last display is finitely satisfiable. Thus there
is a �0

2-formula G.X; z; w; Y; t; v; x/ such that for all S; pF q; b; P; i; pdq as above,
G.S; pF q; b; P; i; pdq; x/ defines the least j 2 N for which the last display is finitely
satisfiable (and so satisfiable). Let F1.z; w; t; v; x/ be a �0

1-formula such that for
pF q; b; i; pdq as above, F1.pF q; b; i; pdq; x/ defines pF 0q, where

F 0
D F [ ¹bº [ the set of levels of witnesses in d [ ¹rº:

With the help of G and F1 one may write down a �0
2-formula H.X; z; w; Y; t; v; x/

such that for all S; pF q; b; P; i; pdq as above H.S; pF q; b; P; i; pdq; x/ defines the
unique l of the form p.cr;0; : : : ; cr;nij �1/q, where r is the unique element of

F 0
n

�
F [ ¹bº [ the set of levels of witnesses in d

�
and G.S; pF q; b; P; i; pdq; j /. There is a †0

1-formula U.X; Y; t1; t2; t3; v; x/ such
that for all S;P; i; j; r; pdq as above, U.S; P; i; j; r; pdq; x/ defines P [ ¹'ijk.d ;

cr;0; : : : ; cr;nij �1/ W k 2 Nº. In the formula E.X; y; x/ described before the state-
ment of Lemma 8.2, replace all subformulas w 2 X by U.X; Y; t1; t2; t3; v; w/ to
obtain the formula E 0.X; Y; t1; t2; t3; v; y; x/. For S;P; i; j; r; pdq; F 0 as above,
E 0.S; P; i; j; r; pdq; pF 0q; z/ defines the F 0-condition, implying P [ ¹'ijk.e; cr;0;

: : : ; cr;nij �1/ W k 2 Nº, with leftmost path (if TQ
8

[P [¹'ijk.d ; cr;0; : : : ; cr;nij �1/ W

k 2 Nº is consistent; otherwise ; is defined). Because E is †0
3 and U is †0

1, E 0 will
be †0

4. Finally, let F2.X; z; w; Y; t; v; x/ be

9t29t39y
�
G.X; z; Y; t; v; t2/ ^ F0.X; z; w; Y; t; v; t3/

^ F1.X; z; w; Y; t; v; y/ ^E 0.X; Y; t; t2; t3; v; y; x/
�
:

Since G is �0
2, F0 and F1 are �0

1, and E 0 is †0
4, F2 is †0

4.

A version of Theorem 7.4 goes as follows.

Theorem 8.3 If O forces a sentence^
i2N

8xi

_
j 2N

9yij

^
k2N

'ijk.xi ; yij /

as in Lemma 8.2, then this sentence is true in some model of TQ
8

-hyperarithmetic in
the function S W .i; j; k/ 2 N3 7! 8xi 9yij'ijk.xi ; yij /.
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Proof Much as in the proof of Theorem 7.4, one defines an S -recursive sequence
of arithmetical definitions of conditions S0 � S1 � � � � that imply larger and larger
pieces of the infinitary sentence. Let .k; l/ 7! dkl be as in the proof of Theorem 7.4,
let a W N ! N be a recursive surjection such that a�1¹iº is infinite for every i 2 N,
and let b W N ! N be the recursive function with

b.i/ D
ˇ̌®
k < i W a.k/ D a.i/

¯ˇ̌
for all i 2 N. Using the formula F1.z; w; v; x/ from Lemma 8.2, one may define an
S -recursive function c W N ! N such that

F1

�
p;q; 0; pdma.0/b.0/q; c.0/

�
and

F1

�
c.i/; i; pdma.iC1/b.iC1/q; c.i C 1/

�
for all i 2 N; each c.i/ will be pFi q, where L.S i / D Fi . One may now define
an S -recursive sequence ¹'i .X; Y; z/ºi2N, of formulas of second-order arithmetic,
with the idea that 'i .S;O; z/ will define S i : '0.X; Y; z/ is F2.X; p;q; 0; Y; a.0/;
pdma.0/b.0/q; z/, and for every i 2 N, 'iC1.X; Y; z/ is

F2

�
X; c.i/; i; 'i .X; Y; __/; a.i C 1/; pdma.iC1/b.iC1/q; z

�
;

the result of replacing every occurrence of

__ 2 Y

in F2.X; c.i/; i; Y; a.i C 1/; pdma.iC1/b.iC1/q; z/, by

'i .X; Y; __/:

Since F2 is †0
4, one may show by induction that 'i .X; Y; z/ is �0

5.iC1/
. Because

every condition forces the infinitary sentence displayed in the statement of the theo-
rem, one may show by induction that for every i , 'i .S;O; z/ defines an Fi -condition
S i � S iC1 with pFi q D c.i/, that i 2 Fi � FiC1 always, and that for each i there
are j 2 N and an na.i/j -tuple e of witnesses from QFi

with

S i
ˆ

^
k2N

'a.i/jk.dma.i/b.i/; e/:

So S! D
S

i2N S
i will be the QW -diagram of a QW -structure M ˆ TQ

8
. If i 0 2 N

and d is an mi 0 -tuple of closed QW -terms, d D dma.i/b.i/ for some i 2 N, and so
the last display provides a j 2 N with

S i
ˆ 9yij

^
k2N

'i 0jk.d ; yij /I

because S i � S! , 9yij

V
k2N 'i 0jk.d ; yij / is true in M. Thus it satisfies the given

infinitary sentence. As for the complexity of S! , note that there is a second-order
formula  .T;U /, without set quantifiers, such that  .T; S/ is satisfied only by
¹2i3j W j 2 S i º: for ¹0º � S0 may be defined with the help of '0.S;O; x/, and
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each S iC1 is obtained from S i just with the help of F2 and numerical parameters
S -recursive in i . So

S
i2N¹iº � S i is �1

1.S/—that is, hyperarithmetical in S—as is
S! , since for closed literals  from Q¹0;:::;iº,

 2 S! iff  2 S i :

To apply Theorem 8.3, one may show that O forces infinitary sentences, of the kind
mentioned in Theorem 8.3, that imply special properties of i.g. dimension groups;
for example, being e.c., having no order unit, and having proper self-embeddings
as well as automorphisms that are not multiplications by rationals. Corollary 3.6 of
[14] implies that the e.c. dimension groups are those models of TQ

8
that satisfy the

universal closures of all formulas of the following kinds:
(1) 9z.x; y < z/

(2) x; y < z; v ! 9w.x; y < w < z; v/

(3)
V

m2Nnn¹0º 0 —
P

i miai ! 9y.
V

i ai < y ^ 0 – y/

(4)
V

s 9y.
V

i ai < y ^
V

j y < bj ^ y j ws/ ! 9y.
V

i ai < y ^V
j y < bj ^

V
s y j ws/

(5)
V

s 9y.' ^ ys j 0/ ! 9y.' ^
V

s ys j 0/ (where ' is a conjunction of
inequalities in the distinct variables y D .ys/s2S and x D .xt /t2T )

(6)
V

i ai < 0 ^
V

j 0 < bj ! 9y.
V

i ai < y ^
V

j y < bj ^ y j 0/.
Each of these sentences is forced by O. Consider, for example,  D

8a1 : : :8an

�� ^
m2Nnn¹0º

0 —

X
i

miai

�
! 9y

�^
i

ai < y ^ 0 – y
��
:

By Theorem 8.1, O will force  if for distinct witnesses c1; : : : ; cn and any con-
dition P for which TQ

8
[ P [ ¹

V
m2Nnn¹0º 0 —

P
i mici º is satisfiable, there is a

witness w for which TQ
8

[ P [ ¹
V

m2Nnn¹0º 0 —
P

i mici ;
V

i ci < w ^ 0 – wº is
satisfiable. This claim holds because every dimension group may be embedded in an
e.c. dimension group. One shows in similar fashion that O forces all the axioms for
e.c. dimension groups.

Consider now the sentence

8x
�
x > 0 ! 9y

^
n>0

:.�nx � y � nx/
�
:

Theorem 8.1 says that O forces this sentence just in case for any witness c and any
condition P for which TQ

8
[P [¹c > 0º is satisfiable, there is a witnessw for which

TQ
8

[P [¹c > 0º[¹:.�nc � w � nc/ W n > 0º is satisfiable; but this claim holds
because any dimension group may be embedded in an !-e.s. dimension group. Thus
O forces the displayed sentence.

Because the set of .QF /!1!-sentences forced by the F -condition P is closed
under countable conjunction (see the Appendix), similar arguments handle sentences
that guarantee the conclusions of Corollaries 4.4 and 4.9. For each positive integer
k, let �k.x1; : : : ; xk ; y1; : : : ; yk/ be the formula^

q2Qk

h�X
i

qixi < 0 $

X
i

qiyi < 0
�

^

�X
i

qixi D 0 $

X
i

qiyi D 0
�i

I
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then the sentence relevant to Corollary 4.4 could be

8x1

�
x1 ¤ 0 ! 9y1

�
�1.x1; y1/ ^

^
0<q2Q

y1 ¤ qx1

��
^

^
k�1

8x1 : : :8xk8xkC18y1 : : :8yk

�
�k.x; y/

! 9ykC1�kC1.x; xkC1; y; ykC1/
�

^

^
k�1

8x1 : : :8xk8y1 : : :8yk8ykC1

�
�k.x; y/

! 9xkC1�kC1.x; xkC1; y; ykC1/
�
:

For each positive integer k, let  k.y1; : : : ; yk ; z/ be the formula^
q2Qk ;r2Q

�X
i

qiyi D rz ! rz D 0
�
I

then the sentence relevant to Corollary 4.9 could be

8z8x19y1

�
�1.x1; y1/ ^  1.y1; z/

�
^

^
k�1

8z8x1 : : :8xk8xkC18y1 : : :8yk

�
�k.x; y/ ^  k.y; z/

! 9ykC1

�
�kC1.x; xkC1; y; ykC1/ ^  kC1.y; ykC1; z/

��
^

^
k�1

8z8x1 : : :8xk8y1 : : :8yk8ykC1

�
�k.x; y/ ^  kC1.y; ykC1; z/

! 9xkC1�kC1.x; xkC1; y; ykC1/
�
:

Given the form of the particular infinitary sentences examined so far, one con-
cludes that their conjunction is logically equivalent to a sentence^

i2N

8xi

_
j 2N

9yij

^
k2N

'ijk.xi ; yij /;

of the kind subject to Theorem 8.3, that is forced by O and whose function
.i; j; k/ 2 N3 7! 8xi 9yij'ijk.xi ; yij / is recursive. So Theorem 8.3 implies
the next result.

Corollary 8.4 There is a hyperarithmetic e.c. dimension group G , without an
order unit, in which every a ¤ 0 is automorphic to some element of G n ¹qa W

0 < q 2 Qº and fails to belong to the image of some self-embedding of G .

Because no i.g. dimension group is analytical (see Corollary 6.5), the algebraic prop-
erties, discovered so far, that seem peculiar to i.g. dimension groups do not charac-
terize them. When treating an analogous result for f.g. dimension groups, Section 7
pointed out that the class of f.g. dimension groups is axiomatized by a sentence of
the kind subject to Theorem 7.4, and that analysis of the complexity of this sentence
allowed one to find an f.g. dimension group recursive in first-order arithmetic. No
similar strategy will reveal an i.g. dimension group recursive in second-order arith-
metic because of the following result.

Lemma 8.5 No sentence of Q!1! axiomatizes the class of i.g. dimension groups.
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Proof Suppose that the sentence ' of Q!1! does axiomatize the class of i.g. di-
mension groups. If c is a new constant symbol, the sentence ' ^ 0 < c axiomatizes
the class of i.g. dimension groups with distinguished positive element. This class of
structures is the same as the class of infinitely generic models of TQ [¹0 < cº D T 0.

Section 5 provides a first-order Q [ ¹cº-formula N.x/ D

x 2 N � c

with NM D N � cM for all e.c. dimension groups M with 0 < cM.
Section 6 provides a first-order Q [ ¹cº-formula S.x; y/ D

�.c; y; x/

with the following property: if M is an e.c. dimension group with 0 < cM,
X � N � cM, and N � M is an !-e.s. dimension group, then there is e 2 N with

X D
®
d 2 N � cM

W N ˆ S.d; e/
¯
:

If �.y; z; w/ is an unnested formula, in the language of first-order arithmetic, that
defines ¹.a; b; 2a3b/ W a; b 2 Nº and does not contain the variable x, Lemma 6.3
implies that in any e.c. dimension group M with 0 < cM, �.c/.y; z; w/ defines®

.acM; bcM; 2a3bcM/ W a; b 2 N
¯
:

Let R.x0; y; z/ be the .Q [ ¹cº/-formula .9w.�.x0; y; w/ ^ w 2 Z//.c/; that is,
9w 2 N � c.�.c/.x0; y; w/ ^ �.c; z; w//. If M ˆ ' ^ 0 < c, ƒ is a linear order-
ing of N � cM, and N � M is an !-e.s. dimension group, then there is e 2 N

with
ƒ D

®
.a; b/ 2 .N � cM/2 W N ˆ R.a; b; e/

¯
:

Because the formulas N;R; S have these properties, [9, Theorem 1] implies that
no sentence of .Q [ ¹cº/!1! axiomatizes the class of i.g. models of T 0, and one
reaches a contradiction.

But a slight modification of Lemma 8.5 yields more positive conclusions. First, one
may state the modification.

Lemma 8.6 There is no sentence of Q!1! whose countable models are exactly
the countable i.g. dimension groups.

Proof Suppose otherwise, and let ' be such a sentence. If c is a new constant
symbol, the countable models of ' ^ 0 < c are the countable i.g. models of the
theory T 0 D TQ [ ¹0 < cº. Let N , R, and S be the formulas from the proof of
Lemma 8.5.
NM D N � cM for all countable M ˆ ' ^ 0 < c.
If M ˆ ' ^ 0 < c is countable, X � N � cM, and N � M is an !-e.s. dimension

group, then there is e 2 N with

X D
®
d 2 N � cM

W N ˆ S.d; e/
¯
:

If N 0 4 N is countable with M [ ¹eº � N 0, then N 0 is a countable i.g. model of
T 0 and

X D
®
d 2 N � cN 0

W N 0
ˆ S.d; e/

¯
:
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A similar argument shows that if M ˆ ' ^ 0 < c is countable and ƒ is a linear
ordering of N � cM, then there are a countable extension N ˆ ' ^ 0 < c of M and
e 2 N with

ƒ D
®
.a; b/ 2 .N � cM/2 W N ˆ R.a; b; e/

¯
:

Because the formulas N;R; S have these properties, one may follow the steps in
the proof of [9, Theorem 1] without using uncountable models. One thus obtains a
contradiction showing that ' does not exist.

With the help of Lemma 8.6, one reaches the following conclusion.

Theorem 8.7 There is a countable e.c. dimension group G that satisfies T F , is
not i.g., has no order unit, and in which every a ¤ 0 is automorphic to some element
of G n ¹qa W 0 < q 2 Qº and fails to belong to the image of some self-embedding
of G .

Proof The conjunction ' of the sentences in T F with the infinitary sentence ex-
ploited in the proof of Corollary 8.4 is a sentence of Q!1! true in all i.g. dimension
groups; so by Lemma 8.6 there is a countable model G of ' that is not i.g. Since
' ˆ T F, G ˆ T F; since ' implies the axioms for e.c. dimension groups, G is an
e.c. dimension group; and because G is countable, the other infinitary conjuncts of '
give G the remaining special properties mentioned above.

This structure cannot be hyperarithmetic because a hyperarithmetic structure has a
hyperarithmetic first-order theory.

While Lemma 8.5 rules out the first strategy for proving an i.g. version of Corol-
lary 7.5, the second strategy is still available. I.g. structures were originally defined
to be Q-structures M in which

M jˆ ' or M jˆ :' for all QM -sentences '

with connectives and quantifiers among ^;_;:, and 9. The definition of jˆ, a rela-
tion between Q-structures M ˆ TQ

8
and QM -sentences ' as above, went as follows

(see [6, p. 56]). When ' is atomic,

M jˆ ' iff M ˆ 'I

M jˆ � _ 
 iff M jˆ � or M jˆ 
 I

M jˆ � ^ 
 iff M jˆ � and M jˆ 
 I

M jˆ 9x .x/ iff for some a 2 M;M jˆ  .a/I

and
M jˆ :� iff for all N � M with N ˆ TQ

8 ;N 6jˆ �:

Because the structures M may be uncountable, one cannot treat jˆ directly in
second-order arithmetic. But an analogous relation jˆ, between F -conditions P
and sentences ' of QF , is much more closely related to second-order arithmetic.
When ' is atomic,

P jˆ ' iff ' 2 P I

P jˆ � _ 
 iff P jˆ � or P jˆ 
 I

P jˆ � ^ 
 iff P jˆ � and P jˆ 
 I

P jˆ 9x .x/ iff there is a closed QF -term t with P jˆ  .t/I
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and
P jˆ :� iff for all conditions Q � P;Q 6jˆ �:

When P is an F -condition, let MP be the Q-reduct of the QF -structure with dia-
gram P . The following result relates these two notions of forcing.

Lemma 8.8 If '.x1; : : : ; xn/ is a Q-formula, t1; : : : ; tn are closed QF -terms, and
t
MP

i D ai for i D 1; : : : ; n, then

P jˆ '. t / iff MP jˆ '.a/:

Proof The argument goes by induction on the complexity of '.x/, and the only
case demanding discussion is the induction step for :.

Suppose that MP jˆ :'.a/ and that R is a condition extending P ; then
MR � MP , and so by hypothesis MR 6jˆ '.a/ and by induction hypothesis
R 6jˆ '. t /. Thus P jˆ :'. t / if MP jˆ :'.a/.

Assume now that P jˆ :'. t /. If MP 6jˆ :'.a/, then there is a model N � M

of TQ
8

with N jˆ '.a/. The Löwenheim–Skolem theorem provides an at most
countable K 4 N with MP [ ¹a1; : : : ; anº � K, and by Robinson’s reduction
theorem (see [6, Theorem 3.13])

K jˆ '.a/:

Since K � MP is at most countable, one may view K as MQ for some condition
Q � P , and by induction hypothesis Q jˆ '. t /, though P jˆ :'. t /. This
contradiction shows that MP jˆ :'.a/ if P jˆ :'. t /.

One may now sketch the proof of the following result.

Lemma 8.9 There is a recursive sequence ¹'2
n.X; y/ºn�0, of formulas of second-

order arithmetic, with the following property: when P is an F -condition, '2
n.P; y/

defines the set of all QF -sentences ', of complexity at most n, with P jˆ '.

Proof If C.X; y/ is the…0
1-formula defining the set of all pairs .A; pF q/ such that

A is an F -condition, then 9yC.X; y/ (D C 0.X/) defines the set of all conditions.
One may let '2

0.X; y/ be a translation of

C 0.X/ ^ y 2 X ^ “y is an atomic QW -sentence.”

Given '2
n.X; y/, one may let '2

nC1.X; y/ be a translation of�
“y is a QW -sentence of complexity � n” ^ '2

n.X; y/
�

_
�
“y is a QW -sentence of complexity nC 1”

^
®�

“y is a disjunction � _ 
” ^
�
'2

n.X; �/ _ '2
n.X; 
/

��
_

�
“y is a conjunction � ^ 
” ^

�
'2

n.X; �/ ^ '2
n.X; 
/

��
_

�
“y is an existential quantification 9x'.x/”

^ 9t
�
t is a closed instance of y ^ '2

n.X; t/
��

_
�
“y is a negation :�”

^ 8Z
�
X � Z ^ C 0.Z/ ! :'2

n.Z; �/
��¯�

:

These results allow one to prove an analogue of Corollary 7.5.
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Theorem 8.10 Assume that there is an analytical well-ordering of the power set
of the natural numbers;12 then there is an i.g. dimension group recursive in second-
order arithmetic.

Proof Let ¹�nºn2N be a recursive enumeration of all QW -sentences—with �2n

equal to cn;0 D cn;0 always—and let d W N ! N be a recursive function such that
for all n 2 N, d.n/ is an upper bound on the complexity of �0; : : : ; �n. Let X � Y

be a formula, of second-order arithmetic, defining a well-ordering of the power set
of the natural numbers. There is a recursive sequence ¹ın.x/ºn2N, of formulas of
second-order arithmetic, that defines an increasing chain of conditions Sn, where

Sn
jˆ �n or Sn

jˆ :�n always;

and at each stage one chooses the least condition that does the job. Thus ı0.x/ may
be

8V
�®�
'2

d.0/.V; �0/ _ '2
d.0/.V;:�0/

�
^ 8V 0

��
'2

d.0/.V
0; �0/ _ '2

d.0/.V
0;:�0/

�
! V 4 V 0

�¯
! x 2 V

�
and ınC1.x/ may be

8V
�®�
'2

d.nC1/.V; �nC1/ _ '2
d.nC1/.V;:�nC1/

�
^ 8x

�
ın.x/ ! x 2 V

�
^ 8V 0

��
'2

d.nC1/.V
0; �nC1/ _ '2

d.nC1/.V
0;:�nC1/

�
^ 8x

�
ın.x/ ! x 2 V 0

�
! V 4 V 0

�¯
! x 2 V

�
:

Because �2n is cn;0 D cn;0 for all n 2 N, S2n is always an F -condition for some
F � ¹0; : : : ; nº, and S! D

S
n S

n is the diagram of a Q-structure M ˆ TQ
8

. Also,
a literal � of Q¹0;:::;nº belongs to S! just in case � belongs to S2n; that is, just in case
ı2n.�/ is true in second-order arithmetic. Thus S! is recursive in second-order arith-
metic. Suppose that  .x1; : : : ; xn/ is a Q-formula and that a1; : : : ; an 2 M . There
are closed QW -terms t1; : : : ; tn with ai D tMi for i D 1; : : : ; n, and  .t1; : : : ; tn/ is
�n for some n 2 N. If Sn jˆ �n, then by Lemma 8.8

MSn jˆ  .a/;

and so M jˆ  .a/ since MSn � M; a similar argument shows that M jˆ : .a/ if
Sn jˆ :�n. Thus

M jˆ 
 or M jˆ :
 for all QM -sentences 


and M is i.g.

9 Some Open Questions

Are there mathematically natural characterizations of the generic dimension groups?
All one can say now is that the currently known special algebraic properties of these
groups are too weak because they may be expressed in the forms handled by Theo-
rems 7.4, 8.3, and 8.7.

Do the numbers ˛ < ˇ provide isomorphism invariants for f.g. dimension groups?
Suppose that D and D 0 are f.g. dimension groups, a 2 D and a0 2 D0 are positive,
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and ®
.˛; ˇ/ 2 R2

W 9b 2 D n Q � a8t 2 Q�
.t < ˛ iff ta < b/ and .˛ < t < ˇ iff ta j b/ and .ˇ < t iff b < ta/

�¯
equals®

.˛; ˇ/ 2 R2
W 9b0

2 D0
n Q � a0

8t 2 Q�
.t < ˛ iff ta0 < b0/ and .˛ < t < ˇ iff ta0

j b0/ and .ˇ < t iff b0 < ta0/
�¯
:

Is .D ; a/ Š .D 0; a0/?
May one explain the existence of uncountable f.g. dimension groups (see [14,

Theorem 6.28]) by a joint-embedding property for f.g. dimension groups? A posi-
tive answer to this question could yield a positive answer to the question about the
numbers ˛ < ˇ; for suppose that the groups .D ; a/ and .D 0; a0/ of the last paragraph
may be embedded into .G ; h/, where G is f.g. and .D ; a/, .D 0; a0/, and .G ; h/ are
.Q [ ¹uº/-structures with u a new constant symbol. If f W .D ; a/ ! .G ; h/ and
f 0 W .D 0; a0/ ! .G ; h/ are Q [ ¹uº-embeddings, Theorem 2.3 may be applied to
x D h to show that ran.f / D ran.f 0/: so .D ; a/ Š .D 0; a0/ via .f 0/�1 ı f .

Is there a recursive e.c. dimension group G , with no order unit, in which every
a ¤ 0 is automorphic to some b 2 G n ¹qa W 0 < q 2 Qº and fails to belong to the
image of some self-embedding of G ?

If U � T f and ; forces ^
i2N

8xi

_
j 2N

9yij'ij .xi ; yij /

(a sentence as in Lemma 7.3), is there a Q-structure, satisfying this infini-
tary sentence and the sentences in U , that is recursive in the join of U with
.i; j / 7! 8xi 9 yij'ij .xi ; yij /? If U � T F and O forces^

i2N

8xi

_
j 2N

9yij

^
k2N

'ijk.xi ; yij /

(a sentence as in Lemma 8.2), is there a Q-structure, satisfying this infinitary
sentence and the sentences in U , that is hyperarithmetic in the join of U with
.i; j; k/ 2 N3 7! 8xi 9yij'ijk.xi ; yij /?

Does the machinery behind Theorems 7.4 and 8.3 produce generic abelian
l-groups with interesting properties? This machinery relies on no properties of
TQ that are not shared by the first-order theory of divisible abelian l-groups in the
language ¹C;�;^;_; 0º [ ¹q� W q 2 Qº.

Finally, does ZFC imply the existence of an i.g. dimension group recursive in
second-order arithmetic?

Appendix

This Appendix establishes relations, between different notions of model-theoretic
forcing, exploited in the arguments of earlier sections.

Hirschfeld and Wheeler define a relation

p 
HW ';
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between conditions p (for finite forcing relative to TQ) and QW -sentences with con-
nectives and quantifiers among ^;_;:, and 9 (see [6, p. 87]), while Hodges defines
a relation

p forces '
between conditions p and QW -sentences ' (see [7, Section 3.4]). As in [6, p. 89],
write

p 
�
HW '

for
p 
HW ::':

Lemma A.1 For QW -sentences ' with connectives and quantifiers among
^;_;:, and 9,

p 
�
HW ' iff p forces ':

Proof The argument goes by induction on the complexity of '.
If ' is atomic, then by [6, Proposition 5.7]

p 
�
HW ' iff TQ

[ p ˆ ::'

iff TQ
[ p ˆ ';

and so
p 
�

HW ' iff p forces '
by [7, Theorem 3.4.2].

Assume that the QW -sentences ' and  obey the result. By [6, Proposition 5.5],

p 
�
HW ' ^  iff p 
�

HW ' and p 
�
HW  

iff p forces ' and p forces  (by induction hypothesis)
iff p forces ' ^  ([7, Theorem 2.3.4(d)]).

Also,

p 
�
HW ' _  iff p 
�

HW ::.' _  /

iff for every condition q � p there is a condition r � q

with r 
HW ' or r 
HW  

) for every condition q � p there is a condition r � q

with r 
�
HW ' or r 
�

HW  ([6, Lemma 5.4(iii)])
) for every condition q � p there is a condition r � q

that forces ' or forces  (induction hypothesis)
) for every condition q � p there is a condition r � q

that forces ' _  ([7, Theorem 2.3.4(b)])
) p forces ' _  ([7, Exercise 3.4.1(a)])

and

p 6
�
HW ' _  

iff p 6
�
HW .::'/ _ .:: / ([6, Proposition 5.5])

iff there is a condition q � p such that for all conditions r � q;

r 6
HW .::'/ _ .:: /
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iff there is a condition q � p such that for all conditions r � q;

r 6
HW ::' and r 6
HW :: 

iff there is a condition q � p such that for all conditions r � q;

r 6
�
HW ' and r 6
�

HW  

iff there is a condition q � p such that for all conditions r � q;

r forces neither ' nor  (induction hypothesis)
iff there is a condition q � p forcing both :' and : 

([7, Theorem 2.3.4(f)])
) p does not force ' _  :

And by the definition of 
�
HW,

p 
�
HW :' iff for all conditions q � p; q 6
HW ::'

iff for all conditions q � p; q 6
�
HW '

iff for all conditions q � p; q does not force p
(induction hypothesis)

iff p forces :' ([7, Theorem 2.3.4(f)]).

Suppose finally that '.x/ is a QW -formula, whose connectives and quantifiers are
among ^;_;:, and 9, such that every closed instance of '.x/ obeys the result; then

p 
�
HW 9x'.x/ iff for every condition q � p there is a condition r � q

with r 
HW 9x'.x/

iff for every condition q � p there are a condition r � q

and a closed QW -term t with r 
HW '.t/

) for every condition q � p there are a condition r � q

and a closed QW -term t with r 
�
HW '.t/

([6, Lemma 5.4(iii)])
) for every condition q � p there are a condition r � q

and a closed QW -term t with r forcing '.t/
(induction hypothesis)

) for every condition q � p there are a condition s � q

and a witness c with s forcing '.c/.let c be a witness
not in r; t; or '.t/ and let s D r [ ¹t D cº/

) p forces 9x'.x/ ([7, Theorem 3.4.1(a)]).

Conversely,

p 6
�
HW 9x'.x/ iff p 6
�

HW 9x::'.x/ ([6, Proposition 5.5])
iff there is a condition q � p such that for all conditions

r � q; r 6
HW 9x::'.x/

iff there is a condition q � p such that for all conditions
r � q and closed QW -terms t; r 6
HW ::'.t/
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iff there is a condition q � p such that for all conditions
r � q and closed QW -terms t; r does not force '.t/

(induction hypothesis)
) there is a condition q � p such that for all conditions

r � q and witnesses c; r does not force '.c/
(induction hypothesis)

) p does not force 9x'.x/ ([7, Exercise 3.4.1(a)]).

An immediate corollary runs as follows.

Corollary A.2 The finite-forcing companion of [7] is the same as the finite-forcing
companion of [6].

Proof The finite-forcing companion of [7, p. 77] is the set of Q-sentences forced
by ;, while the finite-forcing companion of [6, p. 89] is the set of Q-sentences ',
whose connectives and quantifiers are among ^;_;:, and 9, such that ; 
�

HW '.
Since when dealing with first-order theories one may assume that all sentences have
connectives and quantifiers among ^;_;:, and 9, the desired conclusion follows
from Lemma A.1.

Turning now from finite forcing to the forcing, with QF -diagrams as conditions,
introduced at the start of Section 8, one may point out properties that this forcing
relation shares with the relations discussed in [7, Sections 2.1, 2.3].

In (1) of [7, p. 19], “p [ ¹t D tº 2 N ” should be replaced by: p [ ¹t D tº is
contained in a condition.

In (2) of [7, p. 19], p [ ¹'.t/º will equal p.
In (1) of [7, p. 27], “p [ ¹t D cº 2 N ” should be replaced by: p [ ¹t D cº is

contained in a condition.
(2) of [7, p. 27] should be replaced by: witnesses from at most finitely many levels

occur in any given condition.
Lemmas 2.3.1–2.3.3 and Theorem 2.3.4 continue to hold, and by the same proofs.

The analogue of Theorem 2.3.4 immediately implies the next result.

Corollary A.3 If  is the .QW /!1!-sentence

8x
_
i2N

9yi'i .x; yi /

and P is a condition, then P forces  just in case for all witnesses c and conditions
Q � P there are i 2 N, witnesses d i , and a condition R � Q that forces 'i .c; d i /.

Quantifier-free sentences are forced under the following circumstances.

Lemma A.4 Suppose that � is a quantifier-free sentence of .QF /!1! and that P
is an F -condition; then

P forces � iff P ˆ �:

Proof The argument goes by induction on the complexity of � , whose connectives
may be restricted to : and countable conjunction.

Suppose that � is atomic. If P ˆ � , then � 2 P because P is an F -condition,
and so P forces � by the analogue of Theorem 2.3.4(c). If P 6ˆ � , then .:�/ 2 P
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because P is an F -condition; so � … Q for all conditions Q � P , P forces :� by
the analogue of Theorem 2.3.4(f), and so P does not force � .

If � is
V

i2N �i , where each �i is a quantifier-free sentence of .QF /!1! that obeys
the result, then � obeys it by the analogue of Theorem 2.3.4(d).

Suppose now that the quantifier-free .QF /!1!-sentence � obeys the result and
one wants to establish it for :� . P forces :� if and only if no condition Q � P

forces � (by the analogue of Theorem 2.3.4(f)), and since � is an L.Q/-sentence
whenever Q � P is a condition, the induction hypothesis implies that

P forces :� iff no condition Q � P implies �:
Since P decides all atomic QF -sentences, P ˆ � or P ˆ :� . If no condition
Q � P implies � , P 6ˆ � and P ˆ :� . If P ˆ :� , then every condition Q � P

implies :� , and since every condition is satisfiable, no condition Q � P implies � .
Thus :� obeys the result if � does.

The last two results combine to yield the following.
Corollary A.5 If  is the .QF /!1!-sentence

8x
_
i2N

9yi'i .x; yi /

—where each 'i is quantifier-free—and P is a condition, then P forces  just in
case for all witnesses c and conditions Q � P there are i 2 N and witnesses d i for
which TQ

8
[Q [ ¹'i .c; d i /º is satisfiable.

Proof Corollary A.3 implies that P forces  just in case for all witnesses c and
conditions Q � P there are i 2 N, witnesses d i , and a condition R � Q that
forces 'i .c; d i /. If the condition R � P forces 'i .c; d i / for some i 2 N and
witnesses c; d i , and S � R is a condition whose language contains the cs and d s,
then S forces 'i .c; d i /, a quantifier-free sentence of QL.S/, and so S ˆ 'i .c; d i /

by Lemma A.4 and TQ
8

[ Q [ ¹'i .c; d i /º is satisfied in the QL.S/-structure with
diagram S . If, conversely, Q � P is a condition and c; d i are witnesses for which
TQ

8
[ Q [ ¹'i .c; d i /º is satisfied in M, then since this theory is countable and

universal, one may assume that M is at most countable and has diagram that is a
G-condition R � Q for some finite G � L.S/ containing the levels of all the c’s
and d ’s. Because 'i .c; d i / is a quantifier-free sentence true in M, R ˆ 'i .c; d i /;
so R forces 'i .c; d i / by Lemma A.4.

Specializing the infinitary sentence still further, one may state the next result.
Corollary A.6 If  is the .QF /!1!-sentence

8x
_
i2N

9yi

^
j 2N

'ij .x; yi /

—where each 'ij is a first-order quantifier-free formula—and P is a condition, then
P forces  just in case for all witnesses c and conditions Q � P there are i 2 N
and witnesses d i for which every finite subset of TQ

8
[Q [ ¹'ij .c; d i / W j 2 Nº is

satisfiable.
Proof By Corollary A.5, P forces  just in case for all witnesses c and conditions
Q � P there are i 2 N and witnesses d i for which TQ

8
[ Q [ ¹

V
j 2N 'ij .c; d i /º

is satisfiable; that is, just in case for all witnesses c and conditions Q � P there are
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i 2 N and witnesses d i for which TQ
8

[ Q [ ¹'ij .c; d i / W j 2 Nº is satisfiable.
Because the 'ij ’s are first-order formulas, the desired conclusion follows.

Notes

1. Any two elements have an upper bound.

2. For any positive integer n, if nx � 0, then x � 0.

3. If x; y � z; v, then there is w with x; y � w � z; v.

4. An order unit is a nonnegative element whose natural-number multiples are cofinal in
the group.

5. These are the constant symbols used in finite, or “Robinson,” forcing with respect to TQ

(see [7, Sections 2.3, 3.4, 4.3]).

6. [6] and [7] rely on different definitions of forcing, but Corollary A.2 of the Appendix
shows that their definitions produce the same finite-forcing companion.

7. The length of c is its domain, viewed as a finite ordinal n D ¹0; : : : ; n � 1º.

8. Though [6, pp. 117–18] does not make exactly the assumptions of this sentence and the
next, some or all of these assumptions apparently are made when [6, pp. 168, 237–39]
translates the language of second-order arithmetic into others.

9. In what follows, explicit reference to a suitable Gödel numbering is often suppressed.

10. The classes …0
n, †0

n, �0
n, …1

n, †1
n, and �1

n are defined as in [11, Section 16.1, Exercise
16-8]. The actual quantifier complexity of a prenex formula, in the language of second-
order arithmetic, that defines a set in one of these classes may be slightly higher because
not all recursive subsets of Nk � P .N/l are represented by atomic formulas in the lan-
guage used here for second-order arithmetic. However, every recursive relation may be
defined by prenex formulas whose prefixes consist of number quantifiers only and may
be chosen to be 89 or 98.

11. That is, S � N is the set of Gödel numbers of the elements of the graph of a function,
from N3 to N, with the given properties.

12. Addison [1] shows that the axiom of constructibility implies the existence of such a
well-ordering.
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