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#### Abstract

A model of Peano Arithmetic is short recursively saturated if it realizes all its bounded finitely realized recursive types. Short recursively saturated models of PA are exactly the elementary initial segments of recursively saturated models of PA. In this paper, we survey and prove results on short recursively saturated models of PA and their automorphisms. In particular, we investigate a certain subgroup of the automorphism group of such models. This subgroup, denoted $\left.G\right|_{M(a)}$, contains all the automorphisms of a countable short recursively saturated model of PA which can be extended to an automorphism of the countable recursively saturated elementary end extension of the model.


## 1 Introduction

The notion of recursive saturation was introduced in the 1970s by Barwise and Schlipf [1] and independently by Ressayre [19]. Every complete consistent theory in a finite language has countable recursively saturated models. Moreover, every theory in a finite language extending PA has continuum many nonisomorphic countable recursively saturated models. Countable recursively saturated models of arithmetic have continuum many elementary initial segments. All but countably many are recursively saturated. This paper explores the countably many elementary initial segments which are not recursively saturated. All these segments have a weaker property than recursive saturation, namely, short recursive saturation.

A model is short recursively saturated if it realizes all finitely realized bounded recursive types with finitely many parameters. It had been shown (see Smoryński [23]) that, unlike countable recursively saturated models of arithmetic which are uniquely determined, up to isomorphism, by their complete theory and standard system, there are countably many nonisomorphic short recursively saturated models that have the same theory as well as the same standard system.

Short recursively saturated models of PA were studied in the late 1970s and early 1980s, in particular, in Kossak [10], Kotlarski [14], Kotlarski [15], Lesan [17], and Smoryński [23]. Since then, short recursively saturated models of PA were only studied indirectly when initial segments of recursively saturated models (and thus initial segments of short recursively saturated models) were investigated (see, for example, Bigorajska et al. [2], Schmerl [21], and Nurkhaidarov [18]).

In this paper, we present some results from the author's thesis, Shochat [22], regarding the automorphism groups of countable short recursively saturated models of PA. In Section 2, we introduce notation, list definitions, and survey basic results. In Section 3, we discuss automorphisms of countable short recursively saturated models of PA. In Section 4, we prove that any automorphism of a countable short recursively saturated model of PA has continuum many conjugates. In Section 5, we prove the existence of automorphisms of a countable short recursively saturated model of PA which do not extend to automorphisms of the countable recursively saturated elementary end extension of the model. This leads to the investigation of the subgroup $\left.G\right|_{M(a)}$ which consists of all the automorphisms of the model which can be extended. We note that the extensions of the automorphisms in $\left.G\right|_{M(a)}$ are exactly the automorphisms of the recursively saturated extension of the short recursively saturated model which fix the short recursively saturated model setwise. Subgroups which fix setwise an initial segment, a gap, or an intersticial gap have been studied in the past, for example, in Kossak et al. [12] and in Nurkhaidarov [18]. In Section 5, we show that the subgroup $\left.G\right|_{M(a)}$ is dense (with the usual topology) but is neither open nor closed. Finally, we show that it has an uncountable index and that it is not normal.

## 2 Background and Notation

We assume that the reader is familiar with the basic model theory of PA. The book by Kaye [7] is a good reference. For additional advanced material and recent results related to this paper, see Kossak and Schmerl [13]. Unless otherwise stated, all models in this paper are models of PA and the language is the language of the theory of PA, $\mathscr{L}_{\text {PA }}$.

Let $\mathscr{L}^{*}$ be an extension of $\mathscr{L}_{\text {PA }}$ and $M^{*}$ be an expansion of a model $M$ to the language $\mathscr{L}^{*}$. Then $M^{*} \models \mathrm{PA}^{*}$ if and only if the induction scheme is true in $M^{*}$ for all formulas of $\mathscr{L}^{*}$. Most of the results in this paper are true for $\mathrm{PA}^{*}$ when $\mathscr{L}^{*}$ is recursively presented and could be proven in exactly the same way. In particular, we will use this fact when we need to extend the language to include a finite number of constant symbols.

Let $I$ be a subset of $M$. If for every $x \in I$ and for every $y \in M, y<x \rightarrow y \in I$, we shall write $I \subseteq_{\text {end }} M$. In this case, $I$ is said to be an initial segment of $M$, and $M$ is an end extension of $I$. An initial segment closed under the successor function is called a cut.

Let $J$ be a subset of $M$. If for every $x \in M$ there is a $y \in J$ with $y \geq x$, then we write $J \subseteq_{\text {cof }} M$ and say that $J$ is cofinal in $M$.

Let $N$ be a submodel of $M$. If $N$ is an elementary submodel of $M$, we will write $N \preceq M$ (if, in addition, $N$ is a proper subset, we will write $N \prec M$ ). $N \preceq$ end $M$ denotes that $M$ is an elementary end extension of $N$. In this case, $N$ is an elementary initial segment (or, equivalently, an elementary cut) of $M . N \preceq_{\operatorname{cof}} M$ denotes that $M$ is an elementary cofinal extension of $N$.

Let $\bar{a}=a_{1}, \ldots, a_{n}$ where $n$ is a standard number and $a_{1}, \ldots, a_{n} \in M$ (this will be denoted by $\bar{a} \in M)$. By $\operatorname{tp}_{M}(\bar{a})$ we denote the type of $\bar{a}$ in $M$. If there is no ambiguity, we shall write $\operatorname{tp}(\bar{a})$ instead of $\operatorname{tp}_{M}(\bar{a})$.

Let $\bar{a} \in M$. A Skolem term $t_{\varphi}(\bar{a})$ is a term defined by the formula $\varphi(\bar{y}, x)$ in the following manner:

$$
t_{\varphi}(\bar{a})=\left\{\begin{array}{cl}
\min \{x: \varphi(\bar{a}, x)\} & \text { if } \exists x \varphi(\bar{a}, x) \\
0 & \text { otherwise }
\end{array}\right.
$$

 a Skolem term $\}$. If there is no ambiguity, we shall write $\operatorname{Scl}(\bar{a})$. Models of this form are called simple models.

A subset of $M$ is said to be $M$-finite if it is definable and bounded in $M$. For every $a \in M$ there is a unique $M$-finite set $A$ such that

$$
a=\sum_{x \in A} 2^{x}
$$

In this case we will say that $a$ codes $A$. Also, for any $M$-finite set $A$, there is an $a \in M$ such that $a$ codes $A$. If $a$ codes the set $A$, we will write $x \in a$ if and only if $x \in A$.

Every $M$-finite sequence of $M$ is also coded by some $a \in M$. The length of the sequence coded by $a$ is denoted by $\operatorname{lh}(a)$, and by $(a)_{i}$ we denote the $i+1$ term in the sequence coded by $a$. An $\omega$-sequence $x_{0}, x_{1}, x_{2}, \ldots$ is said to be $\omega$-coded by $c$ if $c$ codes a sequence of nonstandard length, and for any $i \in \mathbb{N},(c)_{i}=x_{i}$. In this paper, we also use Gödel's pairing function, $\langle x, y\rangle=\frac{1}{2}\left[(x+y)^{2}+3 x+y\right]$, as a definable bijection from $M \times M$ into $M$.
2.1 Recursive and short recursive saturation Many of the definitions and results (including proofs) in this subsection could be found in [23].

Definition 2.1 A type $p(v, \bar{a})=\left\{\varphi_{n}(v, \bar{a}): n \in \mathbb{N}\right\}$ is recursive if the set $\left\{\left\ulcorner\varphi_{n}(x, \bar{y})\right\urcorner: n \in \mathbb{N}\right\}$ is recursive, where $\ulcorner\varphi(x, \bar{y})\urcorner$ denotes the Gödel number of the formula $\varphi(x, \bar{y})$. A model $M$ is recursively saturated if and only if every recursive type $p(v, \bar{a})$, with $\bar{a} \in M$, which is finitely realized in $M$, is realized in $M$.

Definition 2.2 A type $p(v, \bar{a})$ over a model $M$ is bounded if it contains the formula $v<t(\bar{a})$ for some Skolem term $t$. A model $M$ is short recursively saturated if and only if every bounded recursive type $p(v, \bar{a})$, with $\bar{a} \in M$, which is finitely realized in $M$, is realized in $M$.

Clearly, every recursively saturated model is short recursively saturated. Moreover, it is easy to prove the following.

Proposition 2.3 Let $M$ be a recursively saturated model of PA, and let $N \preceq_{\text {end }} M$. Then $N$ is short recursively saturated.

Kossak [10] showed that the converse to the above theorem holds as well. That is, any short recursively saturated model of PA has a recursively saturated elementary end extension of the same cardinality.
2.2 Short models Let $M$ be a model of PA and $a \in M$. Let

$$
M(a)=\{b \in M: b<t(a) \text { for some Skolem term } t\} .
$$

Proposition 2.4 Let $M$ be a model of PA and $a \in M$. Then

$$
\operatorname{Scl}(a) \preceq_{\operatorname{cof}} M(a) \preceq_{\mathrm{end}} M .
$$

Definition 2.5 If $M=M(a)$ for some $a \in M$, we say that $M$ is short. Otherwise, we say that $M$ is tall.

Proposition 2.6 ([23]) If M is a short model, then $M$ is not recursively saturated.
Since for any $a \in M, M(a)$ is a short model, it follows from Propositions 2.3 and 2.6 that there are short recursively saturated models which are not recursively saturated. On the other hand, we have the following.

Proposition 2.7 ([23]) Let $M$ be a tall model. If $M$ is short recursively saturated, then $M$ is recursively saturated.

Notation From this point on, since short recursively saturated models that are tall are recursively saturated, whenever we refer to a model as short recursively saturated we mean a short recursively saturated model which is short.
With this convention, Proposition 2.3 and the remark following the proposition imply the following.

Proposition 2.8 A model $N$ is short recursively saturated if and only if $N \cong M(a)$ for some recursively saturated model $M$ and $a \in M$.

It follows from the above results that any countable recursively saturated model of PA has only countably many short recursively saturated elementary initial segments.
Proposition 2.9 ([14]) Let $M$ be a recursively saturated model of PA. Then the family of short recursively saturated elementary initial segments of the model forms a dense linear order with a least element and no last element. In particular, if $M$ is countable, then the family of short recursively saturated elementary initial segments of $M$ has the order type $1+\mathbb{Q}$.
In contrast to this result, in the same paper, Kotlarski [14] showed that the family of recursively saturated initial cuts of $M$ has the order type of the Cantor set.

We will say that a model is extremely short if $M=M(0)$. Since $\operatorname{Scl}(0)$ is cofinal in $M(0)$, extremely short models have no proper elementary initial segments. On the other hand, all short recursively saturated models that are not extremely short have elementary recursively saturated initial segments. To show this, we introduce the following notation. Let $M$ be a model which is not extremely short. For any $a \in M \backslash M(0)$, let

$$
M[a]=\{b \in M: t(b)<a \text { for all Skolem terms } t\}
$$

Notice that $M[a]$ is closed under Skolem terms; hence it is an elementary initial segment of $M$ (and of $M(a)$ as well). In fact, it is the largest elementary initial segment of $M$ which does not contain $a$. Moreover, we have the following.

Proposition 2.10 Let $M$ be a recursively saturated model of PA , and $a \in M \backslash M(0)$. Then $M[a]$ is tall; hence it is recursively saturated.
Another notion which is used throughout this paper is that of gaps.

Definition 2.11 Let $a \in M \models \mathrm{PA}$. Then the gap of $a$ is defined as follows:

$$
\operatorname{gap}(a)=M(a) \backslash M[a] .
$$

We call gap( 0 ) the least gap of $M$. If $M=M(a)$ for some $a \in M$, we call gap $(a)$ the last gap of $M$. Notice that $M$ is short if and only if $M$ has a last gap.

### 2.3 Standard systems and isomorphism conditions

Definition 2.12 Let $M \models \mathrm{PA}$. The standard system of $M, \operatorname{SSy}(M)$, is the family of all subsets of $\mathbb{N}$ that are coded in $M$. That is, $X \in \operatorname{SSy}(M)$ if and only if $X=\{x \in \mathbb{N}: x \in a\}$ for some $a \in M$. (Equivalently, $X \in \operatorname{SSy}(M)$ if and only if $X=Y \cap \mathbb{N}$ where $Y=\{x: \varphi(x, a)\}$ for some $\varphi \in \mathcal{L}_{\mathrm{PA}}$ and $\left.a \in M.\right)$

For any nonstandard $M \models \mathrm{PA}$, if $X \in \operatorname{SSy}(M)$, then $X$ has arbitrarily small nonstandard codes. Therefore, whenever $N \subseteq_{\text {end }} M$ and $N$ is nonstandard, $\operatorname{SSy}(N)=\operatorname{SSy}(M)$.

Definition 2.13 Let $M$ be a model of PA. We say that $M$ is (short) $\operatorname{SSy}(M)$ saturated if and only if

1. for every (bounded) type $p(v, \bar{w})$ whose set of Gödel numbers of formulas in $p$ is in $\operatorname{SSy}(M)$, and for every tuple $\bar{b}$ in $M$, if $p(v, \bar{b})$ is finitely realized in $M$, then $p(v, \bar{b})$ is realized in $M$; and
2. for every $a \in M, \operatorname{tp}(a) \in \operatorname{SSy}(M)$.

Wilmers [25] (and Smoryński in the short case, see proof in [23]) proved that $M \models \mathrm{PA}$ is (short) recursively saturated if and only if it is (short) $\operatorname{SSy}(M)$-saturated. Using this result we can interchange these notions, and many times when proving results about (short) recursively saturated models we will use (bounded) coded types instead of (bounded) recursive types.

Another important observation is that every countable recursively saturated model of PA is uniquely determined by its complete theory and its standard system. That is, if $M$ and $N$ are countable recursively saturated models of PA with $\operatorname{Th}(M)=\operatorname{Th}(N)$ and $\operatorname{SSy}(M)=\operatorname{SSy}(N)$, then $M$ and $N$ are isomorphic. For countable short recursively saturated models we need a third condition (see [23]).

Theorem 2.14 Let $M$ and $N$ be countable short recursively saturated models. Then $M \cong N$ if and only if $\operatorname{Th}(M)=\operatorname{Th}(N), \operatorname{SSy}(M)=\operatorname{SSy}(N)$, and there are isomorphic simple models $\operatorname{Scl}(a)$ and $\operatorname{Scl}(b)$ with $\operatorname{Scl}(a) \prec_{\text {cof }} M$ and $\operatorname{Scl}(b) \prec_{\text {cof }} N$.

From the work of Gaifman [5] and later results on types (see, for example, [12]), it is known that any countable recursively saturated model of arithmetic has countably many gaps such that whenever gap $(a) \neq \operatorname{gap}(b)$, for any $c \in \operatorname{gap}(a)$ and $d \in \operatorname{gap}(b)$, $\operatorname{Scl}(c) \not \equiv \operatorname{Scl}(d)$. It follows from the above theorem that any countable recursively saturated model of PA has countably many nonisomorphic short recursively saturated elementary initial segments. In the author's thesis [22], it was shown that some of these nonisomorphic models have also nonisomorphic automorphism groups (as topological groups).
2.4 Automorphisms Let $M$ be a countable first-order structure. Let $G=\operatorname{Aut}(M)$; that is, $G$ is the automorphism group of $M$. We start with a few definitions.

Definition 2.15 The pointwise stabilizer of a set $X \subseteq M$, denoted $G_{(X)}$, is the subgroup of $G$ containing all automorphisms of $M$ which fix $X$ pointwise; that is,

$$
G_{(X)}=\{g \in G: g(a)=a \text { for all } a \in X\} .
$$

The setwise stabilizer of a set $X \subseteq M$, denoted $G_{\{X\}}$, is the subgroup of $G$ containing all automorphisms of $M$ which fix $X$ setwise; that is,

$$
G_{\{X\}}=\{g \in G: g(X)=X\} .
$$

Remark If $X=\{\bar{a}\}$, we will denote $G_{(X)}$ and $G_{\{X\}}$ by $G_{(\bar{a})}$ and $G_{\{\bar{a}\}}$, respectively.
We define a topology on $G$ the usual way by letting the basic open subgroups of $G$ be the pointwise stabilizers of tuples of $M$. That is, $H$ is a basic open subgroup of $G$ if and only if $H=G_{(\bar{a})}$ for some $\bar{a} \in M$. The basic open sets of $G$ are cosets of the basic open subgroups. Equivalently, the basic open sets are the sets of the form $S_{\bar{a}, \bar{b}}=\{g \in G: g(\bar{a})=\bar{b}\}$. This definition makes $G$ a topological group, that is, a group in which the operations multiplication and inversion are continuous.

Some important facts about this topology are

1. a subgroup is open if and only if it contains a basic open subgroup;
2. if a subgroup is open then it is closed;
3. a subgroup $H$ is closed if and only if whenever $g \in G$ has the property that for any $\bar{a} \in M$ there is an $h \in H$ such that $g(\bar{a})=h(\bar{a})$, then $g \in H$.
For any countable first-order structure $M, \operatorname{Aut}(M)$ is metrizable. Moreover, $\operatorname{Aut}(M)$ is a Polish group; that is, $\operatorname{Aut}(M)$ with this topology is a complete, separable metric space.

Remark When $M$ is a model of PA, tuples are coded by single elements. Hence, the basic open subgroups of $\operatorname{Aut}(M)$ are exactly the stabilizers of single elements.

We conclude this section with a well-known result concerning countable recursively saturated structures. This result (and its modifications) will be used extensively in this paper.

Proposition 2.16 Let $M$ be a countable recursively saturated structure, and let $\bar{a}, \bar{b} \in M$. If $\operatorname{tp}(\bar{a})=\operatorname{tp}(\bar{b})$, then there is an automorphism $f \in \operatorname{Aut}(M)$ which sends $\bar{a}$ to $\bar{b}$.

This property is called $\omega$-homogeneity, and models which have this property are said to be $\omega$-homogeneous.

For further results on automorphisms of first-order structures see Hodges [6] and Kaye and Macpherson [9]. For results on the automorphisms of models of PA, see [13].

## 3 Automorphisms of Countable Short Recursively Saturated Models of PA

In this section, we discuss automorphisms of countable short recursively saturated models of PA. We show that, unlike recursively saturated models, whenever a short recursively saturated model is not extremely short, the model is not $\omega$-homogeneous. We then discuss alternative ways of proving the existence of automorphisms of countable short recursively saturated models of PA and show that any automorphism of any short recursively saturated model of PA fixes elements cofinally high in the model. We conclude this section by stating an important lemma of Kueker and Reyes (Kueker [16]) concerning automorphic images of subsets of countable models.

For the rest of the paper, we fix a countable recursively saturated model $M$ of PA. Let $a$ be an element of $M$. Let $G=\operatorname{Aut}(M)$ and $G(a)=\operatorname{Aut}(M(a))$.

It is easy to see that for any model of PA and any automorphism $f$ of the model, $f(\operatorname{gap}(a))=\operatorname{gap}(f(a))$. Since $a$ is in the last gap of $M(a)$, we get the following.

Lemma 3.1 If $f \in G(a)$ then $f(\operatorname{gap}(a))=\operatorname{gap}(a)$.
This gives us a necessary condition for a restriction of an automorphism of $M$ to be an automorphism of $M(a)$. It must fix gap $(a)$ setwise. Moreover, this is a sufficient condition, because any automorphism of $M$ which fixes gap $(a)$ setwise must fix $M(a)$ setwise. Hence, it is a bijection which preserves all definable properties of $M(a)$. Thus, we have the following.

Proposition 3.2 Let $f \in G$. The restriction of $f$ to the domain of $M(a),\left.f\right|_{M(a)}$, is in $G(a)$ if and only if $f(\operatorname{gap}(a))=\operatorname{gap}(a)$.
Since $M$ is $\omega$-homogenous, for every $\bar{a}, \bar{b} \in M(0)$ with $\operatorname{tp}(\bar{a})=\operatorname{tp}(\bar{b})$, there is an automorphism $f$ of $M$ which sends $\bar{a}$ to $\bar{b}$. But since any automorphism sends gaps to gaps and preserves order, $f(\operatorname{gap}(0))=\operatorname{gap}(0)$. Thus, by the above proposition, $\left.f\right|_{M(0)} \in G(0)$, so it is an automorphism of $M(0)$ sending $\bar{a}$ to $\bar{b}$. Thus, countable short recursively saturated models of PA which are extremely short are $\omega$-homogeneous. When a countable short recursively saturated model of PA is not extremely short, this is not the case.

Lemma 3.3 Let $a>M(0)$. Then, for every $b \in \operatorname{gap}(a)$, there exists an element $c<\operatorname{gap}(a)$ with $\operatorname{tp}(b)=\operatorname{tp}(c)$.

Proof Let $p(v, b)$ be the following recursive type,

$$
\left\{\varphi(v) \leftrightarrow \varphi(b): \varphi \in \mathscr{L}_{\mathrm{PA}}\right\} \cup\{t(v)<a: t \text { is a Skolem term }\} .
$$

An element $c$ realizing this type will have the same type as $b$ and will be below gap $(a)$.

Since $p(v, b)$ is bounded and recursive, to finish the proof we need to show that it is finitely realized. Suppose for a contradiction that it is not finitely realized. Then there must be a finite conjunction of formulas $\Phi(x)$ such that $M(a) \models \Phi(b)$, but for all elements $v<\operatorname{gap}(a), M(a) \not \models \Phi(v)$. But then $x=\min \{v: \Phi(v)\}$ defines an element in $\operatorname{gap}(a)$, which is impossible since gap $(a)$ contains no definable elements.

Proposition 3.4 Let $a>M(0)$. Then $M(a)$ is not $\omega$-homogeneous.
Proof Let $b$ and $c$ be as in Lemma 3.3. Since by Lemma 3.1, gap $(a)$ is fixed setwise by $G(a)$, there is no automorphism of $M(a)$ which sends $b$ to $c$. Since $\operatorname{tp}(b)=\operatorname{tp}(c)$, $M(a)$ is not $\omega$-homogeneous.

Since countable short recursively saturated models that are not extremely short are not $\omega$-homogeneous, we need a stronger condition to establish the existence of automorphisms.
Proposition 3.5 Let $b, c \in M(a)$. If there are $d, e \in \operatorname{gap}(a)$ (not necessarily distinct) with $\operatorname{tp}(b, d)=\operatorname{tp}(c, e)$, then there is an automorphism of $M(a)$ sending $b$ to $c$. In particular, if $b, c \in \operatorname{gap}(a)$ and $\operatorname{tp}(b)=\operatorname{tp}(c)$ then there is $f \in G(a)$ with $f(b)=c$.

Proof Suppose that there are such $d$ and $e$. Since $M$ is $\omega$-homogeneous and $\operatorname{tp}(b, d)=\operatorname{tp}(c, e)$, there is an automorphism $f \in G$ with $f(b)=c$ and $f(d)=e$. Since $d$ and $e$ are in $\operatorname{gap}(a)$ and automorphisms send gaps to gaps, $f(\operatorname{gap}(a))=\operatorname{gap}(a)$. Hence, by Proposition 3.2, $\left.f\right|_{M(a)}$ is an automorphism of $M(a)$, and $\left.f\right|_{M(a)}(b)=c$.

This proposition gives us a way of showing existence of automorphisms of $M(a)$ with a given property without explicitly constructing the automorphisms.

Another way of showing existence of automorphisms of $M(a)$ is the following: we can extend the language of PA to have a constant symbol for $a$ (or any other element in gap $(a))$. Then the expansion $(M, a)$ is still recursively saturated. Clearly, $\operatorname{gap}(a)$ is fixed setwise by all automorphisms of $(M, a)$. Hence, by Proposition 3.2, the restriction of any automorphism of $(M, a)$ to $M(a)$ is an automorphism of $M(a)$ (which, in addition, fixes $a$ ).

We now turn our attention to proving a property shared by all automorphisms of countable short recursively saturated models of PA. This result is not true in the recursively saturated case. We prove this result using a well-known lemma of Blass [3] and Gaifman [5].
Lemma 3.6 (Blass-Gaifman Lemma) Let $K$ be a model of PA. Let $a<b \in K$. If $b \in \operatorname{gap}(a)$ then there is a Skolem term $t(x)$ such that $K \models a<b \leq t(a)=t(b)$.

The above lemma implies the following proposition, which can also be found in [13].
Proposition 3.7 Let $K$ be a model of PA. Let $f \in \operatorname{Aut}(K)$ and let a $>\operatorname{Scl}(0)$ be such that $f(a) \in \operatorname{gap}(a)$. Then there is $c \in \operatorname{gap}(a)$ such that $f(c)=c$.

Proof Let $b=f(a)$. Since $b \in \operatorname{gap}(a)$, by the Blass-Gaifman lemma, there is a Skolem term $t$ such that $t(a)=t(b)$. Let $c=t(a)=t(b)$. Then, $f(c)=f(t(a))=t(f(a))=t(b)=c$. Hence, $c$ is fixed.

Let $N$ be a model of PA. Let $f \in \operatorname{Aut}(N)$. By fix $(f)$ we denote the set of elements in $N$ fixed by $f$. Since fix $(f)$ is closed under Skolem functions, fix $(f) \preceq N$.
Corollary 3.8 Let $N$ be a short recursively saturated model of PA. Then for every $f \in \operatorname{Aut}(N), \operatorname{fix}(f) \preceq_{\operatorname{cof}} N$.

Proof Let $a$ be in the last gap of $N$. Thus, for all $f \in$ Aut $N, f(a) \in \operatorname{gap}(a)$. Therefore, by the above result, there is $c \in \operatorname{gap}(a)$ such that $f(c)=c$. But then $\operatorname{Scl}(c) \subseteq \operatorname{fix}(f)$. Notice that the Blass-Gaifman lemma implies that for any $b \in \operatorname{gap}(a), \operatorname{Scl}(b) \subset_{\text {cof }} N$. Thus, $\operatorname{Scl}(c) \subset_{\text {cof }} N$, so fix $(f) \subseteq_{\text {cof }} N$. Since $\operatorname{fix}(f) \preceq N, \operatorname{fix}(f) \preceq \varliminf_{\operatorname{cof}} N$.

In the subsequent sections, we prove various results concerning automorphisms and automorphism groups of countable short recursively saturated models of PA by applying a famous lemma of Kueker and Reyes.

Let $K$ be a model and $X$ a subset of $K$. By $\mathscr{A}_{\operatorname{Aut}(K)}(X)$ we denote the set of all automorphic images of $X$ under $\operatorname{Aut}(K)$. That is,

$$
\mathcal{A}_{\operatorname{Aut}(K)}(X)=\{g(X): g \in \operatorname{Aut}(K)\}
$$

Lemma 3.9 (Kueker-Reyes Lemma [16]) Let $K$ be a countable structure. Let $X \subseteq K$. Suppose that for all $\bar{a} \in K$ there are $x \in X, y \notin X$ such that $(K, \bar{a}, x) \cong(K, \bar{a}, y)$. Then $\left|\mathcal{A}_{\operatorname{Aut}(K)}(X)\right|=2^{\aleph_{0}}$.

Remark If $K \models \mathrm{PA}$ is a countable model and $X \subseteq K$, to show that $X$ has continuum many automorphic images it is enough to show that for all $a \in K$ there are $x \in X$ and $y \notin X$ such that $(K, a, x) \cong(K, a, y)$ (since all finite sequences are coded). If, in addition, $K$ is recursively saturated, then, by the $\omega$-homogeneity of $K$, it is enough to show that for any $a \in K$ there are $x \in X$ and $y \notin X$ such that $\operatorname{tp}(a, x)=\operatorname{tp}(a, y)$. When $K$ is a countable short recursively saturated model of PA, it is enough to show that in the expanded model $(K, b)$, where $b$ is an element in the last gap of $K$, for any $a \in K$ there are $x \in X$ and $y \notin X$ with $\operatorname{tp}(a, x)=\operatorname{tp}(a, y)$ (this follows from Proposition 3.5).

## 4 Conjugates

Tzouvaras [24] proved that any automorphism of a countable recursively saturated model of PA has continuum many conjugates. In this section, we prove that the same is true for automorphisms of countable short recursively saturated models. We start with the following observation.

Lemma 4.1 Let $N$ be a short recursively saturated model of PA. Then, for every $b, c \in N$, if $c \notin \operatorname{Scl}(b)$, there is $d<c \in N$ such that $\operatorname{tp}(b, c)=\operatorname{tp}(b, d)$.

To prove the next proposition, we will use the above lemma and a result proven independently by Ehrenfeucht [4] and by Gaifman [5].

Lemma 4.2 (Ehrenfeucht-Gaifman Lemma) Let $K$ be a model of PA. Let $a, b \in K$ and let $t(x)$ be a Skolem term such that $K \models a \neq b=t(a)$. Then, $\operatorname{tp}(a) \neq \operatorname{tp}(b)$.

We now apply the above results to our countable short recursively saturated model $M(a)$ and its automorphism group $G(a)$.

Proposition 4.3 Let $g \in G(a)$ be a nontrivial automorphism. Then, for any $b \in M(a)$, there exist $c \in M(a)$ and $h \in G(a)_{(b)}$ such that $h g(c) \neq g h(c)=g(c)$.
Proof Since $g \in G(a)$, by Corollary 3.8, there is an element $r \in \operatorname{gap}(a)$ such that $g(r)=r$. We will consider two cases.
Case 1 Suppose that $g(b)=b$. Since $g$ is nontrivial, let $c \in M(a)$ be such that $g(c)=d \neq c$. Thus,

$$
\operatorname{tp}(r, b, c)=\operatorname{tp}(g(r), g(b), g(c))=\operatorname{tp}(r, b, d)
$$

Therefore, by the Ehrenfeuch-Gaifman lemma, $d \notin \operatorname{Scl}(r, b, c)$. So, by Lemma 4.1, $\exists e<d \in M(a)$ such that $\operatorname{tp}(r, b, c, d)=\operatorname{tp}(r, b, c, e)$. Now, since $r \in \operatorname{gap}(a)$, by Corollary 3.5, there is an automorphism $h \in G(a)$ sending $(r, b, c, d)$ to $(r, b, c, e)$. Thus, $h(b)=b$ and $g h(c)=g(c)=d \neq e=h(d)=h g(c)$.
Case 2 Suppose that $g(b)=d \neq b$. Then $\operatorname{tp}(r, b)=\operatorname{tp}(r, d)$. Then again, by the Ehrenfeucht-Gaifman lemma, $d \notin \operatorname{Scl}(r, b)$. Hence, by Lemma 4.1, $\exists e<d \in M(a)$ such that $\operatorname{tp}(r, b, d)=\operatorname{tp}(r, b, e)$. For this case we let $c=b$. Since $\operatorname{tp}(r, b, d)=$ $\operatorname{tp}(r, b, e)$, we get that $\operatorname{tp}(r, b, c, d)=\operatorname{tp}(r, b, c, e)$. Hence there is an $h \in G(a)$ with the same properties as in Case 1. That is, $h$ maps $(r, b, c, d)$ to $(r, b, c, e)$, so $h(b)=b$ and $g h(c)=g(c)=d \neq e=h(d)=h g(c)$.

Since there is a definable bijection from $M(a) \times M(a)$ into $M(a)$, the graph of $g, \Gamma(g)$, can be regarded as a subset of $M(a)$. In particular, let $\Gamma(g)=$ $\{\langle x, g(x)\rangle: x \in M(a)\}$.

Proposition 4.4 Let $g \in G(a)$ be nontrivial. Then the graph of $g, \Gamma(g)$, has continuum many images under the action of $G(a)$.

Proof Let $r$ be as in the proof of the proposition above; that is, $r \in \operatorname{gap}(a)$ and $g(r)=r$. We will use the Kueker-Reyes lemma (Lemma 3.9). By the remark after the lemma, it is enough to show that for any $b \in M(a)$, there are $x \in \Gamma(g)$ and $y \notin \Gamma(g)$ such that in the expanded structure $(M(a), r), \operatorname{tp}(b, x)=\operatorname{tp}(b, y)$. But in the proof of Proposition 4.3, we showed that for any $b \in M(a)$, there are $c \in M(a), d=g(c) \neq c$, and $e \neq d$ such that $\operatorname{tp}(r, b, c, d)=\operatorname{tp}(r, b, c, e)$. Thus, in $(M(a), r), \operatorname{tp}(b, c, d)=\operatorname{tp}(b, c, e)$. In particular, $\operatorname{tp}(b,\langle c, d\rangle)=\operatorname{tp}(b,\langle c, e\rangle)$. But $\langle c, d\rangle \in \Gamma(g)$ and $\langle c, e\rangle \notin \Gamma(g)$. Hence, by the Kueker-Reyes lemma, $\Gamma(g)$ has continuum many images under $G(a)$.

Now, since for any $g \in G(a)$ the image of $\Gamma(g)$ under any $f \in G(a)$ is the graph of $f g f^{-1}$, we get the following corollary.
Corollary 4.5 Let $g \in G(a)$ be nontrivial. Then $g$ has continuum many conjugates in $G(a)$.

## 5 The Subgroup $\left.G\right|_{M(a)}$

Let

$$
\left.G\right|_{M(a)}=\left\{\left.g\right|_{M(a)}: g \in G_{\{g a p(a)\}}\right\} ;
$$

that is, $\left.G\right|_{M(a)}$ is the set of restrictions to $M(a)$ of those automorphisms of $M$ which fix $\operatorname{gap}(a)$ setwise. Clearly, $\left.G\right|_{M(a)}$ is a subgroup of $G(a)$. Notice also that $\left.G\right|_{M(a)} \cong G_{\{M(a)\}} / G_{(M(a))}$. In this section we show that $\left.G\right|_{M(a)}$ is in fact a proper subgroup of $G(a)$. This will be done by showing that there are automorphisms of $M(a)$ that do not extend to automorphisms of $M$. Later in the section we discuss other properties of $\left.G\right|_{M(a)}$.
Lemma 5.1 Let $M, M(a), G$, and $G(a)$ be as above. Then there exists $X \subseteq M(a)$ such that $X$ is $\omega$-coded in $M$ and $\left|\mathcal{A}_{G(a)}(X)\right|=2^{\aleph_{0}}$. That is, $X$ has continuum many automorphic images under the action of $G(a)$.

Proof We will start by defining in $M(a)$ a cofinal sequence $\left\{(b)_{n}: n \in \mathbb{N}\right\}$. Let $q(w, a)$ be the type

$$
q(w, a)=\left\{(w)_{0}=a\right\} \cup\left\{(w)_{n+1}=\max \left(\left((w)_{n}\right)^{2}, t_{n}(a)\right): n \in \mathbb{N}\right\},
$$

where $\left\langle t_{n}: n \in \omega\right\rangle$ is some recursive enumeration of all Skolem terms. Since this type is recursive, we only need to show that the type is finitely realized. Any finite collection of formulas from $q(w, a)$ involves only finitely many terms $(w)_{n_{1}},(w)_{n_{2}}, \ldots,(w)_{n_{k}}$, with $k \in \mathbb{N}$ and $n_{1}<n_{2}<\cdots<n_{k} \in \mathbb{N}$. This collection can be realized by an element $c$ coding the finite sequence $(w)_{0},(w)_{1}, \ldots,(w)_{n_{k}}$, with $(w)_{0}=a$ and for $i<n_{k}(w)_{i+1}=\max \left((w)_{n}^{2}, t_{n}(a)\right)$ (since any finite sequence is coded in the model). Therefore, this type is realized in $M$. Let $b$ realize this type. Now define the following recursive type,

$$
\begin{aligned}
p(v, b)=\left\{(b)_{n}<\right. & \left.(v)_{n}<(b)_{n+1}: n \in \mathbb{N}\right\} \cup \\
& \left\{\forall x<(b)_{n}(v)_{n} \neq t\left(x,(b)_{n}\right): n \in \mathbb{N}, t \text { is a Skolem term }\right\} .
\end{aligned}
$$

Again, since the type is recursive, we only need to show that it is finitely realized. Take a finite set of formulas from $p(v, b)$. Let $k$ be a natural number larger than
the largest $n$ used in this finite set of formulas and also larger than the number of Skolem terms used. Since for every $i<k$ between $(b)_{i}$ and $(b)_{i+1}$ there are at least $\left((b)_{i}\right)^{2}-(b)_{i}$ elements and there are no more than $(b)_{i} \cdot k$ many elements of the form $t\left(x,(b)_{i}\right)$ with $x<(b)_{i}$ and some Skolem term $t$ from this finite collection, there exists a $c_{i}$ between $(b)_{i}$ and $(b)_{i+1}$ which is not definable from this finite set of formulas. Since $c_{0}, \ldots, c_{k-1}$ is a finite sequence it can be coded by some $c \in M$ with $(c)_{i}=c_{i}$, for all $i<k$; hence, the type $p(v, b)$ is finitely realized so it is realized by some $c \in M$.

Let $X=\left\{(c)_{n}: n \in \mathbb{N}\right\}$. By our construction, $X \subseteq M(a)$ and $X$ is $\omega$-coded in $M$ by $c$. To finish the proof, by the Kueker-Reyes lemma (working in ( $M(a), a)$ ), we need to show that for every $d \in M(a)$ there are $x \in X, y \notin X$ such that $\operatorname{tp}(d, x)=\operatorname{tp}(d, y)$. We argue by contradiction. Suppose that for some $d \in M(a)$ there are no such $x$ and $y$. Because $b$ codes a cofinal $\omega$-sequence in $M(a)$, we can find $i \in \mathbb{N}$ such that $(b)_{i}>d$. Since between $(b)_{i}$ and $(b)_{i+1}$ there is only one $x \in X$, by our assumption, for all $y \neq x$ between $(b)_{i}$ and $(b)_{i+1}, \operatorname{tp}(d, x) \neq \operatorname{tp}(d, y)$. Thus, the recursive type

$$
\begin{aligned}
& r(u, x, b, d)=\left\{(b)_{i}<u<(b)_{i+1}\right\} \cup \\
& \qquad\{u \neq x\} \cup\left\{\varphi(d, x) \leftrightarrow \varphi(d, u): \varphi \in \mathcal{L}_{\mathcal{P} \mathcal{A}}\right\}
\end{aligned}
$$

is not realized by any $y$ so it is not finitely realized. Hence, there is formula $\Phi$ such that $M \models \Phi(d, x)$ and for any $y \neq x$ between $(b)_{i}$ and $(b)_{i+1} M \models \neg \Phi(d, y)$. But then the term $t\left(d,(b)_{i}\right)=\min \left\{v: M \models \Phi(d, v) \wedge v>(b)_{i}\right\}$ defines $x$ from $(b)_{i}$ and $d$ which contradicts the fact that $x$ cannot be defined by $(b)_{i}$ and an element less than $(b)_{i}$. Hence, for any $d \in M(a)$ there are $x \in X$ and $y \notin X$ such that $\operatorname{tp}(d, x)=\operatorname{tp}(d, y)$. Thus, $\left.\mid \mathcal{A}_{G(a)}(X)\right\} \mid=2^{\aleph_{0}}$.

Proposition 5.2 There are continuum many automorphisms of $M(a)$ which are not extendible to $M$.

Proof We will use the set $X$ from Lemma 5.1. Since $X$ is $\omega$-coded in $M$ by an element $c \in M$ and since $c$ has only countably many automorphic images, $X$ has at most countably many automorphic images in $M$. However, by Lemma 5.1, $X$ has continuum many automorphic images in $M(a)$. Thus, continuum many automorphisms of $M(a)$ do not extend to $M$.

It follows from this proposition that $\left.G\right|_{M(a)}$ is a proper subgroup of $G(a)$.
We will now investigate other properties of the subgroup $\left.G\right|_{M(a)}$. We will refer to the construction of $X$ from Lemma 5.1 frequently throughout this section.

## Corollary 5.3 $\left.G\right|_{M(a)}$ is not open in $G(a)$.

Proof To show that $\left.G\right|_{M(a)}$ is not open in $G(a)$, we need to show that it does not contain any basic open subgroup of $G(a)$. Let $d \in M(a)$. We will show that there is an automorphism $g \in G(a)_{(d)}$ such that $\left.g \notin G\right|_{M(a)}$. Since $d \in M(a),(M(a), d)$ is a short recursively saturated initial segment of $(M, d)$. Hence, we can repeat the construction of $X$ from Lemma 5.1 in this expanded structure. Thus, we get an $X \subseteq M(a)$ coded in $(M, d)$ (and hence also in $M$ ) with continuum many automorphic images in $(M(a), d)$. But since $X$ has at most countably many automorphic images in $M$ (since it is $\omega$-coded), continuum many automorphisms of ( $M(a), d$ ) do
not extend to $M$. Hence, $\left.G\right|_{M(a)}$ does not contain any basic open subgroup, so it is not open in $G(a)$.

Since any closed subgroup in this topology is also open, and $\left.G\right|_{M(a)}$ is not open, it is not closed. Moreover, we have the following.

Proposition 5.4 $\left.\quad G\right|_{M(a)}$ is dense in $G(a)$.
Proof Let $g \in G(a)$. We will show that $g$ is in the closure of $\left.G\right|_{M(a)}$. That is, we need to show that for any $c, d \in M(a)$ such that $g(c)=d$, there is $\left.h \in G\right|_{M(a)}$ with $h(c)=d$.

Suppose $g(c)=d$. Let $b=g(a)$. Then $\operatorname{tp}(a, c)=\operatorname{tp}(b, d)$. Now, since $M$ is $\omega$ homogeneous, there is an automorphism $f \in G$ such that $f(a)=b$ and $f(c)=d$. But since $g(a)=b$ and $g \in G(a)$, by Lemma 3.1, $b \in \operatorname{gap}(a)$. Thus, $f$ fixes gap $(a)$ setwise. Let $h=\left.f\right|_{M(a)}$. Since $\left.h \in G\right|_{M(a)}$ and $h(c)=d, g$ is in the closure of $\left.G\right|_{M(a)}$.

The next proposition shows that the index of $\left.G\right|_{M(a)}$ in $G(a)$ is not small. That is, there are uncountably many cosets of $\left.G\right|_{M(a)}$.
Proposition 5.5 $\quad\left[G(a):\left.G\right|_{M(a)}\right]=2^{\aleph_{0}}$.
Proof Since $|G(a)|=2^{\aleph_{0}},\left[G(a):\left.G\right|_{M(a)}\right] \leq 2^{\aleph_{0}}$. It remains to show that $\left[G(a):\left.G\right|_{M(a)}\right] \geq 2^{\aleph_{0}}$. Suppose for a contradiction that $\left[G(a):\left.G\right|_{M(a)}\right]=\lambda<2^{\aleph_{0}}$. Let $X$ be as in Lemma 5.1. Recall that $\left|\mathcal{A}_{\left.G\right|_{M(a)}}(X)\right|=\aleph_{0}$ and $\left|\mathcal{A}_{G(a)}(X)\right|=2^{\aleph_{0}}$. Now, for any $g \in G(a)$ and all $h_{1},\left.h_{2} \in G\right|_{M(a)}$,

$$
h_{1}(X)=h_{2}(X) \Longleftrightarrow g h_{1}(X)=g h_{2}(X) .
$$

Hence,

$$
\left|\left\{g h(X):\left.h \in G\right|_{M(a)}\right\}\right|=\left|\left\{h(X):\left.h \in G\right|_{M(a)}\right\}\right|=\left|\mathcal{A}_{\left.G\right|_{M(a)}}(X)\right|=\aleph_{0}
$$

that is, $X$ has countably many automorphic images under the action of any coset of $\left.G\right|_{M(a)}$. Now,

$$
\left|\mathcal{A}_{G(a)}(X)\right| \leq\left|\mathcal{A}_{\left.G\right|_{M(a)}}(X)\right| \cdot\left[G(a):\left.G\right|_{M(a)}\right]=\aleph_{0} \cdot \lambda<2^{\aleph_{0}}
$$

But this contradicts the fact that $\left|\mathcal{A}_{G(a)}(X)\right|=2^{\aleph_{0}}$. Therefore, $\left[G(a):\left.G\right|_{M(a)}\right]$ $\geq 2^{\aleph_{0}}$, and so $\left[G(a):\left.G\right|_{M(a)}\right]=2^{\aleph_{0}}$.

We will now proceed to show that $\left.G\right|_{M(a)}$ is not a normal subgroup.
Lemma 5.6 With the set $X$ as above, there is an automorphism $f \in G(a)$ such that $\left|\mathcal{A}_{\left.G\right|_{M(a)}}(f(X))\right|=2^{\aleph_{0}}$.

Proof We will construct an automorphism $f$ which fixes $a$, using "back-and-forth" inside $M(a)$. Let $b, c, X$ be as in Lemma 5.1; that is, $X$ is coded by $c \in M$ with the property that $(b)_{n}<(c)_{n}<(b)_{n+1}$ for all $n \in \mathbb{N}$, and $\left\{(b)_{n}: n \in \mathbb{N}\right\}$ is a cofinal sequence in $M(a),(b)_{0}=a$, and $(b)_{n+1}=\max \left((b)_{n}^{2}, t_{n}(a)\right)$. Notice that each $(b)_{n}$ is defined from $a$; hence, $f$ will fix it as well. Another important fact to recall from the construction is that $(c)_{n} \notin \operatorname{Scl}\left(x,(b)_{n}\right)$ for all $x<(b)_{n}$.

We are now ready to construct $f$. Enumerate $M(a)=\left\{a_{0}, a_{1}, \ldots\right\}$, and also enumerate $M=\left\{m_{0}, m_{1}, \ldots\right\}$. Let $\bar{d}_{0}=a$ and $\bar{e}_{0}=a$. Suppose that $2 n$ steps have been done in the construction of $f$ and that $\operatorname{tp}\left(\bar{d}_{n}\right)=\operatorname{tp}\left(\bar{e}_{n}\right)$.

Step $2 \boldsymbol{n}+\mathbf{1}$ We will do both a "forth" and a "back." For $a_{n}$ find $u \in M(a)$ such that $\operatorname{tp}\left(\bar{d}_{n}, a_{n}\right)=\operatorname{tp}\left(\bar{e}_{n}, u\right)$ and then find $v \in M(a)$ such that $\operatorname{tp}\left(\bar{d}_{n}, a_{n}, v\right)=\operatorname{tp}\left(\bar{e}_{n}, u, a_{n}\right)$. Such $u$ and $v$ exist because $\operatorname{tp}\left(\bar{d}_{n}\right)=\operatorname{tp}\left(\bar{e}_{n}\right)$ implies that there is an automorphism of $M$ sending $\bar{d}_{n}$ to $\bar{e}_{n}$, fixing $a$ (and also gap $(a)$ and $M(a)$ setwise). This automorphism will send $a_{n}$ to some $u \in M(a)$ and some $v \in M(a)$ to $a_{n}$. Hence, $\operatorname{tp}\left(\bar{d}_{n}, a_{n}, v\right)=\operatorname{tp}\left(\bar{e}_{n}, u, a_{n}\right)$.
Step $2 \boldsymbol{n}+2$ In this step we will only do a "forth." Let $d=\left\langle\bar{d}_{n}, a_{n}, v\right\rangle$ (that is, $\left.\left\langle\left\langle\bar{d}_{n}, a_{n}\right\rangle, v\right\rangle\right)$ and $e=\left\langle\bar{e}_{n}, u, a_{n}\right\rangle$. Since $\left\{(b)_{n}: n \in \mathbb{N}\right\}$ is cofinal in $M(a)$, we can find $k \in \mathbb{N}$ such that $(b)_{k}>d$. For this $k$ we will use $(c)_{k}$, the $k+1$ element of $X$, and find an $x$ such that $\operatorname{tp}\left(d,(c)_{k}\right)=\operatorname{tp}(e, x)$ (this ensures that $\left.\operatorname{tp}\left(\bar{d}_{n}, a_{n}, v,(c)_{k}\right)=\operatorname{tp}\left(\bar{e}_{n}, u, a_{n}, x\right)\right)$, with the additional condition on $x$ that there is a $y \neq x$ with $\operatorname{tp}\left(m_{n}, a, x\right)=\operatorname{tp}\left(m_{n}, a, y\right)$. Consider the following recursive type

$$
\begin{aligned}
p(w, z)=\{w \neq z\} \cup\left\{\varphi\left(d,(c)_{k}\right) \leftrightarrow\right. & \left.\varphi(e, w): \varphi \in \mathscr{L}_{\mathrm{PA}}\right\} \cup \\
& \left\{\varphi\left(m_{n}, a, w\right) \leftrightarrow \varphi\left(m_{n}, a, z\right): \varphi \in \mathcal{L}_{\mathrm{PA}}\right\} .
\end{aligned}
$$

First, notice that $\operatorname{tp}(d)=\operatorname{tp}(e)$, so there exists an $x$ such that $\operatorname{tp}\left(d,(c)_{k}\right)=\operatorname{tp}(e, x)$. Also, because $(c)_{k}$ is between $(b)_{k}$ and $(b)_{k+1}, x$ is also between these elements. Moreover, by the way the set $X$ was constructed, $(c)_{k}$ is not defined from $d$ and $(b)_{k}$, so $x$ is not defined from $e$ and $(b)_{k}$. Therefore, since the interval $\left((b)_{k},(b)_{k+1}\right)$ is of nonstandard length, by recursive saturation there are infinitely many $w_{i} \in M(a)$ such that $\operatorname{tp}(e, x)=\operatorname{tp}\left(e, w_{i}\right)$ (since otherwise we would have been able to define $x$ from $e$ and $\left.(b)_{k}\right)$. Thus, there are countably many $w_{i} \in M(a)$ such that $\operatorname{tp}\left(d,(c)_{k}\right)=\operatorname{tp}\left(e, w_{i}\right)$. Now let $\Phi(w, z)$ be a finite conjunction of (say, $r$ many) formulas of the form $\varphi\left(m_{n}, a, w\right) \leftrightarrow \varphi\left(m_{n}, a, z\right)$, where $\varphi \in \mathcal{L}_{\mathrm{PA}}$. That is,

$$
\Phi(w, z)=\bigwedge_{j=1}^{r}\left(\varphi_{j}\left(m_{n}, a, w\right) \leftrightarrow \varphi_{j}\left(m_{n}, a, z\right)\right)
$$

for some enumeration of the formulas of $\mathcal{L}_{\mathrm{PA}}$. Since there are only finitely $\left(2^{r}\right)$ many possible truth values to $r$ many formulas, and since there are infinitely many $w_{i}$ satisfying $\operatorname{tp}\left(d,(c)_{k}\right)=\operatorname{tp}\left(e, w_{i}\right)$, we can pick from this set $w_{i_{1}} \neq w_{i_{2}}$ satisfying $\Phi\left(w_{i_{1}}, w_{i_{2}}\right)$. Hence, $p(w, z)$ is finitely realized, so it is realized by some $x$ and $y$, respectively. Therefore, we found an $x$ such that $\operatorname{tp}\left(\bar{d}_{n}, a_{n}, v,(c)_{k}\right)=\operatorname{tp}\left(\bar{e}_{n}, u, a_{n}, x\right)$ and also a $y \neq x$ such that $\operatorname{tp}\left(m_{n}, a, x\right)=\operatorname{tp}\left(m_{n}, a, y\right)$. Now set $\bar{d}_{n+1}=$ $\left(\bar{d}_{n}, a_{n}, v,(c)_{k}\right)$ and $\bar{e}_{n+1}=\left(\bar{e}_{n}, u, a_{n}, x\right)$ and continue to the next odd step. After $\omega$ steps we will get the automorphism $f \in G(a)$.

To see that $\left|\mathcal{A}_{\left.G\right|_{M(a)}}(f(X))\right|=2^{\aleph_{0}}$ we will use the Kueker-Reyes lemma. Consider the recursively saturated structure $(M, a)$. By our construction, for any $m_{n} \in(M, a)$, there are $x \in f(X)$ and $y \notin f(X)$ such that $\operatorname{tp}\left(m_{n}, x\right)=\operatorname{tp}\left(m_{n}, y\right)$. Hence, by the Kueker-Reyes lemma, $f(X)$ has continuum many automorphic images in $(M, a)$ (all in $\operatorname{gap}(a))$. But since every automorphism of $(M, a)$ is also an automorphism of $M$ which fixes $a,\left.\operatorname{Aut}(M, a)\right|_{(M(a), a)} \leq\left. G\right|_{M(a)}$. Hence, there are continuum many images of $f(X)$ under $\left.G\right|_{M(a)}$.

Corollary 5.7 $\left.G\right|_{M(a)}$ is not a normal subgroup of $G(a)$.
Proof We will use the set $X$ and the automorphism $f$ as above to prove the corollary. By Lemma 5.1, since $X$ is coded in $M, X$ has only countably many images under the action of $\left.G\right|_{M(a)}$. We will show that $X$ has continuum many images under
the action of $\left\{f^{-1} g f:\left.g \in G\right|_{M(a)}\right\}$. Thus, showing that there are $\left.g_{i} \in G\right|_{M(a)}$ with $f^{-1} g_{i} f \neq h$ for any $\left.h \in G\right|_{M(a)}$, which implies that $\left.G\right|_{M(a)}$ is not normal in $G(a)$.

Notice that since $f^{-1}$ is an automorphism of $M(a)$, for any $Y, Z \subseteq M(a)$,

$$
Y=Z \Longleftrightarrow f^{-1}(Y)=f^{-1}(Z)
$$

Hence, $\left|\left\{g f(X):\left.g \in G\right|_{M(a)}\right\}\right|=\left|\left\{f^{-1} g f(X):\left.g \in G\right|_{M(a)}\right\}\right|$. But, by Lemma 5.6, $\left|\left\{g f(X):\left.g \in G\right|_{M(a)}\right\}\right|=2^{\aleph_{0}}$; thus $\left|\left\{f^{-1} g f(X):\left.g \in G\right|_{M(a)}\right\}\right|=2^{\aleph_{0}}$, which completes the proof.

We conclude this section with an open problem.
Question 5.8 Is the subgroup $\left.G\right|_{M(a)}$ maximal in $G(a)$ ?
Remark Recall from Section 2 that the elementary initial segments of $M$ are either recursively saturated or short recursively saturated. By results of Kossak and Bamber [11] and Schmerl [20], there is a recursively saturated $K \prec_{\text {end }} M$ such that $G_{\{K\}} / G_{(K)}$ is isomorphic to the trivial group. This implies that the restriction of $G_{\{K\}}$ to $K,\left.G_{\{K\}}\right|_{K}$ (which we denote for short $\left.G\right|_{K}$ ) contains one element, the identity on $K$. It follows that $\left.G\right|_{K}$ is not maximal in $\operatorname{Aut}(K)$.

When $K$ is short recursively saturated this result is not true. That is, $G_{\{K\}} / G_{(K)}$ is not isomorphic to the trivial group. Otherwise, this would imply that $\left.G\right|_{K}$ contains only the identity. But this is impossible since we have shown in this section that when $K$ is short recursively saturated $\left.G\right|_{K}$ is dense (Proposition 5.4) in $\operatorname{Aut}(K)$ and has continuum many automorphisms (as follows from Lemma 5.6). Thus, this result cannot be used for showing that $\left.G\right|_{M(a)}$ is not maximal.

## 6 Concluding Remarks

Since automorphisms of countable short recursively saturated models of PA were never studied directly, in Section 3 we developed methods of showing existence of automorphisms of such models. We then used these methods in Sections 4 and 5 to prove various properties of automorphisms and automorphism groups of countable short recursively saturated models of PA.

When investigating the subgroup $\left.G\right|_{M(a)}$, we were especially interested in the index of the subgroup and whether it is normal or not. A model has the Small Index Property if the only subgroups of its automorphism group with a countable index are the open subgroups. Since $\left.G\right|_{M(a)}$ is not open, a countable index for $\left.G\right|_{M(a)}$ would imply that countable short recursively saturated models of PA do not have the Small Index Property. Since we have shown that the index of $\left.G\right|_{M(a)}$ is uncountable, the question of whether (some or all) countable short recursively saturated models of PA have the Small Index Property remains open.

In [22], the author had proved that Kaye's characterization of the closed normal subgroups of countable recursively saturated models of PA [8] is true for countable short recursively saturated models as well. That is, for any closed normal subgroup $N$ of the automorphism group of a countable short recursively saturated model of PA, there is an invariant initial segment $I \subseteq_{\text {end }} M(a)$ closed under exponentiation such that

$$
N=G(a)_{(I)}=\{f \in G(a): f(x)=x \text { for all } x \in I\} .
$$

A question that remains open is the analog to Kaye's conjecture for normal subgroups in general: Does any normal subgroup $N$ of the automorphism group of a countable
short recursively saturated model of PA have either the form $G(a)_{(I)}$ or the form

$$
G(a)_{(>I)}=\left\{f \in G(a): f \in G(a)_{(J)} \text { for some } J \supsetneq_{\text {end }} I\right\},
$$

for some invariant initial segment $I$ closed under exponentiation? Had $\left.G\right|_{M(a)}$ been normal, it would have given us a counterexample to this question. Since $\left.G\right|_{M(a)}$ is not normal, this question remains open as well.

## References

[1] Barwise, J., and J. Schlipf, "On recursively saturated models of arithmetic," pp. 42-55 in Model Theory and Algebra (A Memorial Tribute to Abraham Robinson), vol. 498 of Lecture Notes in Mathematics, Springer, Berlin, 1975. Zbl 0343.02031. MR 0409172. 345
[2] Bigorajska, T., H. Kotlarski, and J. H. Schmerl, "On regular interstices and selective types in countable arithmetically saturated models of Peano Arithmetic," Fundamenta Mathematicae, vol. 158 (1998), pp. 125-46. Zbl 0920.03069. MR 1656934. 346
[3] Blass, A., "The intersection of nonstandard models of arithmetic," The Journal of Symbolic Logic, vol. 37 (1972), pp. 103-6. Zbl 0246.02039. MR 0323560. 352
[4] Ehrenfeucht, A., "Discernible elements in models for Peano Arithmetic," The Journal of Symbolic Logic, vol. 38 (1973), pp. 291-92. Zbl 0279.02036. MR 0337583. 353
[5] Gaifman, H., "Models and types of Peano's arithmetic," Annals of Pure and Applied Logic, vol. 9 (1976), pp. 223-306. Zbl 0332.02058. MR 0406791. 349, 352, 353
[6] Hodges, W., Model Theory, vol. 42 of Encyclopedia of Mathematics and its Applications, Cambridge University Press, Cambridge, 1993. Zbl 0789.03031. MR 1221741. 350
[7] Kaye, R., Models of Peano Arithmetic, vol. 15 of Oxford Logic Guides, The Clarendon Press, New York, 1991. Zbl 0744.03037. MR 1098499. 346
[8] Kaye, R., "A Galois correspondence for countable recursively saturated models of Peano Arithmetic," pp. 293-312 in Automorphisms of First-Order Structures, Oxford Science Publications, Oxford University Press, New York, 1994. Zbl 0824.03015. MR 1325480. 358
[9] Kaye, R., and D. Macpherson, editors, Automorphisms of First-Order Structures, Oxford Science Publications, The Clarendon Press, New York, 1994. Zbl 0797.00010. MR 1325468. 350
[10] Kossak, R., "A certain class of models of Peano Arithmetic," The Journal of Symbolic Logic, vol. 48 (1983), pp. 311-20. Zbl 0514.03036. MR 84j:03076. 346, 347
[11] Kossak, R., and N. Bamber, "On two questions concerning the automorphism groups of countable recursively saturated models of PA," Archive for Mathematical Logic, vol. 36 (1996), pp. 73-79. Zbl 0873.03037. MR 1462201. 358
[12] Kossak, R., H. Kotlarski, and J. H. Schmerl, "On maximal subgroups of the automorphism group of a countable recursively saturated model of PA," Annals of Pure and Applied Logic, vol. 65 (1993), pp. 125-48. Zbl 0796.03043. MR 1257467. 346, 349
[13] Kossak, R., and J. H. Schmerl, The Structure of Models of Peano Arithmetic, vol. 50 of Oxford Logic Guides, The Clarendon Press, Oxford, 2006. Zbl 1101.03029. MR 2250469. 346, 350, 352
[14] Kotlarski, H., "On elementary cuts in models of arithmetic," Fundamenta Mathematicae, vol. 115 (1983), pp. 27-31. Zbl 0515.03038. MR 690667. 346, 348
[15] Kotlarski, H., "On elementary cuts in recursively saturated models of Peano Arithmetic," Fundamenta Mathematicae, vol. 120 (1984), pp. 205-22. Zbl 0572.03016. MR 755777. 346
[16] Kueker, D. W., "Back-and-forth arguments and infinitary logics," pp. 17-71 in Infinitary Logic: In Memoriam Carol Karp, vol. 492 of Lecture Notes in Mathematics, Springer, Berlin, 1975. Zbl 0316.02018. MR 0462940. 350, 352
[17] Lesan, H., Models of Arithmetic, Dissertation, University of Manchester, 1978. 346
[18] Nurkhaidarov, E. S., "Automorphism groups of arithmetically saturated models," The Journal of Symbolic Logic, vol. 71 (2006), pp. 203-16. Zbl 1101.03030. MR 2210062. 346
[19] Ressayre, J. P., "Models with compactness properties relative to an admissible language," Annals of Pure and Applied Logic, vol. 11 (1977), pp. 31-55. Zbl 0376.02032. MR 0465849. 345
[20] Schmerl, J. H., "Automorphism groups of models of Peano Arithmetic," The Journal of Symbolic Logic, vol. 67 (2002), pp. 1249-64. Zbl 1038.03044. MR 1955236. 358
[21] Schmerl, J. H., "Moving intersticial gaps," Mathematical Logic Quarterly, vol. 48 (2002), pp. 283-96. Zbl 0997.03036. MR 1883243. 346
[22] Shochat, E., Countable Short Recursively Saturated Models of Arithmetic, Dissertation, City University of New York, 2006. 346, 349, 358
[23] Smoryński, C., "Recursively saturated nonstandard models of arithmetic," The Journal of Symbolic Logic, vol. 46 (1981), pp. 259-86. Zbl 0501.03044. MR 0613281. 345, 346, 347, 348, 349
[24] Tzouvaras, A., "A note on real subsets of a recursively saturated model," Zeitschrift für mathematische Logik und Grundlagen der Mathematik, vol. 37 (1991), pp. 207-16. Zbl 0743.03029. MR 1155392. 353
[25] Wilmers, G., "Minimally saturated models," pp. 370-80 in Model Theory of Algebra and Arithmetic (Proceedings of the Conference, Karpacz, 1979), vol. 834 of Lecture Notes in Mathematics, Springer, Berlin, 1980. Zbl 0463.03017. MR 606795. 349

## Acknowledgments

I would like to thank my thesis advisor Roman Kossak for his support and useful comments.

[^0]
[^0]:    Department of Mathematics
    St. Francis College
    180 Remsen Street
    Brooklyn NY 11201
    USA
    eshochat@stfranciscollege.edu

